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Abstract: 
The main purpose of this research is to include uncertainty that lies in modeling 
process and that arises from input values when predicting system performance, and to 
incorporate uncertainty related to system controls in a computationally inexpensive 
way. We propose using Gaussian Processes for system performance predictions and 
explain the types of uncertainties included. As an example, we use a Gaussian Process 
to predict chilled water use and compare the results with Neural Network. As an 
initial step of our research, we examine how variation in AHU supply air temperature 
affects chilled water use in summer time. We briefly discuss the advantages of our 
proposed method and future research topics in the concluding remarks. 
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1. Introduction 

Performing better risk and uncertainty analyses of performance predictions through 
the entire life cycle of a building is one of the most important challenges that 
engineering design faces (Augenbroe, 2002). Uncertainty and sensitivity analysis 
have been extensively applied in science and engineering. However, their applications 
to building systems are still limited.  

Uncertainty can enter a model when making predictions in various contexts. One way 
to categorize is to consider uncertainty as that lies in modeling process and that arises 
from input values for predictions. Uncertainty in modeling process is seldom 
quantified. Most uncertainty studies focus on uncertainty in input values for 
predictions. The input values associated with predictions can come from estimations 
or measurements corrupted with noise. Therefore, it is more reasonable to assign 
probability distributions over their domains of plausible values than to assign fixed 
single-point values. In some cases, it is desired to investigate the impact of variation 
in inputs on outputs by allowing inputs to vary in their domains. 

Monte Carlo experiment is the most widely used method of analyzing input 
uncertainty (Hamby, 1995). Several studies used Monte Carlo method with building 
simulation to study building and system design with input uncertainty (de Wit & 
Augenbroe, 2002; Domínguez-Muñoz et al., 2010). We found two areas where there 
could be improvement in current uncertainty research.  
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Most building simulation models are highly complex and computationally expensive. 
Monte Carlo experiment requires a large number of model evaluations. As the 
complexity of uncertainty increases, the number of simulations required increases 
significantly. The time cost limits the extension of uncertainty analysis.  

Current studies have not covered uncertainty related to system controls in operations. 
Measurements in system operations are usually corrupted by sensor noise. For 
example, measurements of temperature, humidity, air flow and water flow. 
Furthermore, few systems perform as intended. Usually there is a discrepancy 
between intended and actual performance. A straightforward example is that there 
exists deviation between set-points and measured values of controlled variables such 
as AHU supply air temperature. 

The main purpose of this research is to include uncertainty that lies in modeling 
process and that arises from input values when predicting system performance, and to 
incorporate uncertainty related to system controls in a computationally inexpensive 
way. In the following sections of the paper, we propose using an instance-based 
learning method Gaussian Process for system performance predictions. We explain 
the types of uncertainties included in Gaussian Processes. In order to evaluate the 
predicting accuracy, we test a Gaussian Process with real metered data and compared 
its results with another widely used machine learning method Neural Network. As an 
initial step of applying Gaussian Process to uncertainty analysis of system operations, 
we present a case study of predicting energy use with uncertain AHU supply air 
temperature. As a conclusion, we briefly discuss the advantages of our proposed 
method and future research topics. 

2. Methodology 

The use of Gaussian Process has grown significantly after the works of (Neal, 1995 & 
Rasmussen, 1996) in machine learning community. Gaussian Process regression has 
been successfully applied to various predicting tasks. Figure 1 summarizes the 
procedures of using Gaussian Processes for predictions. A Gaussian Process is built 
upon training data, which can be sensor or metered data of a real system, or simulated 
data generated from complex models. Then the model takes new inputs and makes 
predictions with uncertainty.  

Figure 1 Diagram of predicting with uncertainty using Gaussian Process 
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In Gaussian Processes, the uncertainty in modeling process comes from noises in 
training data and distance between training inputs and inputs associated with 
predictions. One source of noises in training data is measurement noise. For example, 
it is reasonable to assume that time is noise-free, while the measurement of flow rate 
is usually corrupted by sensor noise. Measurement noise may exist in both training 
inputs and training targets. While for noise in training targets, there is another source 
of uncertainty. The features in an existing model might not fully explain the variance 
in training targets. There might be some other important features that affect outputs. 
Noise in targets might be reduced if we could recognize some more features and 
include them in the model. The variance of a prediction also depends on the distance 
between its input point and training inputs. Gaussian Process is an instance-based 
learning method. If a new input point is far from training points, the variance is large 
in the prediction. 

Variation in input values associated with predictions leads to an extra uncertainty in 
predictions. In some cases, it is our interest to investigate the impact of inputs on the 
output by varying inputs according to appropriate distributions and examining the 
corresponding distributions of outputs.  

We briefly list the formulas of Gaussian Process regression we use in this study. For a 
comprehensive introduction to Gaussian Process modeling, please refer to 
(Rasmussen & Williams, 2006). The following formulas do not include the noise in 
training inputs. In this study, training inputs are assumed to be noise-free. In our 
further research, we will include noise in training inputs. 

When using Gaussian Process for regression, for a noise-free input ܠ∗, the predictive 
distribution is Gaussian with mean ߤሺܠ∗ሻ  and variance ߪଶሺܠ∗ሻ  (Rasmussen & 
Williams, 2006) 

 
ሻ∗ܠሺߤ ൌ ,܆ሺܓ ሻ୘ሺ۹∗ܠ ൅ σ௡ଶ۷ሻିଵܡ 

ሻ∗ܠଶሺߪ ൌ ݇ሺܠ∗, ሻ∗ܠ െ ,܆ሺܓ ሻ୘ሺ۹∗ܠ ൅ σ௡ଶ۷ሻିଵ ,܆ሺܓ  ሻ∗ܠ

(1) 

(2) 

where the choice of covariance function in this study is 

݇ሺܠ௜, ௝ሻܠ ൌ ௙ߪ
ଶ exp ൤െ

1
2
൫ܠ௜ െ ௝൯ܠ

்
௜ܠଵ൫ି܅ െ  ௝൯൨ܠ

and 

܅ ൌ diagሾݓଵ
ଶ, ଶݓ

ଶ, … , ஽ݓ
ଶሿ 

,܆ሺܓ ܰ ሻ is the∗ܠ ൈ 1 vector of covariance functions between training inputs ܆ and the 
new input. ۹  is the ܰ ൈ ܰ  matrix of covariance functions between each pair of 
training inputs. σ௡ଶ  denotes the variance of Gaussian noise in training targets ߪ .ܡ௙, σ௡ 
and ݓଵ,ݓଶ   .஽ are hyperparamters to be trained in a Gaussian Processݓ…

Covariance function is the central part of Gaussian Process modeling. Inputs that are 
judged to be close by the covariance function are likely to have similar outputs. A 
prediction is made by considering the covariances between the predictive case and all 
the training cases (Rasmussen, 1996).  
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To incorporate uncertain values of an input point associated with a prediction, 
assuming the input distribution is Gaussian ܠ∗~घܠ∗ሺܠࣆ∗, ઱ܠ∗ሻ, then the predictive 
mean ߤሺܠࣆ∗, ઱ܠ∗ሻ and variance ߪଶሺܠࣆ∗, ઱ܠ∗ሻ with the noisy input are (Girard et al., 
2003) 

 
,∗ܠࣆሺߤ ઱ܠ∗ሻ ൌ  ࢼ୘ܙ

,∗ܠࣆଶሺߪ ઱ܠ∗ሻ ൌ ݇ሺܠࣆ∗, ሻ∗ܠࣆ ൅ TrሾሺࢼࢼT െ ሺ۹ ൅ σ௡ଶ۷ሻିଵۿሻሿ െ ሺܙ୘ࢼሻଶ 

(3) 

(4) 

where 
ࢼ ൌ ሺ۹ ൅ σ௡ଶ۷ሻିଵܡ 

௜ݍ ൌ ∗ܠଵ઱ି܅| ൅ ۷|ି
ଵ
ଶߪ௙

ଶ exp ቆെ
1
2
ሺܠࣆ∗ െ ∗ܠ௜ሻ୘ሺ઱ܠ ൅܅ሻିଵሺܠࣆ∗ െ  ௜ሻቇܠ

and 

ܳ௜௝ ൌ ∗ܠଵ઱ି܅2| ൅ ۷|ି
ଵ
ଶ ݂ߪ

2expቌെ
1
2
൬
௜ܠ ൅ ௝ܠ
2

െ ൰∗ܠࣆ
୘

൬઱ܠ∗ ൅
1
2
൰܅

ିଵ

൬
௜ܠ ൅ ௝ܠ
2

െ ൰ቍ∗ܠࣆ ∙	

݂ߪ												
2exp ൬െ

1
2
൫ܠ௜ െ ௝൯ܠ

୘
ሺ2܅ሻିଵሺܠ௜ െ  ௝ሻ൰ܠ

With the assumption of Gaussian input distribution and using the covariance function 
above, there is no need to run extra simulations to incorporate uncertain values of an 
input point. It can be simply derived from the analytical expressions above. This 
significantly reduces the time cost of uncertainty analysis. 

3. Case Study  

3.1. Predict Chilled Water Use 

In this case study, we test Gaussian Process modeling on metered chilled water use 
data. Data samples are on an hourly basis. The target is chilled water (W/m2). The 
features include outside air dry-bulb temperature (°C), humidity ratio (kg/kg), the 

hour of the day. We use sin ቀଶగ∙hour
ଶସ

ቁ and cos ቀଶగ∙hour
ଶସ

ቁ to represent the hour of the 

day. It is assumed that measurements of time, temperature and humidity ratio are 
noise-free, while measurements of chilled water use are noisy. 

Figure 2 shows the 24-hour prediction of chilled water use by a Gaussian Process 
trained by 216 hourly data points. The solid line indicates the predictive mean, grey 
area as 95% confidence region, compared with observed values shown in red dots. 
Most of the predictive means are close to observed values. Noises in training targets 
and the distance between training inputs and test inputs account for the uncertainty in 
predictions. 

ESL-IC-12-10-06

Proceedings of the Twelfth International Conference for Enhanced Building Operations, Manchester, UK, October 23-26, 2012



 
 

Figure 2 24-hour prediction of chilled water use 

 

In order to evaluate the accuracy of Gaussian Process, the results are compared with 
those of Neural Network using the same inputs. Neural Network has been used to 
predict building energy use approximately since the 1990s. The reported error rates of 
short-term prediction (1h to 24h) can be as low as 1%-5%. Long-term prediction 
accuracies are also promising (Dodier & Henze, 2004). In this study, the training of 
neural network is implemented through Matlab (version R2011a) Neural Network 
Toolbox. In this model, there is one hidden layer with 15 neurons. The activation 
equation in the hidden layer is sigmoid, and linear in the output layer. The training 
algorithm is Levenberg-Marquardt backpropagation. 

The coefficient of determination is used to compare how well the predictions are 
between Gaussian Process and Neural Network. The coefficient of determination ܴଶ 
is calculated as  

 ܴଶ ൌ 1 െ
∑ ሺݕ௜ െ ௜݂ሻଶ௜

∑ ሺݕ௜ െ തሻଶ௜ݕ
 (5) 

where the values ݕ௜ are observed values of targets, the values ௜݂ are predicted values. 
For Gaussian Processes, values ௜݂ are the predicted mean values.  ݕത is the mean value 
of the observed targets. The better a model is likely to predict future outcomes, the 
closer the value of ܴଶ is close to 1. A larger ܴଶ means a smaller sum of squared errors 
of prediction. 

Metered chilled water use for 140 days is available for this study. Three types of 
prediction tasks are experimented, which are 24-hour prediction, 72-hour prediction 
and 9-day prediction. 10-fold cross-validation is used in model training and testing. 
The overall ܴଶ value is used for comparison. The results are shown in Figure 3. In this 
comparison study, it turns out which model predicts better depends on the time scale 
of prediction and characteristics of data.  
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Gaussian Process seems to outperform Neural Network on short-term prediction. 
According to Figure 3, Gaussian Process shows a better performance than Neural 

Network when predicting chilled water use 24-hour ahead. However, among the 14 
cross-validations of 24-hour prediction, Gaussian Process does not outperform Neural 

Network all the time. When using data groups shown in  

(a)  GP better                          (b)  NN better                      (c)  GP better 
Figure 4(a) and (c), the ܴଶ values of Gaussian Process are higher, while using data 

groups shown in  

(a)  GP better                          (b)  NN better                      (c)  GP better 
Figure 4(b), the ܴଶ values of Neural Network are higher. It appears that Gaussian 
Processes lose advantages when chilled water use has a strong linear relationship with 
outside air temperature. Two modeling methods perform almost same for 72-hour 
prediction. The ܴଶ  value of Neural Network is slightly higher regarding 9-day 
prediction. 

 

Figure 3 Comparison of ࡾ૛ values of Gaussian Processes and Neural Networks 
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(a)  GP better                          (b)  NN better                      (c)  GP better 
Figure 4 Data groups on which Gaussian Processes and Neural Networks 

 have different predictive accuracy 

 

It can be concluded from the cross-validations above that the predictive accuracy of 
Gaussian Processes is close to the widely used Neural Networks. In some cases, such 
as several short term prediction tasks, Gaussian Processes even show some 
advantages. More careful design for comparative studies might be necessary in order 
to be confident that the observed ܴଶ of these two methods reflects their real accuracy 
in performance rather than a random fluctuation. Furthermore, it is unreasonable to 
generalize the conclusion of this experiment, which is based on a particular dataset, to 
other datasets. However, this experiment still enables us to get an idea of how well 
Gaussian Processes will perform on other datasets with similar characteristics, which 
seems very promising. 

3.2. Examine the Impact of AHU Supply Air Temperature on Chilled Water Use 

In this case study, we examine the impact of variation in AHU supply air temperature 
on chilled water use. The system under study is an AHU VAV system with terminal 
reheat for an office building, which runs 24 hours a day. One summer month of 
measured hourly AHU supply air temperature is available for study. Its histogram is 
shown in Figure 5. 

 

Figure 5 Histogram of measured AHU supply air temperature 

The set-point of AHU supply air temperature is 11.1°C. The mean value of measured 
hourly AHU supply air temperature equals the set-point. However, a standard 
deviation of 1.1°C is observed. The AHU supply air temperature varies from 9°C to 
15°C. Poor PID control, insufficient or excessive supply of chilled water might 
account for the deviation from set-point.  
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The wide range of variation in actual AHU supply air temperature directly affects 
system energy use. One conventional way to examine the extent of the impact is to 
perform a Monte Carlo experiment, generating random AHU supply air temperature 
from its probability distribution and running simulations over all combinations of the 
inputs. We propose a different method, using a Gaussian Process to build a surrogate 
model based on data points available and plugging the input distribution into 
equations (3) and (4) to get the predictive distribution of energy use directly.  

Some constraints exist when deriving the predictive distribution of output from 
analytical expressions of equations (3) and (4). First, the distributions of the inputs to 
be examined are assumed to be Gaussian. For other distributions, approximate or 
exact analytical expressions are also possible, but will be different. Second, training 
sets need to cover most of the input domain to be examined in the study. Otherwise, 
prediction accuracy will be compromised and the uncertainty introduced by modeling 
process will be dominant. Third, the predictive distribution includes the uncertainty of 
modeling process. Comparison with the predictive distribution derived from noise-
free inputs is necessary. Lastly, the computational cost of Gaussian Process is ܱሺ݊ଷሻ, 
where ݊ is the number of training points. If the number of training points needed for 
the model is large, the advantage of using Gaussian Processes is less prominent. 

We build a Gaussian Process using time, outside temperature and humidity, and AHU 
supply air temperature as training inputs, chilled water use as training targets. The 
data is on an hourly basis for nearly one month. The training inputs are treated as 
noise-free, while training targets as noisy. The training ܴଶ is 0.9808. Then for each 
point, we use घሺ11.1,1. 1ଶሻ as the new AHU supply air temperature distribution. The 
new predictive distributions of hourly chilled water use are calculated according to 
equations (3) and (4). An extra uncertainty in predictions is introduced by variance in 
AHU supply air temperatures.  
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Figure 6 Predictive distributions of hourly chilled water use which include the 
uncertainty introduced by the variance in AHU supply air temperatures 

Figure 6 shows the predictive distributions of chilled water use for 48 hours. The 
results are compared with the predictive distributions derived from noise-free AHU 
supply air temperature, which is assumed to be 11.1°C all the time. With a variance of 
1. 1ଶ in AHU supply air temperature, the predictive means stay almost same, while 
the 95% confidence regions expand in some time periods. The dark blue area is the 
extra uncertainty introduced by variance of AHU supply air temperature. 

We can see from Figure 6 that, during working hours, the variation in AHU supply air 
temperature almost has no effect on chilled water use. In summer during working 
hours, the amount of chilled water needed to process the cooling load does not change 
with AHU supply air temperature. When cooling load is high, higher AHU supply air 
temperature results in larger supply air flow rate, and the chilled water needed to 
process the air remains the same. And vice versa. During nighttime, the outside air 
temperature drops and internal load is minimal. As cooling load decreases, supply air 
flow rate is fixed at its minimum. Therefore, increasing AHU supply air temperature 
reduces chilled water use. A low AHU supply air temperature will increase chilled 
water use, and more reheat is necessary to compensate the excessive cooling. Around 
1°C standard deviation in AHU supply air temperature accounts for a standard 
deviation as large as 5-8% of the predictive mean values of chilled water use during 
some night hours.  

The example above shows how to use a Gaussian Process to study the uncertainty 
introduced by input variation. With the assumption that the input distribution is 
Gaussian, the predictive distribution can be calculated directly without Monte Carlo 
experiment. It is necessary that the training set should cover the most of the input 
domain. Otherwise, the uncertainty introduced by modeling process itself would be 
too large. Usually this is not an issue if data is generated from simulation. It might be 
challenging when building a Gaussian Process based on observations from actual 
performance. The example above uses measured AHU supply air temperature, while 
the chilled water use is simulated by EnergyPlus since no metered data is available.  

4. Concluding Remarks and Further Work 

This paper introduces predicting system performance through Gaussian Processes, 
which include uncertainty that lies in modeling process and arises from input values. 
Instead of building a model based on physical principles and using metered data for 
calibration, Gaussian Processes can directly use observed system performance to 
build a statistical model for further analysis. It avoids configuring numerous 
parameters required, which are difficult to know and estimate. Gaussian Processes can 
also serve as surrogate models for computationally expensive simulations. The 
outputs are predictive distributions with mean and variance. With the assumption that 
the input distribution is Gaussian, the uncertainty introduced by input variation can be 
calculated directly without Monte Carlo experiments. 

In the first case study, we use a Gaussian Process to predict chilled water use based on 
time information, outside temperature and humidity. In the second case study, we 
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examine how the variation in AHU supply air temperature affects chilled water use in 
summer time. As an initial step of our research, we still rely on simulated data to 
explore the application of Gaussian Processes, in order to develop and validate the 
methodology. In the future work, it will be valuable to apply Gaussian Processes to 
measured data of actual system performance. In addition to AHU supply air 
temperature, it will be interesting to study the uncertainty introduced by non-ideal 
control of air mixing in AHU, air flow rate and reheat in VAV terminal units, and 
their effect on electricity, heating and cooling energy use. Most important, we want to 
explore how to utilize the information of uncertainty provided by Gaussian Processes 
in addition to sensitivity analysis. One promising application that comes to our mind 
is fault detection and diagnosis, especially when our focus is on the uncertainty 
introduced by non-ideal control. Since Gaussian Process not only gives the predicted 
values, but also a measure of how confident about predictions, this extra information 
could probably help increase credibility in fault detection and diagnosis, especially to 
reduce false alarm occurrences. This will be our potential research topic in the future. 
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