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Abstract

The spirit of sustainable development has inspired our research work. Ecologically sus-
tainable development needs preventative strategies and measures against environmental
degradation. In our work we focus on constructing a formalism that enables modellers to
model the population dynamics within an ecosystem and to analyse them. Furthermore,
preventative strategies can be put into the model so that their effectiveness for ecosystems
can be measured.

An ecosystem consists of many interacting components. These components have many
behaviours which are not easy to put together in a model. Work on such modelling started
a long time ago, and even more has been done recently. These approaches have been taken
from ordinary differential equations to stochastic processes. There are also some existing
formalisms that have already been used for this modelling. In ecosystems there are several
important aspects that need to be incorporated into the model, especially: stochasticity,
spatiality and parallelism. One formalism has strengths in a certain aspect but weaknesses
in others. Being motivated by this situation our work is to construct a formalism that
could accommodate these aspects. Besides this, the formalism is intended to facilitate the
modellers, who are generally biologists, to define the behaviours in the model in a more
intuitive way. This has led our work to adopt features from existing formalisms: Cellular
Automata and P Systems. Then, after adding new features, our work results in a new
formalism called Grid Systems.

Grid Systems have the spatiality of Cellular Automata but also provide a way to define
behaviours differently in each cell (also called membrane) according to the reaction rules
of P Systems. Therefore, Grid Systems have a richer spatiality compared to CA and
the parallelism and stochaticity of P Systems. Besides these, we incorporate stochastic
reaction duration for the reaction rules so that Grid Systems have stochasticity in rule
selection and stochasticity in reaction termination. This enables us to define scheduled
external events which are important aspects in modelling ecosystems.

In addition to these, we extend Grid Systems with a new feature called ‘links’. A link
is an object that can carry pointers. The pointer of a link can be used in the rule to
transfer objects to another membrane. Because a link is also an object, its existence as
well as its pointer are dynamic. By using the links, the membranes of Grid Systems can
be structured as a tree to imitate the membrane structure of P Systems, or even more as
a graph for a more general computation. The property of the links enables the structure
to be dynamic, in a similar way to the dissolving membrane in the P Systems.

The features of Grid Systems are defined in terms of syntax and semantics. The syntax
describes how the model should be expressed by the modeller. The semantics describes
what will happen to the model when the model evolves. From the semantics a software
tool can be developed for analysing the model.
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In our research work we have developed the models in two case studies. In the first case
study, we focus on the interacting events and external events that affect the population
dynamics of mosquitoes. We observe how the impacts of events are propagated in space
and time. In the second case study, we focus on the spatiality movement created by the
seasonal migration of wildebeests. We observe that the pathways in the migration can be
modelled well using links.

The models of both case studies are analysed by using our simulation tool. From
both case studies we conclude that our formalism can be used as a modelling framework
especially for population dynamics, and in general for analysing the models of ecosystems.
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Chapter 1

Introduction

1.1 Motivation

In 1987 the United Nations (UN), through the World Commission on Environment and
Development, expressed its concerns regarding the degradation caused by recent develop-
ments all over the world. The concerns were reported in [1]. It also defines: “Sustainable
development is development that meets the needs of the present without compromising the
ability of future generations to meet their own needs.” This means that each development
by the current generation should preserve the resources that may also be needed by the
next generations for their own development, and in their turn, they should preserve them
in a similar way for the following generations, and so forth. An important component of
Sustainable Development, sometimes called Ecologically Sustainable Development, is the
use of preventative strategies and measures against environmental degradation [2]. These
strategies could be in the form of regulations such as eco-labelling policies, in the form of
recovering actions of the degraded resources, or in the form of preserving actions such as
those for endangered species populations. The measures are defined in order to indicate
effectiveness of the strategies. Our question is how can we ensure that the strategies can
prevent the environment from degradation over global and long-term implementation?

Ecology is well-known as one field of study in Biology. Our environment is composed of
ecosystems and each ecosystem may consist of many interacting components either living
(biotic) or non-living (a-biotic). Biologists study how the components individually behave
and influence one another and identify their related parameters. Among them we can cite
parameters depending on environmental characteristics (light, humidity, presence or ab-
sence of water, ...), parameters depending on periodic or non-periodic events (temperature,
level of water bodies, ...), and parameters depending on heterogeneity due to geographical
differences over wide area ecosystems (vegetation, elevation, ...). Regarding strategies to
be applied to an ecosystem, they can be seen as external components interacting with the
internal ones in the ecosystem resulting in a much more complex ecosystem. In answering
our previous question, biologists need a method to make predictions about ecosystems,
especially when they consist of so many components.

A limited number of species living in the ecosystem can be brought to the laboratory
and their behaviours can be observed under given parameters. This method may work
for small scale ecosystems. However, some species may behave differently when they are
observed individually compared to when they are observed coexisting with other compo-
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nents. In most cases the observation should be conducted in the real habitats (in vivo
observation), however, such a way unfortunately takes years and covers a wide area. Thus,
this often implies that evaluation will be infeasible and very costly.

Biologists then ‘put’ the ecosystems into mathematical models and analyse the models
to predict ‘the future’ of the actual ecosystems. The classical approaches of modelling are
based on differential equations. For example, in 1798 Malthusian Models were proposed for
modelling population growth, and in 1926 the predator and prey models of Lotka-Volterra
Systems were proposed for modelling fish catching in the Adriatic [41]. Of course, in this
era mathematical analysis was usually performed by solving the equations by hand. After
computers were available, the methods like Runge-Kutta were used to perform approx-
imation analysis of more complex models. The manuscripts [41, 42] written by Murray
listed the models of biological phenomena using some variants of differential equations
including Ordinary Differential Equations (ODE). The weakness of this approach is in its
difficulty to find precise mathematical models to represent behaviours. Besides this, since
the number of components is proportional to the number of variables/equations the model
tends to require a lot of computing resources.

There are some natural phenomena that could not be modelled deterministically in
terms of differential equations due to their micro behaviours or unknown external factors.
For such cases, random variables are introduced into the equations and they turn out to
be stochastic processes. A “Birth-and-Death” process is often used for modelling a single-
species population dynamic. Markov Chains, a class of stochastic processes, have been
used in modelling more general population dynamics.

However, there are some other aspects that need to be considered as part of the models:
spatiality and parallelism. Spatiality, in terms of spatial heterogeneity of the components,
is often found in wide area ecosystems. Geographical differences imply different parameters
of components’ behaviours. In Murray’s manuscripts [41, 42], over two dimensional space,
the position is represented by two parameters (u,v) along with already existing time
parameter t. Cellular Automata (CA) was the first formalism in Computer Science that
enabled the modelling of spatial movement. In CA the behaviours are defined as evolution
functions based on neighbouring cells. Due to this feature some works using CA were
reported for modelling vegetation spread over an area [4]. However, due to its definition,
a cell in a CA could only represent the state of one species at a time.

Parallelism is an important aspect in population dynamics since nature itself performs
the processes instantly and simultaneously. So, every component in the ecosystems should
behave and interact in a parallel manner, too. Recently, an approach called individual
based modelling (IBM) has become increasingly popular. It can be constructed by Process
Calculus in Computer Science. In this approach each component is modelled analogously
to a process unit that coexists with other processes and behaves in a parallel manner.
BlendX is one modelling language based on this approach [18, 31]. The behaviours in
population dynamics can be more simply expressed by using LIME, an interfacing language
for BlendX. However, the behaviours are defined to each individual instance of component,
a model consisting a big number of components will require heavy computation resources
(space and time). Therefore, this approach seems to be more suitable for a model with a
smaller number of components. P Systems are the other formalism based on parallelism
of behaviours. The behaviours are defined as reaction rules. The components inside
the ecosystem can be simply expressed as the objects of P Systems and as the reactions
representing the interactions/behaviours among components.
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From a biologist’s point of view, modelling work eventually requires skills which go be-
yond their actual field. Differential equation based modelling requires either mathematical
analytical ability or simulation programming skills. Individual based modelling requires
such a tool-related programming skill. These requirements create a methodological differ-
ence regarding their usability except when they are supported by someone with such skills.
The commercial analytical tools are available based on certain approaches. For example,
Vensim is a tool developed for models based on differential equations and stochastic ap-
proaches which was originally intended for modelling in system dynamics. By using such
a tool a modeller can put each component into the model as a stock and its quantity will
change according to its given growth function. One component can be related to another
by creating a ‘stock and flow’ relationship according to a flowing quantity from the former
component to the latter one. Stochasticity is introduced by adding random variables into
the growth functions as well as into the quantity.

There is a big gap between the approaches of life scientists and computer scientists.
Cerone and Scotti in [16] have described this gap by identifying six aspects:

1. the model description language;

2. the means of model analysis;

3. the motivations for the modeling process;
4. the source and reliability of data;

5. the level of abstraction of the model;

6. the use of the models.

Life scientists prefer to use modeling languages that support a realistic and intuitive de-
scription of the systems of interest. They frequently perform statistical inference of the
observed data produced from repeated simulations of the model. Formalisms proposed by
computer scientists are instead low-level and aim to be used as the input of analysis tools
commonly used in computer science, such as model-checking.

Life scientists aim to contribute to their own domain. Thus they develop models
that focus on biological aspects and make use of real data to solve concrete problems of
their domain. However, such models are often limited in terms of analysis capabilities.
Computer scientists are instead more interested in developing notations and tools and see
the application domain mainly as a source of case studies to demonstrate the power of
their tools. However, such case studies are often oversimplified and based on ad hoc rather
than realistic data. As a consequence, the outcome of the analysis process can seldom be
applied to the real problem.

Life scientists often develop models that include biological details that are often unessen-
tial, but that are related with aspects of the modeled systems that they are used to deal
with. This makes the models often very intuitive and close to reality, but also difficult
to analyze. Computer scientists, instead, tend to develop more abstract models that are
focused on the key aspects of the described systems by avoiding unnecessary details.

Life scientists typically use models for better understanding the functioning of the
ecosystems and to test possible control interventions, in order to predict and evaluate
the impact of such interventions. Computer scientists, instead, often make use of formal
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models just to replicate the ecosystem evolution without much attention to the evaluation
of human intervention impact. To make it worse, since computer scientists typically do
not use real data, the ability of replicating reality is mostly just potential and is seldom
documented in the literature.

Ideally, there should be a formalism that biologists can use to express the behaviour
of the components in the ecosystem in accordance with their intuition. By expressing the
model in such a formalism, biologists can communicate the model independently between
themselves just like computer programmers communicate their algorithms. Based on the
formalism’s syntax and semantics various tools could be provided by the software industry.

To conclude this part, based on the nature of ecosystems ecological modelling requires
an approach that integrates the ability to define parallelism of the individual components
such as in Individual Based Modelling, defining stochastic behaviours of each component
such as in stochastic approaches, and the ability to define spatial dynamics of the popu-
lation such as in Cellular Automata. In order to allow biologists to be more independent
in their modelling work there should be a formalism that complies with their intuition.

Regarding our initial issue in ecologically sustainable development, the availability of
such a formalism, as well as the availability of its analytical tool, as described above,
can answer our question about how to predict the long term impact of the strategies
and measures which are applied to an ecosystem. Moreover, when they are available the
alternative preventative strategies can also be compared and chosen properly based on
their prediction before they are actually implemented.

1.2 Contributions

In this thesis a new formalism is constructed in order to answer the above question. This
formalism is named Grid Systems and it has been inspired by concepts of Membrane
Computing (P Systems) [45, 49].

To accommodate spatiality dynamics a Grid System consists of an envelope com-
partment (the outer membrane) containing a grid of adjacent inner compartments (inner
membranes). Each inner membrane is characterized by its position in the grid, and, as in
P Systems, its own rules and objects. The format of the evolution rule in P Systems is
adopted to make expressing the behaviours of the components easier. The format consists
of four elements: reactants, products, promoters and inhibitors. More complex behaviour
can be expressed as several of such evolution rules.

To accommodate parallelism, rules are applied in a maximal parallel manner and can
be promoted or inhibited by objects in the system. The outer membrane has rules too,
which represent events common to the entire Grid System. Differently from standard P
Systems, the application of Grid System rules has duration, which can be different for
each rule. This duration also enables each rule to behave stochastically.

Grid Systems are intended to model the heterogeneity of environments. Each mem-
brane in the grid may represent a distinct part of the environment with specific parameters
and behavioural rules. Rules can move objects across membranes, thus describing the mi-
gration of resources or individuals. Regarding the movement, an extended definition of the
Grid Systems is defined which enables the pathways to be modelled in a more elegant way.
External events such as environment events, strategies/policies given to the ecosystem can
be expressed as the set of evolution rules.
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To deal with a large population size and a large number of different components, the
semantics of Grid Systems maintains the state of the systems in terms of the aggregation
at its cell level. Through this aggregation the detail of the system can be adjusted by
setting the cell size/coverage. Therefore, it has the ability to deal with the case of a more
real scale population size, but it can evolve the state of the system in more detail than
just at its total population level. Because of its maximal parallelism and its locality of
the reactions, the semantics of Grid Systems is designed so that it can be implemented
to benefit from parallel computing platforms. When the computing system has reached
a much higher capacity, the implementation will provide the computing ability for the
actual population size.

1.3 Related Works

Formal methods in Computer Science have played an important role such that the models
of processes can be formulated mathematically and their behaviour can be studied and
analysed accurately. From the initial formulation, a model can be improved in a consistent
manner to accommodate further requirements.

Some emerging works in formal methods have been inspired by biological systems by
exploiting analogies between concurrent processes and living entities. In Biology each
living entity has its own behaviour and it may be involved in interactions with other
entities. The application of formal methods to biological systems is reasonable since the
computation models tend to be more complex and more dynamic as they are approaching
the degree of complexity of biological systems. Namely, running processes in smart phones
can be analogously seen as a population of mobile species that are sharing the same
communication channels as their resources. Also, cloud computing considers distributed
computing resources in the Internet as a single resource interacting dynamically with the
user’s mobile devices.

On the other hand, these formalisms are powerful tools for biologists to model bio-
logical phenomena so that they can be considered as more comprehensive systems rather
than partial subsystems. Since biological phenomena are complex systems, biologists have
practised reductionist paradigm by subdividing a system into subsystems. When any sub-
system is still complex it is further subdivided until biologists can perform an intensive
and effective observation on it [52]. This kind of analytical practice may produce an accu-
rate observation of the partial subsystem but not the behaviour of the whole system itself.
When the subsystems coexist as a complex system they may behave differently. Since
formalisms for concurrent processes have been developed to model such complex systems
the use of formalisms in this problem may potentially result in richer observations and
conclusions. Systems biology has emerged as a new discipline in putting them together
rather than taking them apart (holism paradigm) [43]. The advance of computing tech-
nology has reached a tremendous level of performance. The behaviour of the model of
such cooperating subsystems in a complex system may potentially be observed through
simulations of them.

The m-calculus [39], a process algebra originally proposed for the description of concur-
rent mobile systems, has also been considered for modelling biological processes in systems
biology. Like other process calculi defined in the context of the theory of concurrency, the
m-calculus is based on concurrent processes that can communicate through message pass-
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ing over channels. The peculiarity of the m-calculus is the possibility of communicating
channel names in messages thus allowing dynamic re-configuration of the communication
network. A process in the m-calculus is defined as a sequence of input and output actions
performed over channels. Processes can then be composed by means of a non-deterministic
choice operator that allows alternative operations to be described, and by means of a par-
allel composition operator that allows concurrency to be dealt with.

Since the processes are considered as parallel processes 7-calculus can be used to model
mechanisms inside a biological system. An example is RTK-MAPK signal transduction
pathway [50]. In this example molecules are considered as processes and modelled as
of m-calculus terms. Some other formalisms emerged later as extensions of mw-calculus
considering the aspects that are not covered by m-calculus, namely quantitative properties
of the systems. Stochastic m-calculus was proposed in incorporate a probabilistic behaviour
in the systems [48].

In m-calculus, spatiality can be expressed implicitly using linkages to the processes
which logically represent the location. The extensions of w-calculus were proposed consid-
ering the representation of spatiality [30, 13]. Cardelli and Gardner proposed a geometric
process algebra based on affine geometry. In this process algebra a concurrent evolution
of geometric structures in 3D space can be described. In [47] Philippou and Toro propose
PALPS, a process algebra for individual based modelling. This formalism enables one to
incorporate spatial information to each species in the model. Galpin [21] introduced spa-
tiality in PEPA, a stochastic process algebra that was previously intended for modelling
and performance evaluation [26]. In PEPA spatiality is defined by enriching processes
with labels representing locations, whose connections are described as an hypergraph. Lo-
cations are used in the operational semantics of PEPA to enable the synchronisation of
components.

In his thesis Pardini proposed three forms of formalism considering spatiality [45].
The first formalism is the extension with compartments of MIM calculus (MIMc) [7]
while MIMc was a calculus inspired by Molecule Interaction Maps (MIMs) [34]. The
MIMc provides high level operators to express the interactions between the processes.
Spatiality is represented in terms of compartments.The second and the third formalisms
of Pardini’s thesis provide a more explicit notion of space. Spatial Calculus of Looping
Sequence (Spatial CLS) is an extension of Calculus of Looping Sequence (CLS). CLS is
a formalism that was inspired by biological cellular systems [38]. The processes are an
analogy of biological cells that are composed of a set of rules of construction. The rules
are: sequencing, parallel composition, looping and containment. Looping and containment
are together defining nested structures of membranes as in cells. The possible interactions
are expressed in terms of rewriting rules. Pardini has extended the descriptive capability
of CLS with the notion of spatiality such that each component as well as containment
may have their own positional information. With positional terms in each component the
interactions may describe spatial dynamics among the components.

The third formalism of Pardini’s thesis is a spatial extension of P Systems and it shows
modelling of spatial movement of schooling fishes [45]. The model is based on the boid
flock model that determines the movement direction of each individual fish by a weighted-
averaging computation from other fishes’ directions inside its viewing space. Such heavy
computations were originally intended for computer graphics animation rather than for
biological validity [51].
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1.4 Structure of the Thesis

The chapters are organized as follows: The thesis is structured as follows.

e In Chapter 2, some relevant notions are presented that will be assumed in the rest
of the work.

e In Chapter 3, our formalism, called Grid Systems, which is the main ingredient of the
thesis, is presented. This presentation will be preceded by the underlying principles
that were taken from the nature of population dynamics so that the features of our
formalism could then be defined based on them. To avoid jumping into a complicated
definition of Grid Systems a feature of Grid Systems for modelling movement is
presented as an extended version of Grid Systems. Therefore, these will be presented
respectively in two different sections: the basic version and the extended version.

e In Chapter 4, the expressiveness of Grid Systems regarding other formalisms is
discussed. The other formalisms are Turing Machines, Cellular Automata, and P
Systems. The motivation behind this discussion is to learn about Grid Systems’
computability as well as Grid Systems’ back compatibility with Cellular Automata
and P Systems.

e In Chapter 5, some considerations for implementing an analytical tool for the model
of Grid Systems are presented.

e In Chapter 6, the first case study is presented. The objective is to show how Grid
Systems can model the spatial dynamics of a species within its interaction with
both internal and external events. It shows the rainfall events and temperature
fluctuations as scheduled external events.

e In Chapter 7, the second case study is presented. The objective is to show how Grid
Systems can model more extensive spatial dynamics of a species driven by external
conditions. The model was based on the phenomena of seasonal migration driven
by the grazing availability in Serengeti National Park, Tanzania.

e Finally some conclusions and further discussion are presented in Chapter 8.

1.5 Published Material

Part of the material presented in this book has appeared in some publications, in partic-
ular:

e The definition (syntax and semantics) of Grid Systems and the first case study has
appeared in [6].

e The definition of the Links as the extension of Grid Systems and the second case
study has appeared in [53].

All the published material is presented in this book in a revised and extended form.
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Chapter 2

Background

In this chapter some notions related to the work of this thesis are presented. We will
start by presenting existing formalisms that have been the main source of inspiration in
constructing our formalism: Cellular Automata and P Systems. Then, we will discuss the
notions of stochasticity and spatiality since these are considered to be important aspects
that need to be provided by our formalism.

2.1 Cellular Automata

A cellular automaton describes the evolutionary change of a spatial shape that evolves over
a discrete time line. The changes are performed according to a set of evolution rules that
are defined based on the states of neighbouring cells. Andy Adamatzky has formalized
CA as follows [3].

Definition 2.1. Cellular automata are dynamic models that are discrete in time, space
and state. A simple automaton A is defined by a 4-tuple: A = (L, Q, 9, f), i.e., a lattice
L, a finite state space (Q, a neighbourhood template § and a local transition function f.
At time t each cell will be in any state ¢ € ), and in the next time it will change its state
following the transition function f which is based on the states of its neighbouring cells
inside neighbourhood template 4.

The lattice structure of the cellular automaton may vary from one dimension to n
dimensions. The transition function f is usually defined as a set of rules mapped from
the neighbourhood patterns to ), whereas each neighbourhood pattern is formed by the
states of neighbour cells scoped in §. The rules can be deterministic or stochastic. The
deterministic rules map each pattern to exactly one state. In the stochastic case, from
each pattern there are several possible next states. Furthermore, these states are given a
probability regarding whether or not they will happen.

Wolfram has studied the behaviour of 1-D CA for some different transition rules.
He concentrated on dual state CA, having [-1,0,+1] neighbourhood. Therefore, the CA
requires a set of eight transition rules C! = f(C;_1,C;, Cit1),C; € {0,1}. There are 256
possible unique sets for defining the rules and Wolfram numbered each set by the binary
values given by the rules. One of them is the famous Rule-110. Cooke proves that Rule-
110 is a universal machine [17] through showing its ability to simulate Universal Turing
Machine indirectly.
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The other interesting one is Rule-30 and Figure 2.1 shows the evolutionary result for
Rule-30. Rule-30 has transition rules as follow:

(0,0,0) =0 £(1,0,0) =1
£(0,0,1) =1 £(1,0,1) =0
(0,1,0) =1 £(1,1,0) =
(0,1,1) =1 f(1,1,1) =0

The cells were initially set to 0 (drawn as a white cell) except one cell in the middle (shown
at topmost line). The subsequent lower lines are the result of its step-by-step iterations.

/ T,
- e "'-J I
T -:IT-L"_' J-‘."' :‘L J:I ,::j‘._:'_Ji,".‘y

'--5'1 ,ﬁ”ﬂ:f'.". 2,

Figure 2.1: CA evolution by Wolfram Rule-30

In the 2-dimensional cases, most popular neighbouring shapes are the von Neumann
neighbourhood (also called first-degree neighbourhood) and the Moore neighbourhood
(also called second-degree neighbourhood). The former one consists of 4 adjacent cells
and the central cell (south-north-west-east) and the latter one consists of 8 adjacent cells
and the central cell, i.e., a 3x3 sub-grid.

Figure 2.2: Von Neumann’s neighbourhood cells (left) and Moore’s neighbourhood cells
(right) to the central cell (grey colour)

Instead of square grids, the hexagonal plot is also interesting, i.e., each cell has 6
adjacent circular-located neighbours. When using this plot the neighbours have the same
distance to the centre which is more natural than the square one. In the implementation
this plot can be realized as an ordinary square grid having the odd numbered columns
logically shifted to half-cell position lower to the even-numbered columns.

Being inspired by John von Neumann’s self-replication machine, John Horton Conway,
a British mathematician, in 1970 invented a solitaire game named the Game of Life (GOL).
The game uses an orthogonal grid of squared cells. Each cell can be in one of two states:
live or die. The neighbour of a cell C is the set of surrounding cells in a 3x3 sub-grid
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Figure 2.3: Example of lattice structures for CA

(Moore’s neighbourhood). A configuration is states of overall cells at one point of time. A
configuration will evolve to be another configuration after a discrete unit of time following
these rules:

e Any live cell with fewer than two live neighbours dies, as if caused by under-
population.

e Any live cell with two or three live neighbours lives on to the next generation.
e Any live cell with more than three live neighbours dies, as if by overcrowding.

e Any dead cell with exactly three live neighbours becomes a live cell, as if by repro-
duction.

Figure 2.4 shows shapes, called “Lightweight Spaceship (LWSS)”, generated one after
another (from left to right) by applying GOL’s rules subsequently. The shapes are regen-
erated after four steps but at two-cell distance to the right creating an illusion of a moving
object. Since it was published by M. Gardner in 1970 [22] it became famous as a field of
mathematical research as well as ecological modelling.

Figure 2.4: Lightweight Spaceship (LWSS) patterns subsequently created by Conway’s
GOL

CA were used for modelling ecosystems [54, 40, 32, 4]. In his manuscript Tilman
discussed CA as one of three approaches for dealing with the spatial aspects of species
interactions and population biology [54]. He suggested that CA are best approached via
computer simulation. Moreno et.al. have studied population dynamics based on CA in
[40]. They used CA for modelling patch occupancy of the species so that the CA could
show the percentage of occupancy when the species reaches its stable equilibrium, and
also the pattern of occupation. The dynamics of the population, i.e., the evolution rules
were derived from classification data produced from the remote sensing methodology of
satellite imagery.

The generalisation of CA which is called Complex Automata or CxA, was introduced
by Hoekstra et al. [28, 27] for modelling multi-scale systems. CxA are composed of some
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CA according to some given relationship. This structure enables modelling at several
different levels of aggregation and mechanisms and at each level the model is defined as
CA. Hoekstra et al. have shown, through modelling works, namely coral growth and snow
deposition, how coral growth modelling has three levels: (1) growth of coral; (2) flow of
water around coral; and (3) advection - diffusion of nutrients. In [5] Cacciagrani et al.
used CxA for multi-scale trabecular bone remodelling. CxA in their model is composed
of two levels: micro execution flow and macro execution flow. Each level is represented by
one CA at different rates and with different details and they are linked by micro-macro
composition patterns.

2.2 P Systems

Georghe Paun has proposed P Systems, a biologically-inspired model of parallel computing
[49]. With a P system, the computation is modelled as the objects that are contained in a
series of membranes. The membranes are structured hierarchically such that a membrane
may consist of some child membranes or none, and a membrane is within one parent
membrane or none. There should be at least one membrane and it is at the root of the
hierarchy. The behaviour of the model described by a P System is defined by the set of
evolution rules that can be applied to the objects, called reactants, producing the other
objects, called products.

He proposed two versions of P Systems: Transition P Systems and P Systems based on
Rewriting. The main difference of both lies in the definition of the objects in the evolution
rules. In the former the objects are in the forms of multisets. Intuitively a multiset is
a collection of objects denoted by their species and the occurrence of each species in the
collection. In the latter the objects are in the form of a string v € V*, V is the set of
species. They are semantically different in that in the former the objects are regarded
without structural relationship among them and in the latter the objects are regarded as
each object is placed inside the string. Since it is based on rewriting, the latter could
have more general structures like graphs rather than such linear structures. However, in
the following presentation the P Systems are referred to as the definition of Transition P
Systems that is based on multisets. We start by defining the multiset formally.

Definition 2.2. Let V be an arbitrary set. A multiset over V is defined as mapping
M :V — N; M(a), for a € V, is the multiplicity of a in the multiset M. The facts in
M should be expressed as pairs (a, M(a)) for each a € V' and (preferably) for M (a) > 0.
And, all facts in M should be expressed as the sequence of those pairs.

The pairs (a, M(a)) may also be written as a(®. Therefore, they will be used in-

terchangeably in this document. However, for its consistency each multiset should be
expressed uniformly using the same style. Furthermore, we need to define operations over
multisets as follows.

Definition 2.3. Over the multisets we define that:

e Multiset M is empty if and only if {a € V|M(a) > 0} = (. An empty multiset is
denoted by symbol .

e Let M; and My be multisets over V. We say that M; is included in Ms, or simply
M C My, if and only if M;(a) < Ms(a), for all a € V.
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e The union of M1 and My is the multiset My U My = Ms such that Ms(a) =
M;(a) + Ma(a), for all a € V.

e The difference M; \ My = Mj is defined only when My < M; and Ms(a) =
M;i(a) — Ma(a), for all a € V.

Then, we define P Systems according to its references [49].

Definition 2.4. A P System is a tuple II = (V,u, wy, ..., wn, (R1,p1), s (Rn, Pn)s0)
where:

e V/ is a finite alphabet whose elements are called objects;

e 1 C N x N describes the tree structure of membranes, where (i, j) € p denotes that
the membrane labelled by j is contained directly in the membrane labelled by i;

w;, with 1 <14 < n, are strings from V* representing the multiset over V' associated
initially with membranes 1,2, ...,n of u;

(R;, pi), with 1 < i < n, R; are finite sets of evolution rules (defined in Definition
2.5) over V associated with membranes 1,2, ...,n of pu; p; is a partial order relation
over R;, 1 <14 < n, specifying a priority relation among rules of R;;

i0, € {1,..,n}, specifies the output membrane of II.

The set R; defines the rules that are associated to a membrane labelled i. Each rule
in R; is applicable only to the reactants of that membrane. When a rule is applied, its
reactants will be removed and the products will be produced which may be either in the
same membrane or in the outer membrane or in a child membrane. This situation is
analogous to chemicals that interact and pass through cell membranes.

The dynamics are expressed in terms of evolution rules that change the reactants in
the same membrane as the rules are defined.

Definition 2.5. An evolution rule is a pair (u,v), also in the form u — v, where u is a
multiset over V and v = v’ or v = v/ where v’ is a multiset over

(V x {here,out}) U (V x {in;|1 < j < n})

Special symbol § indicates that the reaction should dissolve its membrane and move ev-
erything inside the membrane to its parent membrane. The produced (s,p), s € V and
p € {out} U {in;|1 < j < n}, can also be written in form s, and (s, here) as s.

Some examples of evolution rules are as follows.

e The rule a — (b, here), or a — b, will consume one a and produce one b in the same
membrane.

e The rule a — (b,iny), or a — by, , will produce one b in a child membrane k.

e The rule a — (b, out), or a — by will produce one b in its parent membrane (child
membranes will belong to the parent membrane).
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e The rule a — b is similar to a — b but it will be followed by dissolving the
membrane and moving everything (objects and child membranes) it contains to its
parent membrane.

The set of rules can be deterministic or non-deterministic. Rules are non-deterministic
if for the same reactants there is more than one possible applicable rule instead of one, as
in the deterministic case. When the reactants are available any rule can be chosen such
that there are more than one possible trajectories of applying the rules until there is no
rule to apply. Rules are applied with maximal parallelism, namely at each step rules are
applied in parallel so that there are no objects that are reactants of the same rule and
that are left unchanged. Some variants of P Systems include a notion of priority among
rules. The notation r; > r9 means that r; has a higher priority than ro and hence rs is
applicable only if r; is not.

Figure 2.5 shows an example of a P System. It has three membranes defined one
inside another: membrane-1 is the outer one; membrane-2 is the inside membrane-1 and
contains membrane-3. Rules r1, ro and rs belong to membrane-3 while rules r4, 75, rg and
r7 belong to mebrane-2 and rule rg belongs to membrane-3. Non-determinism is defined
since r; and r9 have the same reactants whereas rg and r7 have the same reactants but
they are deterministic since the priority of r¢ is higher than r7. Rule rg will consume one
e and produce one e outside its membrane (i.e., this is the only way to move the object).

1
( )
2
( N\
3
ac
rL:ia— ab
r9 i a — bd
r3:c—cc
T’4:b—>d
rs 1 d — de
(re :cc—c¢) > (rr:c—0)
\\ J
rg e — Cout
\\ J

Figure 2.5: An example of P System

One possible trajectory when applying the rules is as follows. Initially there are only
objects a and ¢ in membrane-3. For object a there are two possible rules whereas there
is only one rule for c. Let us apply 1 and rg first such that there are one a, one b and
two ¢’s (denoted abce or abc?). Applying r1 and 73 in parallel is based on the principle of
maximal parallelism. Then, by applying 72 and 73, abc® becomes b%c* and membrane-3 is
then dissolved so that the objects belong to membrane-2. At this stage there is only one
possible combination of rules to be applied: 74 (twice) and rg (twice) since r7 has a lower
priority than 7. Applying them will produce d?c?. After the next step the objects will
become d?e?c and then finally d? in membrane 1 and e* outside membrane 1.

Inhibitor objects and promoter objects for the reactions in P Systems were also intro-
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duced in [11]. The rules containing promoters can be applied only when the promoters
also exist as well as the reactants. The promoters act as catalysers for the reaction since
they are not absorbed by that reaction. The inhibitors are the ones whose existence could
disable the reaction.

2.3 Notions of Stochasticity

Natural phenomena might be composed of a small number of well-known low level pro-
cesses. For such phenomena the processes might be modelled as some differential equa-
tions. Then, the modellers could analyse the equations mathematically or run them in a
simulator to reveal the behaviour of the phenomena. Many successful works were reported
using this approach.

For example, given one simple reversible chemical reaction:

24 = B

c2
The rate of production of species B is:

dB+

I — 1412
o~ ol
The rate of destruction of species B is:
dB~
2 _ IB
a ~elb
e . . BT 4B~ .
Its equilibrium is just simply found from the equation of both rates TR T ie.,

C1 [A]2 = CQ[B].

2.3.1 Markov Chains

However, in general situations the number of processes might not be very small. In terms of
computation the model becomes intractable. Moreover, if some of those processes are still
unknown, it becomes impossible to put them into a single model. Mathematicians provide
their approach in modelling these complex phenomena in terms of stochastic processes. A
stochastic process is defined as a set of random variables {X (¢)|t € T'}. The notion of T
can be either of a time or of a space dimension. The notion of X () is also called the state
of the process and its range can be either discrete or continuous. Also, when the range
is discrete, it can be finitely or infinitely countable. Markov processes are the models for
representing the dynamics of the state transition problems whose random variables for the
next state rely only on the ones from the current state. The probability of state changes
is expressed as:

P[X(tz) = a:i\X(ti_l) = xz‘_l,X(ti_Q) = T;—92, ...,X(to) = xo] =
P[X(tl) = LL'Z‘|X(7§Z‘,1) = $i,1]

This assumption reduces the problem complexity by forgetting the history of the pro-
cess except the most recent one. This is known as Markov (memoryless) property. The
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famous class of Markov processes is Markov Chains which define the state space to be
discrete. Moreover, DTMC’s are Markov Chains with discrete time/space while CTMC’s
have a continuous time/space. By discrete states the models can be represented as graphs
where the vertices represent the states and the edges as the state transition relations.

The DTMC’s usually use the notion of index instead of time/space, i.e., {X|t € N}.
Finite state DTMCs are called “homogeneous in time” when each probability has a fixed
value, i.e., the notion of time is no longer needed. So, p;; = P[Xj|XZ-], fori,j5 € T, creating
a probability transition matrix. Due to its simplicity, the properties of finite DTMC’s can
be further explored.

The Birth-and-Death (B&D) Processes are CTMCs that are often used for modelling
simple (one species) population growths. The B&D processes limit the state changes to
only the states of the right next values; i.e., X (t+1) can be only either X (¢)+1 (“birth”) or
X(t)—1 (“death”), where X (t+1) > 1. A B&D process can be depicted as a graph which
has linear chained vertices, as shown in Figure 2.6. The edges represent transitions whose
probabilities are denoted by A, (t) for birth transitions and pu,(t) for death transitions (of
course, in most real population problem it is likely that \y(¢) = 0).

oft)_— hte) dutlf) — alt) _ dwaly)
=t e O S

Figure 2.6: Birth and death process for modelling population growth

Random Walks can be seen as CTMCs whose states are the vectors of some values
X(t) = (z1(t), z2(t),..,xq(t)),t € T. For instance, the states of a 2-dimensional random
walk are the points at the integral positions in a plane. Random Walks limit the transition
to only the change of one value from 0,+1,+2, ... at a time. From this point of view, B&D
processes can be seen as 1-dimensional Random Walks of +1 changes. Figure 2.7 shows
an example of a pathway made by a Random Walk.
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Figure 2.7: An example of a 2-dimensional random walk pathway

The problem in modelling real-world cases using Markov Chains is the explosion of the
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state space. Maria Mateescu, in her thesis [37], reported two approaches to deal with this
problem: the sliding window method, for Continuous Time Markov Chains, and the general
computational framework of propagation models, for Discrete Time Markov Chains. Based
on the framework of propagation models, Calin C. Guet et al. [24] proposed an extension
of CTMC with a notion of delay for considering non-instantaneous events in the modelling
of genetic regulatory circuits. In their report they observed that the simulations of models

with delays produced more realistic outcomes than when the models were based on pure
CTMCs.

2.3.2 Gillespie’s SSA

When a model contains more complex behaviour and more interacting components the
model cannot be analysed efficiently anymore. The simulation of the model is used more
frequently than a mathematical analysis. In [23] Daniel T. Gillespie proposed a method
for simulating models of chemical reactions. His algorithm is formulated by seeing the
reactions as the transition mechanism to walk around the state space. The state space is
n-dimensional state space where n is the number of species involved in the reaction both
as reactants and as products. At a small interval time (¢,¢ + 7) only one single reaction
can take place. From every one state there might be some M possible reactions to be
applied. The likelihood that the reaction R, at next interval time 7 to be taken is based
on reaction probability density functions:

M
P1, ] = hyc,exp [— Z hchT]
v=1

The quantity h,c, is called the propensity of the reaction R,. Factor h, is the number
of distinct reactant combinations for R, (according to stoichiometry coefficients of the
reactant) which can be found in the current state of the system at time ¢. And, factor ¢,
is the reaction’s rate r,.

Considering the previous example of chemical reactions, given that at the current time
the number of species A is 10 and the number of species B is 4, also, ¢; = 100, and ¢ =
75.

10!
2A—sB = 2!§10_2)!100 = 4500
4!
ap—24 = ——15=300

113!

The nature of this method is to simulate the reactions in a sequential manner. There-
fore, the original algorithm runs simulation in cycles until there is no more reaction to be
performed, or when it reaches a given time. During initialization, ¢ = 0 and every initial
propensity a; = h;c; of reaction R; is computed. At every time t one cycle/iteration will
be performed consisting of actions (according to the Direct Method):

1) computing random variable 7 (duration of the next reaction), and determining p
(selected reaction) weighted by the propensities;

2) advancing time t by 7, and applying selected reaction change the system’s state
accordingly; and

3) re-computing propensities a; = h;c; of each reaction R;.
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The interval time 7 is exponentially distributed over all reactions, i.e., its rate is a =
Zf‘i 1 @;, which is the total propensity. The variants of the algorithm are due to the
optimization of the basic operations above in providing a better computing performance.
Some variants propose more efficient data structures for step-2. Some other variants
propose tau-leaping approaches that reduce the computation of step-3.

Stochasticity was introduced into P Systems such that non-deterministic rules may be
associated to a real number representing the rule’s probability. Some simple approaches
have just proposed fixed valued probabilities by assuming the models are Markov chains
in ‘homogeneous in time’ probabilities. Its example is the model that was reported by
Cardona et al. in [14].

A dynamic probabilistic approach was proposed by Pescini et al. in [46] that is called
Dynamic Probabilistic P Systems (DPP). In their approach the probabilities associated
to the rules vary during the evolution of the system according to the propensity function
of Gillespie’s SSA. Afterwards, in case of non-determinism, the probabilities of competing
reactions of the instance of time are computed by normalizing those propensities and a
reaction is selected based on those probabilities in a parallel manner. In DPP an evolution
rule r is redefined including the parameter k as a reaction rate factor in propensity function,
i.e., the rule is written in the form:

u s v, for u and v as defined in Definition 2.5.

In [15] Cazzaniga et al. reported their review on a strategy which employs Gillespie’s
SSA (see Section 2.3) to conduct the reaction in each membrane. It was also compared
to the implementation of the DDP to the same case and using the same definition for
the rules; appending the reaction rate parameter to the rule. The SSA strategy can
solve non-determinism due to the reactions competing with each other to get the resource
stochastically, which means that the reaction will be selected probabilistically based on
their propensities. However, since the algorithm performs each reaction sequentially the
feature of parallelism of P Systems is diminished at the membrane level but the reactions
of different membranes remain in a parallel manner.

In [8] Barrio et al. introduced delays as an approach for understanding processes, such
as transcription and translation in chemical kinetics, that do not occur instantaneously.
In their models there are non-delayed reactions and delayed reactions. A non-delayed
reaction is like the ones treated in the original SSA. A delayed reaction is such that once
selected it will be applied after a given time interval 7.

They extended the SSA to deal also with delayed reactions. The extended algorithm,
called Delayed SSA (DSSA), is as follows. When, at time=t, step size © has been deter-
mined, and there are previously selected delayed reactions that are expected to be applied
in interval (¢,t + 0), the earliest one, say reaction k at time t + 7, is applied by updating
time t = t + 7 and system state X (¢t + 7) = X (t) — vg. If no previously selected delayed
reaction is expected to be applied in the interval (t,¢+ ), the next reaction is selected as
usual. The selected reaction can be either a non-delayed reaction, which will be applied
at t + 0, or a delayed reaction, which will be scheduled at ¢ + 6 + 7 (and be applied as in
the above procedure).

In [8] they also described delay models to explain oscillations in numbers of hes! mRNA
and Hesl protein in mouse. Furthermore, they observed that their approach produces
models that are more accurate than continuous deterministic models (Delayed Differential
Equations) of the same case.
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2.4 Notions of Spatiality

The Population dynamics of species living in a wider range area may be influenced by
spatial differences in their habitats. Incorporating spatiality related behaviours into the
model is a must in such conditions.

In [41] a simple model for the spatial spread of an epidemic based on differential equa-
tions is elaborated. Let X be the space variable and ¢ be time variable. The population
is differentiated into two sub-populations: infective I(X,¢) and susceptible S(X,t) sub-
populations. Spatial dispersal of I and S is modelled by the following equations:

oS

o

ot
where a, I, and D are positive constants. r is a measure of the transmission efficiency of
the disease from an infective one to a susceptible one, 1/a is life expectancy of an infective
member of the population, and D is diffusion coeflicient.

Cellular Automata as already discussed in Section 2.1 have the ability to show such
spatial dynamics. However, each cell can only hold the state of a single species as the single
vegetation was modelled in [40]. Moreover, the rules homogeneously define on overall grid.
In [4] Bazter et al. proposed a variant of Cellular Automata that is derived as a spatio-
temporal Markov Chain (STMC). The behaviour of the model is based on its temporal
and spatial orders. It was used to model the population dynamics of three plant species
on a lawn.

Spatiality was incorporated into process calculus formalisms by labelling the struc-
tures or compartments as the vertices in a graph without a geometric notion. The pro-
cesses/rules associate the labels to their entities indicating which structure/compartment
they belong to. If the number of places is too big, this explicit labelling may result in
a complicated model. CLS is a formalism based on term rewriting which allows a direct
representation of membranes in the syntax of calculus [38]. CLS defines the structures
in the system by a set of rewriting rules constructed according to CLS grammar. By
these rewriting rules, a structure is composed either of a simple sequence of symbols (the
smallest objects in the system), or a parallel composition of substructures, or in the form
of ‘branes inside a substructure. A brane is a compartment containing either a sequence of
objects or a parallel composition of other branes. Through rewritings the system evolves
from one structure to the next structure. In [45] Pardini proposed a spatial extension of
CLS, named Spatial CLS. In this extension spatial properties (either in 2-D or in 3-D) are
attached to the sequences or to the branes. These spatial properties may influence the
effectiveness of the rules. This type of spatiality is very useful in describing formations of
geometric and structural entities, namely DNA molecules.

Also, in [45] Giovanni Pardini incorporated spatiality into P Systems, and then he
called them Spatial P Systems (SP Systems). Intuitively, in SP Systems the membranes
are defined in forms of geometric shapes and each object is located on a non-negative
integral coordinate inside its membrane. All membranes, as well as the objects, use one
common non-negative integral coordinate system. The shape of a membrane is defined by
its boundary given as a circular list of its coordinates. The membranes cannot overlap one
another, although a child membrane must be fully inside (there is no shared boundary posi-
tion) its parent membrane. The objects carry coordinates as their attribute. Some objects

= —rIS + DV?2S,

=rIS —al + DV?I,
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located in one coordinate can be referred to as a multiset attributed by the coordinate.
The objects located inside a membrane can be referred to as a string of several multisets
and each one is attributed by its coordinate. Figure 2.8 shows an example of SP Systems.
Membrane-1 has two child membranes: membrane-2 and membrane-3. Let the coordinate
system have position (0,0) at the bottom-left position of membrane-1. Membrane-2 has
three object a’s, they are at positions (2,2), (3,2) and (3,1) respectively. Membrane-3 has
one object a and one object ¢, they are together at position (5,3).

1
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Figure 2.8: An example of Spatial P System

As implied above, the objects in the rules are also attributed by coordinates. The
coordinates in a rule that is associated to a membrane are expressed relatively to one
position inside that membrane. As in the P Systems, each membrane is associated to some
rules but each rule’s applicability is related to positions inside the membrane, as follows.
A rule is applicable to a position inside its associated membrane when the reactants at
the specified positions are available, and the promoters at their specified positions are
available, and the specified positions for the products are valid. A position for produced
objects is valid when it is inside the targeted membrane. As in P Systems the targeted
membrane can be either the same membrane, or parent’s membrane, or child’s membrane.

The complexity is increased by distinguishing new additional concepts of object occu-
pancy in its position. A mutually exclusive object occupies a position exclusively while
an ordinary object may share it with other objects. This concept will limit further appli-
cability of the rules when the target position is already occupied by a mutually exclusive
object.

Refer to Figure 2.8, a rule r = a — (b)(1,0)(¢)out, 5, that associated to Membrane-2,
can only be applied as follows. Rule r is applicable to an object a in position p, and it
would produce an object b in position p + (—1,0), and an object ¢ being sent out to its
parent membrane along the direction (0,1). According to the situation depicted by the
figure, r is only applicable to a in (3,1) and a in (3,2) but not to a in (2,2). The reactions
will remove both a’s, and put b in (2,1) and (2,2) and put ¢ in (4,1) and (4,2). The rule
is not applicable to a in (2,2) since there is no satisfying location to produce ¢, that is,
the location should be outside of Membrane-2 but in position (3, 2).

In [45], Pardini has shown that the evolution of “ring species” based on small changes
between geographically contiguous population can be modelled by using SP Systems. He
has also shown that the schooling behaviour of fishes according to boids model, a 3-D flock
motion from Reynolds [51], can be modelled also by using SP Systems. The fish are the
mutually exclusive objects that can be exclusively placed in one position. Each fish is in



2.4. NOTIONS OF SPATIALITY 21

its state determined by position ¢ and heading direction d. The model rules are described
by rules of the form:

(d)0.0)[(m1) g1 +(73)g,] = (d)q

where d,d’ € {1,...,8}, and ¢ € Z2. When the rule is applied the state will change to
the next state according to some forces caused by the states of the surrounding fishes:
repulsive separation force, attractive cohesion force, and alignment force, geometrically.
Thus, the model should be supported by geometric functions for computing the forces and
inferring them into the fish’s next state.

In [12] Cacciagrano et al. alse used Spatial P Systems for multi-scale bone remodelling.
Bone remodelling is the continuous replacement of old bone by new tissue. The spatiality
in their works was due to spatial processes in remodelling. For example, coalescence
process, the formation of osteoclasts cells (a kind of bone cells) is possible only when a
sufficient number of pre-osteoclasts are available and when they are quite close to each
other. They also worked previously using CxA in [5] and they mentioned that compared
to CxA, SP Systems are able to handle an infinite number of different states, namely the
number of objects that can be located in each cell. They also found that defining update
rules through SP Systems seems to be more expressive than the single deterministic update
rule for CxA.

However, the rules in SP Systems are associated to the membranes so that spatial
heterogeneity among different locations inside one single membrane should be expressed
in terms of regions, by defining child membranes having specific rules. For highly hetero-
geneous situations the hierarchical structure of its SP System could be very complicated.
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Chapter 3

Grid Systems

In this chapter the main contribution of this thesis, which is called Grid Systems, will be
presented. For its readability, it will be preceded by an intuitive elaboration on how the
main key idea and expected features are identified. Also, the definition of Grid Systems
will be presented in two sections: its basic definition and its extended definition including
“links”. In each part some examples will be inserted mostly taken from our published
papers.

3.1 Key Ideas

The need to construct a formalism that is suitable for the modelling of population dynamics
has been mentioned in Chapter 1. This was specified to comply with modellers’ intuition,
where they are expectedly Biologists rather than Computer Scientists. Chapterl summa-
rized how formalism should make it possible to define the parallelism of components, as
well as their stochastic behaviours, and their spatial dynamics in these ecosystems. In this
section those notions will be discussed in more detail.

3.1.1 Partition of Space as a Grid of Cells

The space is the area where the model of the ecosystem will take place. The idea of the
grid of cells in CA can represent this space well since the size represented by a cell can
be set according to the modelling needs. This partitioning enables the model of CA to
behave differently on each cell according to the states of that cell and the neighbouring
cells. If more detail of spatiality is needed then this size of the cell could be made smaller
with the cost of higher complexity in analysing the model. On the contrary, the size could
be made bigger providing a less accurate spatial model. Therefore, a cell could represent
the smallest space of the system with considerably homogenous behaviour without losing
too much accuracy.

3.1.2 Representation of Components of the Ecosystem and Their Be-
haviour

Basically in ecological cases the objects are the components of the ecosystem including
both biotic (living) components and a-biotic (non-living) components. In basic forms of
CA the objects are of one kind and each cell is defined as a finite state automaton whose
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state represents the number of objects inside the cell. Therefore, the state space of each
cell is a finite set of non-negative integers. The transition rules are defined uniformly for
each cell and the rules are defined for each possible combination of the state of a cell
and the states of its neighbouring cells. In our formalism we need a representation of
multiple kinds of objects in the system. Respectively, each object type in a cell could have
its own behaviour. This specification is satisfied by the idea from P Systems. Besides
this, there might be some properties in the ecosystems that affect some other objects
located in the cells, namely the air temperature in the area. This aspect requires a global
membrane where the environmental objects, such as the temperature level can be placed.
This place should be named environmental/global membrane which is analogous to the
root membrane of P Systems. Through this representation each cell will be in a state
which is represented by a multiset over the objects and the overall grid of cells can be seen
as a table of the multisets plus a multiset of the global membrane.

3.1.3 Enabling Duration in Applying the Rule

The behaviour of objects may need to take place at a time interval. The time interval or
the duration might be either fixed or randomized. While, both in basic forms of CA and
in basic forms of P Systems the rules are intended to take place in one single step. For
our formalism the behaviour should be able to be defined as having such duration.

3.1.4 Parallelism

In nature, objects behave simultaneously. They may inhibit or promote the others to
behave. To some extent, P Systems enable us to model this behaviour. Our formalism
should enable this as well and combined with the duration our formalism should also define
its semantics carefully.

3.1.5 Stochasticity for Non-determinism

Some complex behaviour in nature may be in non-deterministic situations, namely there
is more than one possibility of behaviour. One of them may be more likely to happen than
others. Such non-determinism should be resolved in such a way considering the likelihood
given in the model.

3.1.6 Further Spatial Dynamics

Recall that in CA the set of transition rules is defined for all cells uniformly. Tts spatial
dynamic behaviour results from the current state of the cell among the states of its neigh-
bouring cells. This situation causes behaviour of the model which is not as dynamic as
the natural world. To enable Grid Systems to have more spatially dynamic behaviour,
our formalism should enable us to define applicability to the cell heterogeneously. As in
P Systems objects from different cells could have different behaviours.

3.2 Grid Systems

A grid system divides the space into a two dimensional grid of cells adopting the idea of
cells in Cellular Automata. Each cell, or sometimes called membrane, is addressed by an
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ordered pair of natural numbers: row number and column number. The term membrane
comes from P Systems and the term cell comes from Cellular Automata. Formally the
dimensions are infinite, both in row-wise and column-wise directions. However, in a real
modelling work of an ecosystem they would normally be finite and inferred from the model
itself. In a grid system the objects are represented by a set of unique symbols ¥ and the
state of a cell is represented by a multiset over .

Similar to CA and P Systems, the behaviour of Grid Systems is described by reaction
rules. Note that, for some contextual purposes they can be called transition rules, as for
spatial movements, or evolution rules, as for transformation in P Systems. However, reac-
tion rules will be the most used terminology in the rest of this thesis. The definition of the
reaction rules in Grid Systems adopts of the rules of P Systems albeit with some differ-
ences. To enable Grid Systems to have more spatially dynamic behaviour, the applicability
of the rules is defined by means of a set of associations of rules with membranes.

In Grid Systems a reaction will be performed over duration from being applied until
being completed. Therefore, the state of a grid system at time ¢ is also defined by the
set of reactions that at time ¢ are already applied but not yet completed apart from the
objects that are in the cells. An initial configuration should be given so that the system
can evolve starting from this initial configuration.

The following definition formally defines Grid Systems. The parts of the definition will
be defined in its following subsections.

Definition 3.1. A Grid System G = (X, R, A, C(O)) is defined as follows:
e (G is the Grid System name;
e Y is a finite set of symbols representing the alphabet of object types;
e R is a finite set of reaction rules (see Definition 3.6);
e A is the set of associations of the rules with the membranes, i.e.
A={(p,7) | peR, ve{Gi;|i,j >0t U{GE}}
where

- Gy, with 4,5 > 0, called local membrane, denotes the cell in position (4, j);

- Gg is the global membrane surrounding the cells;
e C) is the initial configuration of the Grid System (see Definition 3.9).

Note that, sometimes the cells in Grid Systems are bounded to N x M by the nature
of the model itself. For the actual implementation of its analytical tool a bounded version
of Grid Systems, G = (N, M, %, R, A,C©), can be used instead, by specifying N and M,
where N, M € N, such that the number of membranes is N x M and the association set
is:

A={(p,7) | peR, v€{Gi; |0<i<N, 0<j<M}U{Gg}}
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3.2.1 The Grid of Membranes

Local membranes of a Grid System will be referred to by the grid name G and subscripted
by the pair membrane’s row number and column number. Each number will start from 0,
1, ... and Gy refers to the topmost and left most membrane. The global membrane will
be referred to by the Grid System name G, too, but it is subscripted by the letter ‘E’. A
graphical representation of a Grid System is illustrated in Figure 3.1. The global mem-
brane describes the environment and is drawn as the outer square (drawn by the rounded
square). Local membranes are represented by a grid of squares. The two associations
(rk,Gz,1) and (1, G2,3) in Figure 3.1 are the examples of associations indicating that ry,
is applicable in local membranes G531 and G 3.
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Gio|Gi1 | Gi2 | Gi3

Goo | Goa | Gog | Gog | (rg, Ga2.3)

T mroo-os=-1 rule 1y,
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— =y )

set of rules
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Figure 3.1: Grid of membranes and association of rules with membranes

3.2.2 Objects and Multiset over Objects

Objects are the important entities since the number of their occurrence will change from
time to time reflecting the system’s dynamics. The objects are categorized according to
their behaviour in the system and in the model each category is represented by a unique
name/symbol. ¥ is the finite set of unique names representing all those categories.

The objects are not treated individually. Their existence is aggregated based on their
locality inside the same membrane as the multisets over object types . The definition of
multisets refers to Definition 2.2.

Example 3.1 (A hypothetical case). Let us define a hypothetical ecosystem containing
an insect species as the main object category. The insects have three stages of metamor-
phosing: egg, immature (pupa, larva), and adult. For the moment we disregard its sex.
The population dynamics of this species at each stage is controlled by the existence of
predators in their habitat as well as by natural causes. Only adults can lay a certain
number of eggs. The existence of water is needed for their eggs to hatch. Water will be
represented by its discrete volume levels W ranging from 0 to 4 from the driest to the
wettest. Water evaporates at a rate dependent on environmental temperature. The tem-
perature, as for water, is represented by a number of object T’s ranging from 0 to 5 from
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the coldest to the hottest. The volume of water increases by the rainfall and the rainfall
is represented by object R. The temperature increases due to external event U and de-
creases due to external event D. To shorten the notations let us use their initial letters (in
capital letters) for the object identities in . Therefore, ¥ = {E, I, A, P, W,R,T,U, D}.
For instance, if there are 50 Eggs, 20 Immature mosquitoes, 8 Adult mosquitoes, and 2
Predators along with Water of level 3 in one place, those objects are represented by a
multiset E5 1?0 A% P2 W3, Note that, this example will be referred to in subsequent
examples in related parts of the discussion.

The ecosystem covers a bounded area that is subdivided into 5 x 5 cells. Therefore,
the membranes are: local membranes G, ..., G44, and environmental membrane G.

This case will also be referred to by the subsequent examples that are related to their
respective parts of the discussion. Note that the examples are not intended to be so
biologically precise. They are rather illustrations of the idea being given at its related
part.

3.2.3 Reaction Rules

The behaviour of the system is defined by reaction rules that rewrite a given multiset of
objects into a new multiset of objects. The reaction p is expressed as a chemical reaction-
like expression:

p: a—f
The notation expresses that multiset o represents the objects that are consumed, called
reactants and multiset S represents the objects that are produced, called products. Note
that p is a unique identifier to that rule to be referred to in the discussion. Also, in order
to discuss behaviour sometimes p can be omitted.

Example 3.2. A reaction rule
ro: A — AEY

specifies that each existing adult insect will lay 10 eggs in the membrane where the insect
is currently staying.

Some objects, called promoters, may be required for the reaction to occur although
they are not consumed when the reaction occurs; other objects, called inhibitors, may
instead inhibit the reaction. A reaction rule includes promoters v and inhibitors y:

p:a— B[] x]

Example 3.3. Reaction rule
E—T1[W|wW1

specifies that an egg will hatch to be an immature mosquito when there is water and the
number of W’s is between 1 and 3 inclusively. However,

E—T1[W* W
is meaningless since it could never be satisfied for all possible number of W’s. While,
E—T[W*'])

means no inhibition at all.
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When promoters are made from more than one type of object, all of them should
exist with sufficient quantities to apply the rule. Also, when inhibitors are made from more
than one type of object, at least one of them should exist in a sufficient quantity to
inhibit the rule. Figure 3.2 shows a diagram of a rule’s applicability bounded by promoters
A™M B™ and inhibitors A"2B™2 for n; < ng and m; < mso. A north-west hatched area
is due to the absence of promoters. North-east hatched area is due to the presence of
inhibitors.

Moreover, varying behaviour based on different parameters can also be defined by
varying the number of promoters and inhibitors. For instance, hatched area in Figure 3.2
is used for applicability of the rule but in its different parameter values.
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Figure 3.2: Applicability of a rule promoted/inhibited by [A™ B! | A™2B™2] for ny < ng
and mq < mo

3.2.3.1 Reaction Rate and Duration

In the previous forms the rules have neither rate nor duration information. In some cases
more than one possible behaviour is defined for an object and some of them are more
likely than others. In the context of chemical reactions some reactions may have a higher
frequency than the others. For this situation we need one parameter to specify these
different likelihoods. The frequency with which a reaction occurs is specified by a rate ¢
as follows.

prasB [|x].

These rates will be used to choose among several alternative reactions for a given
multiset. Grid Systems make these choices in a stochastic way. This issue of stochasticity
will be discussed later in this subsection. Note that, when the rate of a rule is not specified,
it is assumed to be 1.0.

The other important use of the rate is in computing reaction duration. Reaction dura-
tion is the time interval between consumption of reactants and production of products. In
this case the duration of the reaction is implicitly given by 1/c. This supports the high-level
modelling of natural processes whose duration is inversely proportional to the frequency



3.2. GRID SYSTEMS 29

of their termination. For example, in some cases the life expectancy of individuals of a
population is inversely proportional to the natural death rate.

When modelling at a lower-level, for instance at an individual level, there may be
short duration processes that overlap with longer duration processes and cause their early
termination. For example, death due to predation concludes a very fast predation process
that causes the early termination of the life of an individual. In this case the duration of
its predation process is independent of its frequency. It is therefore necessary to explicitly
specify duration d of such processes as follows.

p: a%ﬁ [v ] x].

Example 3.4. The rules in Example 3.2 are rewritten by specifying its rate along with
some rules that create non-determinism.

ral: A % A E0
ra2: A % A
2.0

ra3: P A % P

The example shows that an adult has three possible rules: laying eggs (ral) that with
the highest rate, natural death (ra2) that with the lowest rate, and the death by the
predator (ra3). The duration of laying eggs is 5 time units, and the duration of natural
death is 2 time units. The duration of predation is 2 time units which is the quickest
impact on the population.

Note that according to the definition, each committed object (the object that has
been taken in an on-going reaction) are staying in committed state until its reaction last.
When such object is intended to be able to be affected by other event, more sophisticated
behaviour should be defined at modelling level instead. Supposedly, some objects could be
interfered during their reaction by other events, each respective rule should be decomposed
into some smaller rules representing model’s micro-behaviours as illustrated in Example
3.5.

Example 3.5. Referring Example 3.4, object A in ra2 should behave others than just
waiting for its death in 2 units of time. It could be redefined into an iterative rule r2A
and actual death rule ra2B as follows.

ral : A - A E10
ra2A: A M A

0.2
ra2B: A 0.005 A
0.2
ra3: PA 2% p
1.0

Instead of being idled during two units of time, by those rules object A could be
interfered by other events at every time point after interval length 0.2. Note that, all rule’s
rates/durations related to reactant A should be adjusted properly due to this change. In
above example the rates/durations are given for an illustration only.
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3.2.3.2 Maximal Parallelism

The reactions must be applied immediately and maximally whenever the required reactants
are available and the conditions related to the promoters and the inhibitors are satisfied.
The reactions must also be performed in a parallel (simultaneous) manner. As the reaction
are taking place simultaneously, due to their varying durations at any point of time any
number of reactions could take place.

Example 3.6. Rules in Example 3.4 will be applied in a possible multiset over them such
that no more reactions can be conducted at that moment. One possible combination is: 5
ral’s, 1 ra2’s, and 2 ra3’s, which consumes all A’s and P’s. It is also possible for 4 ral’s
and 4 ra2’s (without any ra3) with remaining 2 P’s but no more A. However, applying
5 ral’s and 2 ra3’s is not maximal yet since there is one remaining A (either ral or ra2
can still consume this).

The Stochasticity Part (see Section 3.2.3.4) will describe how such a combination will
be selected.

3.2.3.3 Object States

Because of reaction duration there is a critical time interval between starting and comple-
tion of each reaction. For Grid Systems we postulate that each reactant still exists and
for other reactions, it can act as a promoter or an inhibitor, but it cannot act as a reac-
tant. When it is necessary to avoid acting as a promoter/inhibitor, this ‘reaction’ should
be applied in stages through defining several reaction rules. Therefore, in Grid systems
there are several states in which a reactant still remains until its reaction is accomplished;
instead the state of the object changes from “available” to “committed” when the reaction
starts.

Grid System evolves through reactions. During the reactions the system obeys three
properties that are also typical in nature: parallelism, stochasticity and spatiality.

Example 3.7. Continuing Example 3.4, given that at time ¢; there are eight adults and
two predators (ie.,A® P?) in one membrane at time ¢t = 0. Assume that 2 ral’s, 4 ra2’s
and 2 ra3’s are selected to be applied to the objects. All objects are involved in the
reactions. Since t = 0, their states are changed from available to committed. At ¢t = 1.0
all ra3’s are accomplished and then at the same time their committed objects (2 A’s and
2 P’s) are removed and 2 new available P’s are produced. Also, at ¢ = 2, all ra2’s are
accomplished and then their committed objects (two A’s) are removed. After ¢ = 2 the
remaining committed objects (6 A’s) remain until ¢ = 5 when they are removed and the
products (2 A’s and 20 E’s) are produced as available objects. Just right after 2 A’s are
produced, they are involved in the next reactions. Let us further assume that two ra3d’s
are applied, then at ¢ = 6 only 2 P’s remain in the systems (no more A). Figure 3.3
illustrates this situation.

3.2.3.4 Stochasticity

In Grid Systems different rules exist which consume various reactants. Several different
rules may require the same reactants at the same time as in Example 3.6. This non-
determinism will be resolved stochastically based on the propensity of each rule adopted
from Gillespie’s SSA [23] (see also Section 2.3.2).
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Available
A8P2 by P2 P2 E20

Committed
A A8 p? AS A2 A?p?

Figure 3.3: Illustration of Example 3.7

Weighted by their propensities a Monte Carlo process is performed to select a rule to
be applied and the reactants are allocated. When the maximum has not been reached the
propensities are recomputed based on the unallocated objects and the selection is repeated.
Note that, this iterative process is performed before applying the selected reactions (their
respective objects are marked as allocated, they are not changed to committed yet).

Example 3.8. Making reference to Example 3.7, their propensities initially are

a(ral) =02xC(8,1) =02x8=1.6
a(ra2) =0.01 x C(8,1) = 0.01 x 8 = 0.08
a(ra3) =0.07 x C(8,1) x C(2,1) =0.07 x 8 x 2 =1.12

Given that the randomized selection weighted by the propensities results in selecting ral.
Then, recomputing propensities will result in

a(ral) = 1.4, a(ra2) =0.07, and a(ra3) =0.98.

After reaching its maximality let us say that the resulted combination consists of 5 ral’s,
1 ra2’s and 2 ra4’s. Then, at t; the system will evolve according to those reactions (along
with other reactions in other membranes).

Stochasticity is also manifested by varying the duration of the reactions. The duration
is exponentially distributed with the mean 1/¢ when duration d is not specified. Otherwise,
the duration is exponentially distributed with the mean d. To specify a rule which has
this stochastic property, mark ‘M’ is placed after ¢ for the former case,

pr a8 Wy

or after d for the latter case,

p: aﬁﬁ[wlx]

Example 3.9. Let us redefine the rules in Example 3.4 as follows.

0.2,M
ralm: A =27 A R0
0.01

ra2m: A — A
2.0,M
0.07
e

1.0,M

radm: P A P
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The durations of the reactions according to these rules will be exponentially distributed
and the means are 5 time units, 2 time units, and 1 time unit, respectively. Let us use the
initial state of the system as in Example 3.7, i.e., A8P?, and the reactions at ¢ = 0 are the
same: 2 ralm’s, 4 ra2m’s and 2 ra3m’s. The following Figure illustrates termination times
of reactions that are exponentially distributed to their rates (computed by a simulation).

Available
A8p2 A P P EYP  EYP>  E¥p  EYP?

PO @D Ho® a> ® @

Committed
A A8 p2 A7P ASpP AP ASP A4PA3 A2 A2P A

0 0.92 1. 48 1. 86 2. 65 3.85 4.55 5.48
0.71 2.38  2.87

Figure 3.4: Illustration of Example 3.9

The system’s state just remains on each interval from the time of an activation of
reaction to the next earliest completion time which is shown as the segment between two
consecutive vertical dotted lines. Along with all on-going reactions in other membranes,
the system could ultimately explode its state space. Namely, when the number of ob-
jects is d, and the number of membranes is N x M, the system creates a state space of
NAXNxM - Furthermore, the existence of on-going reactions makes Grid Systems becoming
non-markovian stochastic processes, and therefore, the model of Grid Systems could be
mathematically intractable and a simulative analysis could be more suitable in general for
observing its dynamics. Specifically, CTMCs are not enough for describing the dynamics
of Grid Systems, since transitions with a fixed duration cannot be expressed in a CTMC. It
would be necessary to use some variant/extension of CTMC such as, for example, “delayed
CTMC” [24]. Also, Grid Systems are a quite high-level language. Hence, the translation
into a form of CTMC is not trivial and it is left as a possible future work. However, either
Markov Chains or Stochastic Petri Nets can be employed for analysing and refining the
behaviours of the model at the individual level, namely, in estimating the rates of the rules
consuming the same reactants, before putting them together as one ecosystem’s model.

3.2.3.5 Spatiality

Grid Systems deal with many aspects of the spatial dynamics of the objects that are
distributed into the membranes. Firstly, the spatial dynamics of objects is enabled by
varying their behaviour by means of rule-membrane associations that are formally defined
as the table/set of associations A in Definition 3.1. Associations regulate applicability
of rules to membranes implying that two different membranes having different sets of
associations will cause the objects inside them to behave differently although they are
in equal multisets. The set A is a static table, therefore A is intended to represent a
permanent aspect of spatiality, such as spatiality due to geographical differences. As an
illustration, the difference of land elevations in a wide area ecosystem causes different
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vegetation types. In turn, the difference in vegetation causes different behaviour of the
species that are being modelled.

Also P Systems enable associations between reactions and membranes. The difference
between P Systems and Grid Systems is on how associations are expressed: in P Systems
the rules are defined in each membrane, with possible duplication of certain rules.

Cellular Automata (CA), in the original definition, do not enable such dynamics since
the applicability of rules is the same for all cells. However, Complex Automata (generali-
sation of CA) enable spatial dynamics through the definition of some levels of aggregation
[28, 27].

Secondly, Grid Systems enable spatial dynamics between the membranes. In particu-
lar, the presence of promoters and inhibitors in the rules can create behaviours that depend
on spatial properties. In Grid Systems the objects acting as promoters or inhibitors can
be located in other membranes, and a rule can produce objects to be located in other
membranes as well. In order to deal with this form of spatiality, the Grid Systems support
two kinds of membrane referencing: absolute addressing and relative addressing. Abso-
lute addressing specifies the referenced membrane’s address as the referenced membrane’s
actual row and column numbers. Absolute addressing is similar to location labelling that
is defined in many formalisms, namely Spatial PEPA [21], PALPS [47] and Spatial CLS
[45].

Relative addressing specifies the referenced membrane’s address as the relative column-
row distance from the membrane which the rule is associated with. Such form of referenc-
ing enables further spatial dynamics through the concept of locality of membranes as the
neighbourhood cells in Cellular Automata. This spatiality is similar, but not the same,
to that of Pardini’s Spatial P Systems [45]. In Spatial P Systems, Pardini defines a rel-
ative referencing among the coordinates inside the membrane while in Grid Systems the
referencing is among the membranes.

Note that, in Spatial PEPA [21] such relationships can be defined as hypergraphs
among the process components. Each hypergraph needs an explicit declaration while in
Grid Systems the neighbourhood relationship is a direct implication of relative addressing.
For more general relationships, an advanced referencing method for Grid Systems will be
described as the links in Section 3.3.

In order to construct a more consistent (unambiguous) concept of rule applicability,
the reactants of a reaction are restricted only to the objects of the membrane where the
reaction is applied. The need to use other reactants from several different membranes can
be realized at the modelling level by defining several instantaneous (0 time delay) rules to
locate or to create objects into those membranes (of the major reactants).

In reactions, objects of different membranes are written with different notations. Ob-
jects from the current membrane are written as usual but objects from other membranes
are marked by their membrane addresses. In other words, the same objects from different
membranes are treated as different objects when they are written as a multiset.

The address of object a in a cell will be expressed as the subscript to a. An absolute
address is written within squared brackets “[.,.]” as in a3 4, and a relative address within
curved brackets “(.,.)”, as in a(—1,1)- The following example shows the use of relative
addressing. Based on our observation in working with some cases, the use of relative ad-
dressing is similar to the neighbourhood in CA. In most natural cases relative addressing
is more suitable than the absolute one. Based on our exploration in general computation
cases the absolute addressing will be more potentially useful in defining inter-membrane
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connectivity, namely for simulating the mechanisms of other formalisms. Both observa-
tions will be exhibited later in the next chapters.

Example 3.10. Let us refer to previous examples, spatiality of Grid Systems enables
us to define adult insects which can move around the space. To keep the movement
inside the area we need to define logically the outer cells (i.e., the cell whose row/column
number is either 0 or 5) as the border by putting one dummy object Z into such a cell.
For this example we have ¥ = {E, I, A, P,W,R,T,U, D, Z}. The movement is defined to
neighbouring cells by the following rules:

rml: A 2 A g (M 21 ]
rm2: A 2 Age [N Zag |
rm3: A 2 Ag_yy (M Zoo) ]
rmd: A 2 Agy (M Zo |

Objects Z in its destination cells will inhibit any movement into their cells. Therefore
when Z is placed in the boundary cell it functions as the blocker. Those rules provide a
random-walk like movement of A in the space. Non-determinism caused by those rules,
along with rules in Example 3.9 will be resolved as in Example 3.8.

Grid Systems also provide a method to address objects located in the “environment”
which is the global membrane. Objects in this location can be expressed by subscripting
respective objects with ”[E]”, as in ajg). Of course, as for the local membranes the rules
can be associated to global membrane and, therefore, the addressing for the rule should
not be used.

Example 3.11. Let us assume that object T" exists only in global membrane. A rule that
hatches an egg to be an immature mosquito can be defined as:

M
E 25 1T | T) |
can be applied in a local membrane when the number of 7’s (Temperature level) in the
environment membrane is between 2 and 3 inclusively.

Concepts of spatiality by those three addressing methods could be seen as extensions
of alphabet 3. The extensions are defined formally as follows.

Definition 3.2. Let ¥ be the alphabet in a Grid System; each object a € ¥ located in
membrane G; j, where 4,j > 0 can be addressed by a rule associated to any membrane
as ay; ;). Moreover, ¥j; jj = {a[i,j]]a € X} and Yaps = Uizo,jzo Y- This type of object
referencing is called absolute addressing to local membranes.

Definition 3.3. Let X be the alphabet in a Grid System; each object a € ¥ located in
membrane Gg can be addressed by a rule associated to any membrane as ap. Moreover,
Yp = {agla € ¥}. This type of object referencing is called absolute addressing to the
environment membrane.

Definition 3.4. Let X be the alphabet in a Grid System; each object a € ¥ located
in membrane Gy ; (where k,I > 0) can be addressed by a rule associated to membrane
Ged as agj), wherei = k —cand j = [ —d. Moreover, ¥ ;) = {agjla € X} and
YREL = Ui, ez B(i.j)- This type of object referencing is called relative addressing.
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We need to extend the notation in writing multisets by incorporating the spatial in-
formation of its objects. In Definition 2.2 a multiset in ¥ is expressed either as a sequence
of pairs (a,n)’s or a sequence of a™’s. By incorporating the spatial information we need
to define its extension as follows.

Definition 3.5. The facts in a multiset over (X apsUXrUXgEr) can be expressed either
as pairs (ap,n)’s or as triples (a,n,p)’s or as ay’s, where n = M (ay) is the multiplicity of
object a in the membrane referred to by p.

Note that, in using either absolute addressing or relative addressing (Definition 3.2 and
Definition 3.4), the actual address can syntactically refer to a negative column number or a
row number. Semantically, the address is related to an ‘empty-but-undefined membrane’.
This means that every product which is put into this place will be lost and every object in
this place referred to by any rule as a promoter/inhibitor will always be considered absent.

Hence, to generalize all reaction rules discussed intuitively above into a formal defini-
tion, transition rules are defined as follows.

Definition 3.6. Let 3 be the alphabet in a Grid System. A rule p is a relation of multiset
« giving multiset S under conditions given by parameters: ¥, x, ¢, d, X, and written as
tuple:

p= (O"BawaXaCadaX)

where
e p is the unique identifier of the rule;

e « is a non-empty multiset of reactants, « is a multiset over > and a # A;

B is a multiset of products, § is a multiset over (XU X s UX g UXREL);

1 is a multiset of promoters, 1 is a multiset over (X UXapsUXgpUXREL);

e Y is a multiset of inhibitors, x is a multiset over (X U X ps UXp U XREL);

c € R*; ¢ is the rate with which the rule may be applied to perform a reaction;

d € R*; d is the duration of the reaction when it is applied;

X € {'D’,‘M’} is a marking to the rule; ‘D’ indicates that the duration of the
reaction will take exactly d time units when it is applied; and ‘M’ indicates that the
duration time is an exponentially distributed random variable that has mean value
d time units.

The rule p = («, 5,9, x,¢,d, X) can be expressed more intuitively using an arrow
similar to the notation in P Systems according to several possible forms:

e Putting the parameters ¢, d, and X, around the arrow and ¥ and x bracketed in the
right side, as:
C
o —>
pra—=B[x

)

e As the previous one, when ¥ = x = X they could be omitted, as:

C
T ——
p MB
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e As the previous ones, when X = ‘D’ this marking could be omitted, as:

pra%ﬁ [ ] X]

e As the previous ones, when d = 1/c¢ parameter d could be omitted, as:
c, X
proa——= B [¢Y]x]

e As the previous ones, when ¢ = d =1 and X = ‘D’ they could be omitted, as:

pra— B[]

For further discussion, when ¢ = y = A, we say that the parameters have their default
values. Also ¢,d and X have their default values when X = ‘D’ and ¢ = d = 1. Therefore,
when all parameters of a rule have their default values we can write the rule simply as
o — (. Note that, when X = ‘M’; at least ¢ should be written along with X as above.

Furthermore, we will need the following definition for further discussion. The functions
are intended in order to acquire rule’s components.

Definition 3.7. Given a rule p = («, 5,9, x, ¢, d, X ), we define functions

a(p)
B(p)
P(p)
x(p)

rate(p)
duration(p)

mark(p)

«
B
(&
X
c
d
X

3.2.4 Association Table

As defined in Definition 3.1 Association Table A defines spatial heterogeneity of cell be-
haviour around the grid:

A={(p,7) | peR, ye{Gi;|i,j >0 U{GEg}};

Each entry of the table defines an applicability relationship of a rule in a membrane
explicitly. Therefore, the table defines many-to-many relationship between the membranes
and the rules.

For further discussion we need to define a function in order to acquire the rules that
are associated to a membrane.

Definition 3.8. assoc(m) is the rules that are associated with the membrane m, or

assoc(m) = {r | (r,7) € A, and m =~}
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3.2.5 Configurations

A configuration C®) is the state of the system at time point ¢. It records the system
state in two parts: current objects and current ongoing reactions. The current objects are
represented as the multisets of existing objects in each membrane. The ongoing reactions
are the reactions that have been applied but due to their durations they have not been
accomplished. For its semantic purpose, the list of ongoing reactions is sorted according
to reactions’ termination time.

Definition 3.9. A Configuration C® is a pair
{CE™ [ me {Giy 1,720} U {Gr}}, Q)
where
e C(t™) ig the multiset over objects that exist inside membrane m at time t;

e OO = {(rp,tp,mp) | k=1,..,n and t <t; < .. <t,} is the set of ongoing reac-
tions where each (7, tx, my), k = 1,...,n, denotes ongoing reactions that instantiate
rule r; in membrane mj and will terminate at time t.

3.2.6 Operational Semantics

The evolution over time of a Grid System starts from an initial configuration C©). The
system evolves passing through a trajectory of configurations C'(9, ¢t) () where,
0<t <ts....

An evolution step at time ¢; consists in a maximally parallel application of rules to
available objects in all membranes of the system. In order to apply a rule, reactants have
to be present among available objects. The application of rules with maximal parallelism
means that several rules can be applied (also more than once) to different objects in
the same evolution step until no further rule is applicable. Because rules have duration,
reactants of the applied rules become committed objects of the configuration, and they
remain committed until the completion of the rules. For each applied rule a termination
time is computed and a new entry in the list of ongoing reactions Q) is created.

Once all applied rules of the current evolution step have been handled, the set of
rules to be completed first, {(r;, ¢, m;) such that t is minimal in Q(tk)}, is extracted from
Q) Rules in this set are the next ongoing reaction to be completed in membrane m,
and t is the time of the next evolution step, namely t;,1 = t. Completion of reactions
consists in the removal of its reactants from the committed objects and in the addition
of the products to the available objects. Note that if there exist in Q(**) several ongoing
reactions associated with the same time ¢ all of these will be extracted and handled.
Subsequently, the procedure is repeated to perform the next evolution step. For further
discussion, several definitions will be presented.

A function for computing reaction duration that will be used in the following algorithm
is defined here. Its description has been elaborated previously in part “Reaction rate and
duration” of Section 3.2.3. The way in which elapsed(r) is computed depends on the
parameter d and X of the reaction rule:
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Definition 3.10. For rule p(«;,x,c,d, X) = B, its function elapsed(p) is the non-
negative real number defined as follows.

clapsed(p) = d for X =D’
PSPPI = —a logY for X = ‘M’ and Y ~ UJ0,1]( uniformly distrib. r.v.)

Note that, according to the inverse method the function —log Y produces exponentially
distributed random numbers whose mean value is 1 since the values of Y are uniformly
distributed random numbers in unit interval.

Another function for identifying the membrane being addressed in the rule will be
defined as well. It description has been elaborated previously in part “Spatiality” of
Section 3.2.3.

Definition 3.11. The existence (actual membrane) of objects addressed by p in the
context of membrane m in grid system G is defined as:

Gitk i if m =G, , and p is in form of “(k,1)”

(pm) = G, if p is in form of “[k,1]”
TP, ) = Gg if p is in form of “[E]”
m otherwise

As described previously, each object which is just taken as a reactant in any reac-
tion will have its state changed from “available” to “committed”, and then it stays in
a “committed” state before being removed when its reaction is accomplished. Formally,
the states of objects are kept by the following sets relating to CY). Committ™ denotes
objects of C®m) that are committed to any of the (rg,tx, my) € Q® guch that m = my;
and Avail ™) = Ctm) N\ Commit®™),

The following is a logical function which is able to evaluate whether a rule is applicable
to a membrane. Given a reaction rule » and a membrane m of a configuration C'®)| let
applicable(r,m) be a predicate that holds if and only if r is applicable to membrane m.
Formally:

Definition 3.12.

r) C Avail-m)
n,p) € P(r).a™ € (Avail @) U CommittmPm))
n,q) € x(r).a™ ¢ (Avail&(@™) U Commit(tm(em))

applicable(r,m) = o
AV(a,
AVY(a,

Note that both available and committed objects can provide promoters and inhibitors
as included in the second and third terms.

3.2.6.1 Evolution Algorithm

Semantics of Grid Systems will be described through an algorithm called Evolution Al-
gorithm of Grid Systems. The algorithm starts from a given initial configuration C'(?) in
which Q© is assumed to be an empty list. Given a configuration C'*) at time ¢, the
evolution step giving Ct++1) ag result is obtained by performing the following steps (Note
that operators U and \ denote union and subtraction respectively over multisets as defined
in Definition 2.3 and assoc(m) is a function defined by Definition 3.8):
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e Step-1: For each membrane m, compute a maximal multiset Cand(*™) over assoc(m).
Each reaction in Cand® ™) which is called a candidate reaction, must be an instance
of an applicable rule, namely Cand® ™) is a multiset over {r | applicable(r,m)}.
Maximality is defined as follows: let a(Cand®™) = U, ccandttem (), it must
hold:

Vr € assoc(m). <applicable(7', m) = a(r) (Avaz'l(tk’m) \ a(Cand(tk’m))>)

Namely, it must be impossible to apply any rule to the objects to which no candidate
reaction is applied.

e Step-2: For each membrane m, perform each reaction r € Cand(m) by changing the
states of its reactants from available to committed. Multiset Reacted*™) represents
all those reactants. The operations are expressed as follows.

Reactedt+m) = UTGCand(tk,m a(r)

—(t,m
Avail( b = Availtem) \Reacted(t'@’m)
ommitE" 4 (t1m) (o)
Commzt = Commlt k> UR@CLCtGd k,m

e Step-3: Tuples (r,#; + elapsed(r),m)’s of the reactions of each membrane are in-
serted into Q(*). The function elapsed(r) which computes duration of r refers to
Definition 3.10.

Q) = Q) U U (r, ) + elapsed(r), m’)

m'e€G \ reCandtrkm”)

e Step-4: Globally, determine ?j1 and multiset ¥ irstts+1) | the time and the earliest
reactions in Q%) that are to last.

tpr1 = min {t | (riy t,m;) € ﬁ(tk)}
Firstte+1) = {(r; t,m;) | (ri,t,m;) € QU and V(' ¢/, m’) € Q) ¢ < '}

e Step-5: For each membrane m multiset F(**™) over R is constructed based on r;’s
where each (r;,t,m) € First(). Then, get all products B(F (t’“m/)) from membrane
m’ and add to m, and, remove its reactants from the committed objects. Also,
remove the corresponding entry from Q). Let a(F) = U,epa(r) and B(F) =
U,cr B(r) Those operations are expressed as follows.

Flleem) = {ri|(ri,t,m;) € First+) and m; = m}
Awvailte+1.m) — m(thm) U {U {U ! an}}
- (tg,m) m'€G M (a,n,p)eB(FR+1™)) m(pm!)=m
Committ+1m) = Commit \ a(Frrrm)

Qltre1) = Q) \ Pipst(te)

If Q1) ig empty and for each membrane m no rule is applicable in C (tr+1) (namely
Vm.Cand(m) = 0) then the evolution terminates with C*+1 as the final configura-
tion. Otherwise, the next iteration will be repeated from Step-1 with the last t51
becoming the next tj.
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The diagram in Figure 3.5 shows the relations of the entities in the algorithm to aid in
understanding the algorithm. Rectangles are global entities (updated by all membranes).
Bold line ellipses are entities in membrane m and dashed line ellipses are entities from other
membranes similar to the ones of membrane m. An arrow described the dependability
relation between the entities: the entity at the arrowhead requires the entity at the other
end in its formulation in the algorithm. The functions/operations of the formulations are
not shown to simplify the picture. Set of Associations A and Set of Rules R are not shown
to make it more readable, but they are referred to in several places.

Q) Commit(tsm)

!
vYm/, R
//” \\\

/ | —
RN T\ Avaitlem)g
. where m £ m.) \ C 4 (tkm')
. Cand(tk7m/) /// S \0\7an v

(tk 7m)

Q) T (tm)

\ Commit Avail
Firstts+) L | 7 vm!,
N F(tk+1,m/) ///
- -
)

Figure 3.5: Dependability diagram of each entitity in the Evolution Algorithm

Example 3.12 shows how the algorithm runs for Example 3.9 (which is illustrated by
Figure 3.4). To shorten it, the example shows only at ¢t = 0, 0.71, 1.86, and 3.85 (skipping
t =0.92, 1.48, 2.38, 2.65, 2.87, 4.55, and so on).

\
where m’ # m.

|
1
/
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Example 3.12. The initial state is the multiset of objects A8 P? and empty €.
Initialstate : Avail®) = A3P2?, Commited® = X, QO = {}.

Cand0:60.0) = {(ralm,?2), (ra2m,4), (ra3m,2)},

Aqfail(o) = A, Com;m‘ted(o) = A%P?,

QO = {(ra3m,0.71, Go ), (ra2m,0.92, Go o), (ra2m, 1.48, Go ), (ralm, 1.86, Go ),
(ra2m,2.38,Gop), (ra3m,2.65,Goyp), (ra2m,2.87,Go), (ralm,5.48,Go o)},

FirstO™) = {(ra3m,0.71,Gop)}, Avail®7hGo0) = P Commit(0T1.Go0) = ATP,

QO™ = {(ra2m,0.92,Go o), (ra2m, 1.48, Go ), (ralm, 1.86, Go ), (ra2m, 2.38, Go o), ...}

Cand©-hGo0) = [}

AvAail(O'n) = P, Commited = A"P,

QO™ = {(ra2m,0.92, G ), (ra2m, 1.48, Go ), (ralm, 1.86, Go o), (ra2m, 2.38, Gop), ..},
First(092) — {(ra2m,0.92,Go o)}, Avail092:G00) = P Commit(0-92:Go0) — ASp,

Q092) = {(ra2m,1.48,Go o), (ralm, 1.86,Go o), (ra2m,2.38, Go ), (ra3m, 2.65,Go o), ...}

(0.71)

Cand(186:Go0) — {(ralm,1)},

AvAail(l'SG) = EOp, Com;m'ted(l'%) = AP,

QU86) = {(ra2m, 2.38, Go ), (ra3m, 2.65, Go ), (ra2m, 2.87, Go o), (ralm, 3.85,Go ), ...},
First(238) = {((ra2m,2.38,Go )}, Avail?>33G00) = 0P Commit(>38G0.0) = A4P,
QC38) = {(ra3m,2.65,Go ), (ra2m, 2.87,Go ), (ralm, 3.85,Go), (ralm,5.48,Go o)}

Cand3-85:Go0) — {(ra3m,1)},

Avail®® = E?p, Com;m'ted(&%) = A®P,

QB85 — {(ra3m, 4.55, Goy), (ralm,5.48, Goo)},

Pirst®5) — {((ra3m, 4.55, o)}, Avail5G00) — B0 P2 Commit(t5.Coo) — A,
4.55) _ {(ralm,5.48,Go)}.

3.3 Grid Systems with Links

Nature has given living species the ability to sense and to follow pathways. For example,
wood ants can memorize snapshot views and landmarks [19], salmon fish can sense geo-
magnetic fields [35], and sperm cells can sense chemotaxes to locate the ovum [33]. The
pathways are either given by nature (as for salmon and sperm), created by themselves
dynamically (as for ants), or a combination of both. Therefore, the model of pathways
might be more complex than just random walks (Brownian motion) as is the case for
chemical particles.

In order to resolve ecological problems the ability to model such movements could help
in understanding related behaviours, such as the behaviour of a seasonal-migrating species.
Migration is a survival strategy that some species use to preserve their population [44].
Sometimes some government policies may affect migration areas. The ability to model
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such behaviours and analyse the model will allow us to evaluate the impact of a given
policy on the population size.

By using Grid Systems as the modelling formalism, such movements, in terms of their
pathways, could be expressed through putting additional objects around the pathways
to inhibit or promote the present direction to the expected direction. However, such
modelling work would be very tedious and complicated. This is because such directed
movement may need to be expressed as a large number of rules and parameters. Instead,
an extended definition of objects, termed ’links’, is introduced here which enables the
pathways to be modelled as either land marking or collective memorisation.

Intuitively, a link is defined as an ‘object’ that carries pointers. A pointer is information
which provides a dynamic addressing of a destination membrane. The pointers can be
used by rules in referring to the objects in another cell. This is the third addressing
method in addition to relative addressing and absolute addressing. Being used as an
addressing method, different pointers carried by a link, introduce another non-determinism
into the system. In order to resolve this further a non-determinism decision will be made
stochastically based on the weighting of each pointer. Weightings are real numbers between
0 and 1.0, and the total weighting in the same cell is 1.0. Like ordinary objects, the number
of links in a cell can be increased or decreased by applying its related rule.

3.3.1 Formal Definition of Links

We will first define pointers and then links. Basically, pointers are the addresses of other
membranes carried by the links. Following spatial addressing methods, as discussed in the
Spatiality part of Section 3.2.3, pointers are of both types as well: relative and absolute
pointers.

Definition 3.13. A pointer is an ordered pair of integers. There are two types of pointers:
relative pointers and absolute pointers. For the relative pointer the pair of integers is
marked by curved brackets, as ”(a,b)”, where a,b € Z. For the absolute pointer the pair
of integers is marked by squared parentheses, as ”[r, ¢|”, where r,c € N.

The links are definitely objects in Grid Systems. The objects are called links when
they carry at least one pointer. When they are carrying several pointers, the pointers are
weighted to represent the model’s preference for any particular pointer.

Definition 3.14. G is a Grid System extended with links when any object in ¥ can carry
pointers. A link is an object that is carrying at least one pointer. The properties of the
links are reflected in the following aspects of the system. Let a,p € X.

e When a link p exists in membrane m (as the current object in the multiset C'(“:™)),
an attribute L(m,p) is defined in membrane m, where L(m,p) = {(mi,w;) | m
is a pointer belonging to p, w; € RZ% n; can be either absolute or relative, and

e Object p is considered to be a link in a reaction rule (as a reactant, or a product, or
a promoter, or an inhibitor), p is attributed to either pointer n (literally), written
as p:1m, or to any pointer carried by existing pointer p’ in the membrane where the
rule is being applied, written as p:p’.
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e The pointer of a link p can be used in a reaction rule to refer to the membrane in
which object a is located. This fact is written as a,,.

The following definition defines equivalence between the relative and absolute links.

Definition 3.15. When object p is the link existing in cell Gy, ,, pointer [r1, ¢1] carried by
p points to the cell Gy, ,, and pointer (dr,dc) carried by p points to the cell Gyt dr.co+de-
Furthermore, regarding link p in G, ., pointer [r1, c1] equals pointer (dr,dc) if and only
if ro + dr = r1, and, cg 4+ dc = c¢;. Even though they are equivalent, the pointers in L are
listed in the same way as in which they were created.

Example 3.13. Let G be a grid system extended with links and ¥ = {A, B, P}. At
one time in membrane G33 there are 10 A’s and 5 P’s. P is a link and it has abso-
lute pointers [2,4], [4, 4], and [4, 3], and they are weighted 0.3, 0.2, 0.5 respectively.
The current state of G 3 is the multiset A0 P° where P is denoted by L(Gsgs, P) =
{([2,4].0.3), ([4,4],0.2), ([4, 3],0.5)}.

Given that two reaction rules in GG are defined as

rl:A — Ay _yy) PP:(=1,-1) [ B|\]
r2: B — Bp[Ap’A]

Let the current membrane be G3 3 and r1 and r2 are associated to Gz 3. Rule 71 says that
if B exists in G'3 3, an object A will be translated from G333 to G2 2, and 5 links P pointing
to [2, 2] (relatively) will also be added to L(Gs 3, P).This addition will change the number
of pointers in L(G3 3, P) as well as their weighting. Rule 72 says that object B will be
translated from G33 to any membrane pointed by the pointers in L(G3 3, P), as long as
there is no A in G33 but at least one A exists in the destined membrane.

For further discussion, let us name addressing objects by a link as type-3 addressing,
and the absolute addressing and relative addressing in Section 3.2.3 (Definition 3.2 and
Definition 3.4) as type-1 addressing and type-2 addressing, respectively.

3.3.2 Operational Semantics of Links

In order to be extended with links the semantics of Grid Systems require three additional
mechanisms:

1. to be able to replicate the rules containing objects which have Type-3 addressing;

2. to be able to evaluate the rule’s applicability of the rules containing links as reactants
or promoters or inhibitors; and

3. to be able to update the weights when the number of links is changed (some links
are added /removed from the current membrane).

3.3.2.1 Replication of the Rule

The use of a type-3 addressing in a rule requires rule replication. This should be included
in the steps of Evolution Algorithm that is described in 3.2.6. Rule replication is an
instantiation of that rule by replacing the link (as a type-3 addressing) by its pointer.
When a link of the rule has more than one pointers, the rule is instantiated in as many as
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pointers the link has. Furthermore, one rule may have several different links used as type-3
addressing. Replications for such a rule are based on the combinations of the pointers of
each link.

Definition 3.16. Let r be the rule associated to membrane m containing Type-3 ad-
dressing by d different links, i.e., p1,p2,...,pq. Given that in membrane m, the links
are attributed by L(m,p;) = {(nij,wi;) | i = 1,..,d, and j = 1,...,kq} for each p; €
{p1,p2...,pa} and the size of L(m,p;) are ki, ko, ..., kq, respectively. For all j. € {1..k.}
and e € {1..,d},

e All instances of replication of r are generated by substituting each link pi, ps, ..., pg
by every possible combinations of 11 j,, 72,5y --s Nd,jy-

® 7| J1 72,5 i) denotes one instance of replication of r, by a combination of point-
TS N1 j; s 2,jas ---» Nd,j, Whose weights are wy j,.ws j,...wq ;,, respectively.

Semantically, the Evolution Algorithm needs refinements to consider Type-3 address-
ing. When a rule with Type-3 addressing is being evaluated by Step-1 of the algorithm for
membrane m, its applicability is assumed when at least one instance 7'|(n177727-~~7nd) exists
that can hold applicable(r|(;, n,....n,),M). Furthermore, in Step-3 one applicable instance
is selected randomly based on their weights at that time. Pointers T|(7717n27--~7n .) of selected
instance is then attributed to 7 in tuple as it is inserted as (7|(, yo,....na)» tk +elapsed(r), m)
to Q).

Its duration still takes the original duration defined for r.

Example 3.14. Let G from Example 3.13 have two other links, () and R and attributes
by.

L(G55,Q) = {([6,4].0.3),
L(Gs5,R) = {([4,4].0.4),

—~
ot
B

o
=~
~—
—~~
~
D9,
o
w
=
-~

r3: B %BQ[AQ‘AB%]

Replication of r3 has instances as follows:

36yt B = By [Apa | ABjy] //rate =12
r3|(6a6.6) 0 B — By [ Ay | A B[%’G] ] //rate =1.8
m3|(5a1a4) ¢ B = B [Apa | A B[?ZA] ] //rate =1.6
r3l(sase)) 0 B > Bisa [ Apa | ABjggl //rate =24
3|24yt B = Bug [Augz | A B[?ZLA] | //rate =1.2
r3l(a66): B = Bug [Auz [ A B[%ﬁ] | //rate =1.8

Note that, these instances are not persistent since in other time points the pointers of
each link as well as the number of links themselves may be different.
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3.3.2.2 Links as Objects in the Rules

Principally, when some links appear as reactants or promoters or inhibitors in the rule,
the rule’s applicability is determined by considering the proportion of each link’s quantity
by its weight of respective pointers. Given that p™ (link p having quantity n) exists in
the membrane m and a rule r will be applied to m; when link p appears in r without a
pointer, as in p®, where s < n, it will be handled as an ordinary object. On the other
hand, when it appears in a rule with a pointer 7;, as in p®:7;, where (n;, w;) € L(m,p), it
will be handled according to its role in the rule as follows.

e As reactants, the rule can be applied when s < nw; and the changes will follow in
Section 3.3.2.3.

e As products, the rule will be applied and the number of link p will change accordingly
and the changes will follow in Section 3.3.2.3.

e As promoters, the rule can be applied when s > nw;.
e As inhibitors, the rule can be applied when s < nw;.

The applicability function defined as Definition 3.12 remains the same. The extension
is made to the definition of the operations of multisets. The definitions have to consider
links with pointers as different objects with multiplications are proportional by respective
weights and their total is the multiplication of the link itself.

Example 3.15. Let us consider
r4: P°:(1,1) — P*: (1, 1) [P (1,1)|P%:(1,1)]

Given that r is associated with G 3 and L(G33, P) = {(G44,0.3),...}. This rule is appli-
cable only when 3 < n < 12, where n is the quantity of P.

3.3.2.3 Updating the Links

Step-2 and Step-5 of the Evolution Algorithm in 3.2.6 shows the changes that happen to
Avail ™) and Committ™) (or from available state to committed state). Step-2 only
moves from Avail to Commit, therefore, it does not update the weights. However, Step-5
performs the actual changes, then it should be followed by updating their weighting. It is
important to note that any addition to a link in a membrane should be performed before its
removal as written in the algorithm. This sequence is intended to preserve the weighting
of being totally removed. Moreover, applicability of a rule whose objects addressed by
links should also consider conditions in relation to respective pointers.

e Adding Links

If in membrane m, link p with quantity n, has k distinct pointers, namely,
L(mvp) = {(7]17 ’11)1), (7727 'lUQ), ceey (nka wk)} Then7

— adding p® (without a pointer) will not affect the current weighting as happens
to ordinary objects.
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— adding p®:n; will affect its overall weighting:

nw,
— form; £

r_ n—+ s

w; = nw; + s for 1 — 1
n-+s =1

Additionally, when 7; ¢ {n1,72, ..., }, new entry (n;,w}) is added to L(m,p)

where s
; for k >0
w;, =4 Nn+s
1 for k=0

¢ Removing Links
If in membrane m, link p with quantity n, has k distinct pointers, namely,
L(map) = {(7717 wl)a (7727 'UJQ), ey (nkv ’Ujk)} Thena
— removing p® (without a pointer) will not affect the weighting, as they behave
as ordinary objects, except in the case of s = n, all pointers will be removed.

— removing p®:7;, from that cell, where s < nw;, changes its overall weighting:

5 for n; #n; and n # s
/ n—s
Wi= (nwj—s)

(n—5) for n; =n; and n # s

Additionally, when s = nw;, entry (n;,w}) is removed from L(p).

Example 3.16. Let us consider a current situation in membrane G5 5. P is a link that is
present in the membrane with quantity 10. Its current weighting is: {([3, 4], 0.3), ([4,4],0.6), ([5,2],0.1)}.

e Adding P®:[5,2] into the membrane will change all weighting to be

{(]3,4],0.17), (4, 4],0.33), ([5,2],0.5)}

e After that, adding P2:[3,5] will add a new entry to it and change all weighting to
be

e After that, removing P°:[4,4] will make all weighting to be

{(3,4],0.2), ([4,4],0.07), ([5,2],0.6), ([3,5],0.13)}

From the example, adding link objects will amplify its weighting of the related pointer
but de-amplify the others. Similarly, removing link objects will reduce its weighting of the
related pointer but emphasize the others.

Note that, all usages of a link can appear at once in a rule. However, such a practice
is not recommended since the rule can be too cryptic to understand its meaning, unless
there is a reason for this (no other option).
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Figure 3.6: Illustration of Example 3.16

Example 3.17. Given that P is a link and A?P'0 already exists in membrane m, and
L(m,P)={((1,1),0.4),((—1,1),0.6)}. Reaction rule:

A?> 5 A Pp:P

is syntactically valid. When it is applied it can actually be as either A2 — A Pa1y:(1,1)
or A2 - A P_1,1y:(=1,1) where the latter is less weighted than the former. It means
that every pair of A’s in membrane m will be reduced to become one A and put P into
another membrane which is pointed by P itself and the produced P will carry the currently
used pointer.

3.4 Extension of Notations

Syntactically all notations of Grid Systems have already been defined in the previous
sections. However, using those notations to define one example of complex biological
behaviour may require a huge number of rules that are similar yet with some small dif-
ferences, namely the differences of some rates caused by different temperatures. As a
consequence, the model gets less readable due to the huge number of such rules. Some
additional notations will be added on top of the syntax. The following notations are the
ones that we have used in our case studies but it is not limited to these.

3.4.1 Regions

A group of local membranes may be identified as a region. Basically, they do not need
to be contiguous. The main use of regions is to define associations. It is also useful in
declaring initial objects that occupy each membrane of a certain region. Associations be-
tween some membranes and a rule can be simplified by an association between a region
(containing the membranes) and the rule. Formally, the region is a set of membranes. It
is defined that for region R, membrane m and rule r:

if m € R, and r € Assoc(R), then r € Assoc(m).

A rectangular region, simply called a rect, is a special region that can be specified by two
corner membranes G;, ;, and G, j,, and ji < jo, as rect(i1, ji, 2, j2), where i1 < ig, so
that

Gi,j S ’rect(il,jl,ig,jg) if and only if 11 <1 <19 and j1 S] < j2.

Furthermore, a region can be defined as an operation between some other regions
(through union, intersection, ...) to simplify the definition of complicated shaped regions.
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3.4.2 Constants

A constant is an identifier that can be associated with a value (either number or string).
The parts in a rule can be written in terms of constants or even in simple arithmetic
formulae composed of the constants. Then, its actual value can be derived by computing
the formulae.

The constants are used to maintain the model. The model could be more manageable
since the change to the values can be done without touching the reaction rules. The
constants may be further used to define Rule Templates that will be described in the next
part.

3.4.3 Rule Templates

Rules with similar structures may be identified as a single template containing one or
more variables (X), each representing a finite set of values which is called Range of Values.
Actual rules can be obtained by substituting each (X) in the body of the template with its
possible values in the Range of Values. Along with the use of constants, the substitution
(X) will be performed before substituting the constants with the constant values.

Example 3.18. Let us define a following template:
types = {red, blue}
ranges = {1,2}

V(A) € types,¥(R) € ranges. R(A)(R) : KT'(A) M

Mrum(R)
It represents rules as follows.

Rredl: K Tred T4 pprumi

Rred2: K Tred T2 pprum2

Rbluel : K Tblue ratel Mruml
Rbluel : K Thlue T4,  pprum2

Note that K, M, Tred, Tblue are objects and ratel, rate2, numl, num?2 are constants.

3.4.4 External Events

External events that are given at certain time points may play important roles in an ecosys-
tem. In Grid Systems, Events = {(X,t) | where X = x1,29,.. 2, and t = 71,72, ...T5,}
(or events 1, xo, ... that will be given respectively at time ¢ = 71,79, ...), can be expressed
by the following;:

1. A template representing the timer whose reaction is activated at ¢ = 0, and will
produce object z1,xs,... at t = 71, 79, ...,

V(X) € {x1, 22, ..x,},Y(t) € {11, 72, .. 70 }. EV(X)(t) : Ev(X)(t) — (X)
and

2. Rules that will affect each kind of x1,z9,... to the actual objects targeted by the
event. Note that, when there is k different events of x1,x9,...z,, where 1 < k < n,
the number of such rules is < k.
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Example 3.19. Two external events that will raise the temperature by one level at
t = 15 and will also lower by one level at t = 21 in the global membrane can originally be
expressed by the following rules:

rel: FEwvlb ﬂ) T
1/21

re2: FEv2l —— L
o

Tch: TL — A
By defining them as Fvents rel and re2, these rules can be reduced as follows.

Events ={(15,T),(21,L)}
Tch: TL = A

Note that, to activate the timers all respective Ev(X)(t)’s (or Evl5 and Ev2l in the
former) should be initialized in the system. Thus, the timers will be applied right away at
t = 0. At time ¢t = 15 the object T will be produced so that the number of T is increased
and at time ¢ = 21 the object L will be produced so that it triggers a reaction of T'ch to
decrease the number of 7'

The timer rules and event objects are used only once in the system. Since the formalism
has nothing to do with space complexity, at this conceptual level they will be ignored.
Instead, they should be considered for performance optimization at an implementation
level of analytical tools.
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Chapter 4

Relationship to Other Formalisms

The aim of this chapter is to discuss the relationship of Grid Systems to other formalisms.
However, this will be done by means of translations of models from other formalisms to
Grid Systems. A complete theoretical investigation of these relationships is not the main
aim of this thesis.

Grid Systems are a new formalism that is intended to model the population dynamics
within an ecosystem. In order to achieve a more comprehensive formalism its features
were identified in terms of its modelling needs through case studies. In order to anticipate
further needs that have not yet been identified, Grid Systems were also evaluated to express
the models which have been developed, based on existing formalisms.

As previously described, Grid Systems combine the features of Cellular Automata (CA)
in order to express spatial dynamics and the features of P Systems, to define object-level
dynamics, and also the links as the extension of Grid Systems. As a result, Grid Systems
can be seen as generalized Cellular Automata, in which the state of each cell is defined
by a multiset over objects, and the transition rules are able to partially change this state.
On the other hand, Grid Systems can also be seen as P Systems whose membranes are
arranged in a two dimensional grid and the reactions can spatially translate objects from
one membrane to others.

In this chapter we will report our work to assure that Grid Systems have a backward
compatibility in respect to the features of some formalisms. The first part will report
how Grid Systems can emulate Turing Machines. The second part will report how some
famous models of Cellular Automata can be easily expressed as Grid Systems. The last
part will describe our algorithm to convert P Systems into Grid Systems.

4.1 Grid Systems and Turing Machines

The ability of Grid Systems to emulate the mechanism of Turing Machines will be pre-
sented by showing an algorithm that converts Turing Machines into Grid Systems. The
idea of the algorithm is straightforward: each transition rule is converted into one reac-
tion rule in its Grid System version, and each tape square is represented by a membrane.
Thus, the grid will be one row of membranes. The number of membranes in that row
will take the maximum tape length that is required to solve the problem of the Turing
Machine. Formally the definition of Turing Machines will be expressed in the following
part according to the reference [36].
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4.1.1 Turing Machines
Definition 4.1. A Turing machine (TM) is 5-tuple T' = (Q, X, T, qo, 6), where

e () is a finite set of states, assumed not to contain h, the halt state.

e X and I are finite sets, the input and tape alphabets, respectively, with ¥ C I'; T is
assumed not to contain A, the blank symbol.

e (o the initial state, is an element of Q).

e §:Qx (TU{A}) = (QU{h}) x (TTU{A}) x {R, L, S} is a partial function (that
is, possibly undefined at certain points).

The TM has a tape with a left end but infinite to the right, marked off into squares.
Each square contains a symbol of I'U{A}; however, at each point of a TM’s operation all
but a finite number of these squares will contain the symbol A. Initially, the only non-blank
symbols on the tape are elements of 3. The TM also has a tape head, which allows it to read
from and write to individual squares of the tape. If ¢ € Q,r € QU {h}, X, Y € X U {A},
and D € {R,L, S}, the formula

0(q,X) = (r,Y,D)

means that when the TM is in state ¢ and the symbol on the current tape square is X,
the machine replaces X by Y on that square, changes its state to r, and either moves the
tape head one square left, moves it one square right, or leaves it stationary, depending
on whether D is L, R, or S, respectively. If in this situation D = L, but the tape head
is scanning the leftmost square, the tape head is not allowed to move. This is one of
the situations in which the TM is said to crash. If this does not happen, and r = h, we
say that the move causes the TM to halt. Once it has halted, the machine cannot move
anymore because J is not defined at any pair (h, X).

4.1.2 Conversion Algorithm

The parallelism in its Grid System should be “turned off” to emulate the sequential prop-
erty of Turing Machines. This is performed by using activator objects ¢(i) which also keep
the current state of the emulated Turing Machine; there is exactly one ¢(i) located in a
membrane representing the “head’s position” and current state q;.

In Turing Machines the symbols of the input string are placed on squares from position
1,2, ... Thus, in Grid Systems the symbols are placed respectively in membrane G 1,
Go2, ..., as the part of the initial configuration. Furthermore, at the beginning the head
of T is placed in the leftmost square of the tape, whereas in Grid Systems, object g0 is
placed initially in membrane Gg .

TM T accepts a string input s when T finally enters state h. Thus, G will produce
object halt and then stop since there is no longer an applicable rule. On the other hand,
when TM T cannot accept s, G will stop without producing object halt. TM T will crash
when the head is moving to the left of the leftmost position. When this happens to G the
reaction will produce the ¢(i) outside of the grid and according to the semantics of Grid
Systems, the object will just disappear and G will stop since there is no applicable rule
(no membrane having ¢(i)).
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Let T = (Q,%,T, q,6) be a TM. A Grid System G = (2g, R, A, C9) can emulate T
when G is constructed as follows:

e The set of objects X consists of all tape symbols I, and objects representing each
state in T, therefore ¥ = I' U {halt} U {q(i)|q; € Q}; object halt for halt state h,
and objects ¢(i) for each g € Q.

e The set of reaction rules R is constructed according to functions ¢ in 7. Given that
Y eTU{A}, ¢ €@, and r € QU {h}. For each function (¢, X) = (r,Y,D) in T,
its related reaction rule in G is defined as follows.

— For the case X €T,
Xq = Ymr

— For the case X = A,
g — Y r; [A|Multiset(T")]

where Multiset(I") is a multiset where Va € T', M (a) = 1, and

7‘(071) lf D= R
7’7] = T(O,fl) if D=L
r if D=S

e Association table A = {(r,Go ;)|r € R, and j > 0}.
e Initial configuration C(©) = ({C®Cox) | k > 0},0), where

C0.Goo)  — q0

COGo.w) = (i) for (i) =1,...,n where z(i) € V and
x(1)x(2)...xz(n) is the input string whose length is n

C0.Go;) = X forj=n+1,..

Example 4.1. Table 4.1 is the transition function § of a TM that accepts language
L = {ss|s € {a,b}*} [36]. This language is recursive since it cannot be accepted by any
machines lesser than a Turing Machine.

The machine T will accept input string abab as the transition shown in Figure 4.1.
“(¢;, 8')” representing a configuration at certain process steps and ¢; is the state of the
machine and s’ is the current string in the tape. The position of the head is indicated
by placing underscore below the symbol (which is the symbol in the tape square where
the head is located). The symbol ‘+’ indicating a single step transition between the
configuration and ‘+*’ indicating multiple step transition reaching the next configuration.

For input string abaa, the machine will proceed as (qo, Aabaa) H* (g7, AABAA), mean-
ing that it crashes (terminates not in the halt state h, and so it does not accept abaa).

By the conversion algorithm the objects in its Grid System are {a, b, A, B, 40, ..., ¢9, halt}
and the reaction rules are as shown in Figure 4.2. Running the simulation of the Grid
System over input string abab resulted in the same sequence as shown in the Table 4.2.
Table 4.3 shows another running for input string abaa. For this string the machine does
not produce object halt, which is consistent with the fact that abaa is not a member of

{ss|s € {a.b}*}.
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Table 4.1: Transition rules for the TM accepting L = {ss|s € {a,b}*} (blank entries mean
undefined rules)

a b A B A
q0 (¢1,A, R)
¢ | (92, AR) | (92,8 R) | (¢54,L) | (¢5,B,L) | (h,A,S)
q2 (QQ,CL, (qQ7b7R) (Q37A7L) (Q3,B,L) (Q37A7L)
g3 | (q4,A,L) | (s, B, L)
44 (Q4)Q7L) (Q47b7 L) (Q17A) R) (Q17-B=R)
a5 (g5,0,L) | (g5,b,L) | (g6,4, R)
de (Qg,A,R) (Q7,B,R) (haAaS)
qr7 (Q7,CL,R) (Q77b7 R) (Q97A>R) (Q77A3R)
as (QS7a7R) (Q87b7 R) (qga AaR) (QBaAvR)
q9 (Q97a7L) (Q9ab7L) (QG7A7R) (QGaBaR) (QQaAaL)

(qo, Aabab) + (q1,Aabab) F (g2, AAbab) F* (g2, AAbabA)

F (g3, AAbab) F (g4, AAbaB)  F* (qa, AAbaB)

F (g1, AAbaB) + (q2,AABaB) F (q2,AABaB)

F (g3, AABaB) F (q1,AABAB) F (q1,AABAB)

F (g5, AABAB) F (g5,AAbAB) F (q5,AabAB)

F (g6, AabAB)  F (g3, AAbAB) F+ (qs, AAVAB)

F (g9, AABAB) + (g9, AADAB) F (gs, AADAB)

- (g7, AABAB) | (g7, AABAB) F (g9, AABA)

F (g9, AAB) F (g6, AABA) F (h,AABA) (accept!)

Figure 4.1: Sequence of configurations during processing input abab.

4.2 Grid Systems and Cellular Automata

In Chapter 2, the definition and some famous models of Cellular Automata have been
briefly described. Compared to Grid Systems each cell of CA is treated as an individual
entity that can be in any possible state at any time. The state of a cell in CA is represented
by a number (from a finite set of numbers). On the other hand, Grid Systems treat a cell
as a place of multiset over objects as the state of that cell. Some objects can be consumed
as reactants for reaction rules producing other objects. It means that the state of its cell
can be partially changed.

The other significant difference is that a rule in Grid Systems can only consume the
objects in the cell with which the rule is associated. On the contrary, in CA function f
can also take some of the states of the neighbouring cells for its computation. In general,
when a CA model is defined as a Grid System it requires the preceding rules to ‘know’
the status of neighbouring cells so that the computation can be performed based on that.

There are so many possibilities of how f is defined, so that its conversion into Grid
Systems may vary (there is no deterministic conversion rule). Furthermore, when the
function in CA involves real numbers, the range value of the function should be discretised
so that the precision of the function will be degraded. However, since the final value of
the function in CA will be mapped back to a finite set of states, the approach could be



4.2. GRID SYSTEMS AND CELLULAR AUTOMATA

tq0 :

tqlA :
tqlB :
tqla:
tqlb:
tqlA :
tq2A :
tq2B :
tq2a:
tq2b :
tq2A :
tq3a:
tq3b :
tq4A :
tq4B :
tqda:
tq4b :
tgbA :
tg5B :
tg5A :
tqb6a :
tq6b :
tq6A :
tq7B :
tq7a:
tq7b :
tq7A
tq8A :
tq8a:
tq8b :
tq8A :
tq9A :
tq9B :
tq9a:
tq9b :
tq9A :

-~ 8 s e W oo -~ I -~ T

Q

SN

(=

A
B
a
b

q0
ql
ql
ql
ql
ql
q2
q2
q2
q2
q2
q3
q3
q4
q4
q4
q4
q5
q5
q5
q6
q6
q6
q7
q7
q7
q7
q8
q8
q8
q8
q9
q9
q9
q9
q9

N R R A A A A e A

55
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A ¢50,-1)

B ¢5(,-1)

A q20,)

B q2,

halt [N | ABab)]
A q3(0,-1)
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Figure 4.2: Reaction rules created from the rules in Table 4.1
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Table 4.2: Running the simulation for input abab (Note: each row shows the membranes
and their contained objects after each iteration)

Iter. no. G()’g GO,l G072 Go,g G074 G075
0| g0 a b b
1 ql a b a b
2 A q2 b a b
3 A b q2 a b
4 A b a q2 b
5 A b a b q2
6 A b a q3 b
7 A b q4 a B
8 A g4 b a B
9 g4 A b a B
10 A ql b a B
11 A B q2 a B
12 A B a q2 B
13 A B q3 a B
14 A |¢dB| A B
15 A B ql A B
16 A | ¢gB| A B
17 g5 A b A B
18 | ¢b a b A B
19 q6 a b A B
20 A q8 b A B
21 A b g8 A B
22 A q9 b B
23 q9 A b B
24 A q6 b B
25 A B q7 B
26 A B q7 B
27 A B q9
28 A | ¢9B
29 A B q6
30 A B halt

Table 4.3: Running the simulation for input abaa. (Note: The membranes at some itera-

tions are not shown.)

Iter. no. G0,0 GO,l G072 G073 G074 G075
0] qO0 a b a a

24 ¢6 b A

A
25 A | B | q7| A
26 A | B q7 A
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made quite similar.

Its definition could have as many combinations of the states in the neighbourhood as
in every Wolfram’s CA. For this case the combination of the states can be emulated by
setting its inhibitors/promoters. Its definition could be based on the aggregate of a state
value as in Conway’s Game of Life. For this case an additional step should be made to
aggregate these states.

In the following examples the results from our work in reformulating the famous CA
will be presented: Rule 110 (1-D CA) and Conway’s Game of Life (2-D CA).

4.2.1 One dimensional CA (Wolfram’s Rule-110)

As described before, Wolfram extensively studied the behaviour of 1-D CA for some dif-
ferent transition functions. He concentrated on dual state CA, having [-1,0,41] neighbour-
hood. Therefore, the CA require a set of eight transition functions C! = f(Ci_1,C;, Ciy1),C; €
{0,1}. All possibilities made by 8 transition functions are 256 different sets and each set

is numbered from 0 to 255 according to its mapping code. One of them is the famous
Rule-110 whose transition functions are as follows.

£(0,0,0) =0 £(1,0,0) =0
£(0,0,1) =1 £(1,0,1) =1
£(0,1,0) =1 f(1,1,0) =1
£(0,1,1) =1 f(1,1,1) =0

The initial configuration in the CA is the initial values, either 0 or 1 in each cells. In
order to show the changes during the evolution, the values at each iteration are shown
altogether in a grid line-by-line from the earliest (the initial values) in the top-most line
to the latest in the bottom-most line, as shown in Figure 2.1.

Reaction rules for a Grid System behaving as Rule 110 can be constructed straight-
forwardly as follows. Each rule will be defined by taking the state of the central cell as
a reactant, the state at the next step to be a product, and its neighbours’ states as the
promoters. To represent the binary values, two objects {V0,V1} are needed respectively
to represent state 0 and state 1. Thus, each function f(C;_1,C;, Ciy1) = C! in Rule-110
CA, one rule VC; — VC! [ Ci—y Ciq1 | A] of its Grid System is created. Totally, this
results in 8 reaction rules:

rl: VO — VO [VO(O,fl) VO(O,I) ’ )\]
r2: V0O — V1 [VO(O,fl) Vl([),l) ’ )\]
r3d: V1 — V1 [VO(O’,D VO(OJ) ’ )\]
rd: V1 — V1 [VO(O’,D Vl(()’l) ’ /\]
rb: VO — VO [Vl(o -1 VO(OJ) ’ /\]
r6: VO — V1 [Vl(o —1) V1(071) ’ /\]
r7: V1l — V1 [Vl(()’_l) VO(OJ) ’ )\]
r8: V1 — VO [Vl(O,—l) V1(071) ’ )\]

Due to their similarities the list of rules can be shortened into just two rules.

e When a cell previously is 0 having its right neighbour 1, it will change to 1 (r2,76),

Vo — V1 [Vl(o,l)‘)\]
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e When a cell previously is 1 having both neighbours 1, it will change to 0 (r8),

Vi — VO [Vl(o,—1) Vl(O,l) ‘ )\]

The rules should be associated to each cell. Note that, the other rules (rl,r3,74,r5,77)
do not change its state, so they can be omitted.

Also, in visualising the changes, this one row of cells is shown as a grid by producing
the next states into the cells in the next line. This requires a modification of the rules: to
put the output in the next line, and adding their respective complement actions to copy
the values to the next line. All rules need to change the object V{(z) to W{(zx) to avoid
being reacted again. They are as follows.

Vo — WO Vl(l,O) [Vl(o 1) | )\]
Vo — WO VO(LO) [)\ ‘ Vl (0,1) ]
Vi — Wi VO(L()) [ Vl (0,1) ‘ )\]
Vi o W1Vigg [\ v1 o1 Vi)

Therefore, the initial state is placed in the top-most row (by placing V0 representing state
0 and V1 representing state 1 and the other cells are set empty (A). As the case in the
original CA, the conditions in the most left and most right cells can be handled either

e by adding boundary cells at both ends containing V0 and the rules are not applicable
to the additional cells; or

e by adding additional rules for wrapping-around the cells (the rules in one end cell
consider the cell in the other end as the neighbour of that cell).

4.2.2 Two-Dimensional CA (Conway’s Game of Life)

Being inspired by John von Neumann’s self-replication machine, John Horton Conway
invented a solitaire game and it was named Game of Life (GOL) in 1970.

The game uses an orthogonal grid of squared cells. Each cell can be in one of two
states: living or dead. The neighbour of a cell C' is the set of surrounding cells in a 3x3
sub-grid (Moore’s neighbourhood). A configuration consists of states of overall cells at
one point in time. A configuration will evolve to another configuration after a discrete
unit of time by following these rules:

e Any living cell with fewer than two living neighbours will die, as if caused by under-
population.

e Any living cell with two or three living neighbours will live on to the next generation.

e Any living cell with more than three living neighbours will die, as if caused by
overcrowding.

e Any dead cell with exactly three living neighbours will become a living cell, as if by
reproduction.
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Its functions can be expressed as follows.
1 for (f®(i,5) =1 and (2 >n®(,j) <
FEG,5) = (f®(i,5) = 0 and (n"(i, ) =
0 otherwise
Where n(i,j) = fi—1,7— 1)+ fi—1,5)+ fGE—1,7+1)+ f(4,j — 1)+ f(i, 5+ 1)
F G415 = 1)+ G+ Lg) + i+ 1,j+ 1),
which is the counting function of the living cells of Moore’s neighbourhood.

Since it was published by M. Gardner in 1970 [22], GOL has become so famous as to
be a field of mathematical research as well as ecological modelling.

In this part, GOL’s implementation as a Grid System is presented. As previously de-
scribed, the implementation needs a preceding step by each cell to inform its neighbouring
cells about its state. In this case, it is a step for aggregating the surrounding living neigh-
bourhood (function n(7,j)). An object H will represent a living cell and emptiness means
a dead cell. This counting of the population will be performed by a reaction on H. This
involves “informing” each of its Moore’s neighbouring cells by producing object n for each
of them. Object H should be changed to object h in order to proceed to the next stage.

3)) or
3))

H — n(-1,-1) "(-1,0) ™ (-1,1) "(0,—1) T(0,1) "(1,—1) "(1,0) T¥(1,1) h [/\ | n ]

In the next stage, each cell has 0 or more object n’s indicating the number of living cells
in its neighbourhood. Based on this quantity the following rules will be applied.

e For each living cell, the cell becomes dead when n < 2,
n—A[h|n?]
e For each living cell, the cell becomes dead when n > 3,
n—X\[n*h| ]
e For each living cell, the cell will still be alive when n = 2,
n? = H [n®h|n®]
e For each living cell, the cell will still be alive when n = 3,
n> = H [n®h |nt]
e For each dead cell, the cell will still be dead when n < 3,
n—=A[X]|hnd]
e For each dead cell, the cell becomes a living cell when n = 3,
n> = H [n® ]| hn?]
e For each dead cell, the cell will remain dead when n > 3,
n—A[nt|h]
e At the same time all hA should be removed.

h— A

The initial state of GOL in Grid Systems will be the same as it is in the CA except 1
will be represented by an object H and 0 will be represented by A.
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4.3 Grid Systems and P Systems

In Section 2.2, the definition of P Systems which are proposed by Georghe Paun [49],
is briefly presented. As cited in that section, P Systems have been extended to become
several variants of P Systems. In this part our study on backward compatibilities between
Grid Systems and original variant of P Systems is reported. The compatibility will be
discussed by remodelling the examples of P Systems to be in Grid Systems.

A P System arranges its membranes in a nested structure. The structure is defined
by ‘parent-child’ relationships (in the references it is also called ‘container-content’ re-
lationships) among the membranes in such a way that a container membrane can have
several content membranes. The objects in a membrane can traverse from one membrane
to another through these relationships. Moreover, an existing membrane in the structure
can be destroyed and the objects inside, including its child membranes, will be moved to
its parent membrane. On the contrary, there is no way to create a new membrane into
the structure. Besides this, the rules can be prioritized higher than the others. By this
setting, the lower priority rules can only be applied when the higher priority rules are not
applicable.

Recall that each membrane in a Grid System is related to other membranes forming
a structure of a grid. Such a structure enables the membranes to be addressed directly
by other membrane so that the objects can be moved directly from one membrane to the
others. This difference between structures of P Systems and Grid Systems is analogous to
tree data structures and two dimensional arrays in common programming languages.

Firstly we will discuss how the structure of P Systems can be imitated by the logical
structure of membranes in Grid Systems by using links. Secondly, we will discuss mech-
anisms to simulate the process of destroying membranes in P Systems by manipulating
those links. Then, we will discuss how promoters and inhibitors in Grid Systems can be
set to affect the priority arrangement in P Systems. And finally, we will summarize all
these procedures in a formal conversion algorithm.

4.3.1 Imitating the Hierarchical Structures

The structure of P Systems can be imitated by using links in Grid Systems which connect
the membranes. Let us construct a Grid System G = (X, R, A, C?) imitating the structure
of a P System II = (V, p, w1, ..., wn, (R1,p1), -, (Rny pn),%0). According to its definition
in Definition 2.4 V is the set of object symbols, and u describes the tree structure of its
membranes. The number of membrane is n and each membrane is labelled by j, where
Jj = 1,..,n; let us refer to each membrane labelled by j as M;. Each (i,j) € p, where
1 € N x N, denotes that M is contained directly in M;.

The number of local membranes in GG that will be used is also n. The global membrane
of G will be used for accommodating some supporting mechanisms. Note that when the
structure in IT is static (without a rule producing ¢), its structure can be simply imitated by
connecting the membranes in G by using absolute addressing. However, in our discussion
we consider the possibility of the rules producing § in order to provide a general conversion
algorithm. For this reason, we will use links for the relationships.

Let us use membranes addressed at Gg; to represent M; in II (by ignoring Gog) so
that both indices correspond directly. Each relation to its parent in II is represented by
link out and each relation to a child membrane M;y is represented by link in(j), where
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out,in2,in3, ... are not in V. My is the root membrane, therefore we do not need inl in
G. Therefore, rules transporting objects to a membrane’s parent/children in II can be
converted to G in a straightforward manner.

Figure 4.3 shows an example of P Systems containing 4 membranes. Its structure is
imitated by a Grid System shown logically in Figure 4.3. Note that it is called logical
since its real structure is a grid.

1- ~
2. N
3 4
m:A—9 ry: C — (D, out)
A T5 - B— B
r9 @ A— (A, in3)
rg: AC — 0
&
A2C
Te . C— (C, in4) . .
O = (B,z'n4)> rg: A— (A,ing)B
rg: DD — (A,z'n4)

- J

Figure 4.3: An example of a P System to be translated into a Grid System

Go1

s

mn2 ind

Go,2 Gooy
out out

RS

Go3

Figure 4.4: The logical structure of a Grid System imitating Figure 4.3

4.3.2 Dissolved Membranes

Unless it is the root membrane, a membrane in a P System can be dissolved (destroyed) by
producing a special object § inside it. Its objects and its child membranes are then moved
(re-owned) to its parent membrane. A Grid System can simulate this by rearranging
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the pointers of related links. Intuitively, the steps in the arrangement for dissolving one
membrane are as follows. Let Gy (; be the membrane which is the counterpart of being
destroyed M; in IL

Al: move the objects in Gy to its parent, except 4.
A2: remove the link in(j) in the parent membrane of G ;.
A3: remove the link out in each child membrane of Gy ;.

A4: replace the pointer carried by out in every child membrane of Gy ;) by the pointer
carried out in Gy ;)

A5: copy each link in(j) in G ;) including its pointer to the parent membrane of G ;.
A6: (when necessary) clear the remaining contents (links and 0) in G ;.

We will refer to these steps later as of A1, A2, ..., of Algorithm-A. The first three steps
(A1, A2, A3) can be performed in parallel and A4 and A5 can be performed in parallel
too, but after the first three. Step-6 will not affect its logical structure and it can be
omitted.

Example 4.2. Figure 4.5 illustrates the steps when a ¢ is produced in G 2. Besides 6,
there are some other objects represented by A2B. The picture shows the structures before
and after rearrangement respectively (except step-6).

|
|

Figure 4.5: The steps of “dissolving” the membranes G2 in Example 4.2

Algorithm-A can dissolve several membranes at the same time if the membranes are
separated by another membrane in the structure. Otherwise, we need to modify it to cover
dissolving sequential membranes. Let us name it Algorithm-B whose steps are as follows:

B1: iteratively, Performing A1 because after moving its objects a being dissolved mem-
brane may still receive a moved object from its child which is being dissolved, too.

B2: Performing A2 only in a parent membrane of a being dissolved membrane that is
not part of the sequence.
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B3: Performing A3 only in the child membrane of a being dissolved membrane that is
not part of the sequence.

B4: iteratively, performing A4 and A5 only in a being dissolved membrane whose objects
(except d) have been moved, to each child membrane which is not in the sequence.

Furthermore, in order to avoid being interfered with by ordinary reactions the rear-
rangement reactions above should be exclusively performed from those ordinary reactions.
The exclusion will be performed by issuing a new object ¢ in global membrane every time
0 is being issued. Therefore, all ordinary reaction rules should be defined to be inhibited
by o.

In dissolving a sequence of membranes the number of steps is variable. In order to pro-
vide a proper exclusion time interval, each produced ¢ has a lifetime of one step transition
and each step in the algorithm above should provide another o to refresh the exclusion.
Therefore, after the last step of dissolving a sequence o is no longer present and the
ordinary reactions can take place.

In order to provide similar timing with II all rearrangement reactions have zero dura-
tion time of the system. Recall that in Grid Systems all zero duration reactions will be
performed step-wisely and the system timer stays.

Let o be the blocking object and o ¢ (V U{E(i)} U{F(i)}). If r; produces ¢ in II, 7}
should also produce o in the global membrane besides J, in G. All reaction r’s as well as
additional reactions for handling priorities (in the previous part), should be redefined to
include a ¢ as their inhibitor as described previously.

We will express Algorithm-B as reaction rules of Grid Systems. Let Gy be any
membrane to be ‘dissolved’ whose parent is G j, and child membranes are Go ;1, Go j2, ----
Moving the objects in G (ay to Gox (B1) will be performed by the rules as follows.

VX € Vomv(X): (X) 2 Xouw [So0p|A]

Regarding B2 and B3, link in(M) pointed from Gy to Go, () and every link out pointed
from Go j1, Goj2, .- to Go () Will be removed by the rules as follows.

V(M>€mbrn. din(M): 1 <M 70'E [5m(M> OF ‘ 5]

n{M)
dout : out?aE [ bout o8 | d]

B4 will be performed by the following rules.

V(M) € mbrn. cp(M) :
in(M) Y in(M) . in{M) outy, iy :out op

[0 08 | outinq) ]

A rule to set o has a one-step lifetime but zero duration time.

dels : a?)\

Example 4.3. The structure in Figure 4.6 has a sequence of membranes: Gg 2, Go 3, and
Goe. Let us assume that the objects in respective membranes are multisets wa, w3, ws,
respectively. According to the rules (Algorithm-II), the following actions will be performed:
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B1 moves wa, w3, we to their respective parents so that we will be in G 3, w3 will be
in G2, wy will be in G 1, and G ¢ is empty (except the links and ¢). B2 removes
ing from Gy and B3 removes out in G4 and Go 5.

B1 further moves w3 and weg so that we will be in G2, w3 will be in G 1, and Go 3
is empty (except the links and 0). Note that, B4 is not performed in Gg g but since
the membrane has no child membranes (nothing to copy).

B1 further moves wg so that we will be in Gy 1, and G2 is empty (except the links
and ¢). B4 copies out (including its content) from Gy 3 to Gos and in5 (including
its pointer) to Go 2. (As the result, Go s becomes a child membrane of Gy .)

B4 copies out (including its content) from Goa to Go4, and ind (including their
pointers) to Gp 1. (As A result, Go4 becomes child membrane of Gy ;.) However,
it can be done to Gg 5 since Ggs has one out. Thus, B3 takes place to remove out
from Gos.

B4 copies out (including its content) from Go2 to Gos, and in5 (including their
pointers) to Go 1. (As A result, Gy 5 becomes child membrane of Gy ;.)

At this moment, only a reaction is performed that removes ¢ in global membrane.

Membranes G2, Go 3, Goe are not part of the structure anymore since they are not
accessible from Gy ;. At this point, they contain only links and §. Figure 4.6 shows the
structures before and after the arrangement.

Gop——
imn2
Gozﬁu
out
1)
ind ind )
G(LHC ) i—ﬁ ~
out out out out
0 )
ind 1nb, ind inb,
o [ JoN T an a0
out out 0? out
1) 1)
- J - J

Figure 4.6: The structures before and after performing rearrangement in Example 4.3

4.3.3 Casting the Priorities

The basic idea of casting priorities of P System II by Grid System G is to perform a
preliminary phase before the actual reactions that will detect and list the reactions rules
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that can be applied disregarding their priorities. Then, from the result every reaction can
be applied only when there is no other applicable reaction whose priority is higher than it.
Some additional objects are needed to function as flags to indicate the rules’ applicability.

Before further discussion, let us define that r; is the reaction in II whose form is:

a(ry) — Blrw) [@re) | x(ra)]

Note that, this form includes P Systems with promoters and inhibitors as well. In the case
of the original definition of P Systems ¢(r ;) and x(r(;) are considered empty multisets
(N's).

According to its definition, membrane M, has rules R,, and priority setting pm. pPm
forms a directed acyclic graph between every ¢y € Rin; pm = {(r6), 7)) | 76y, 7y € Bm}
where edge (r(;,7(;y) denotes that the priority of r(; is higher than 7y (or vy > 7).
7(;y’s related reaction rule in G is (i) and the flags for r(i) are F'(i) and E(i). F(i), E(i)
V. F(i) indicates that r(i) is not applicable and E(i) indicates that r(i) is applicable.

(
i
The set of additional rules for turning on the flags is as follows.

V7‘<l> € Ry, set<i> : F(Z) 7 E(Z)[Q(T@) ’ O’E]

The rules have zero time duration so that all these simulated reactions will be per-
formed in the same time as when their related reactions in II are being performed. To
suspend other reactions from being reacted during this phase, each reaction rule ;) should
be reacted only by defining E(j) as its promoter and be blocked by defining all E (i) of its
predecessors as its inhibitors. Given that

pred(ry) = {ru (1, 74)) € pm V () € pred(ry) A (T, 7)) € pm)}

For every r(;y € Ry of Il (which r; is in a form of a(r;) — B(ri) [@(ri) | x(r:)]), 7(j) in
G will be in a form as follows.

r(j) s alrgy) - Blrg) [$0ry) UIEGD T | x(ry)) ULEQ) [ € pred(r))} o ]

Additional rules are needed to reset E(i) back to F (i) as follows.

V(i) € {1,...,n}. res(i) : E(i) - F@i) [\| og]

Applying rules r;’s and resetting the flags are performed at the same time and over the
same duration so that there is no other time to spend for the mechanism. Note that when
the system starts each object F(i),Vi € {1,...,n}, should exist in the membrane with
which its rule is associated.

Example 4.4. In Figure 4.3 the P System has a priority setting on rg,r7 and rg so that
rg can only be applied when both rg and r7 are not applicable. The rules of a Grid System
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to simulate the P System are as follows.

rl: A - dop [N ] o]
r2: A - (Aing [X | or]
r3: AC - dop [N ] o]
rd C - Dot [N ]| o8]
r5: B oY B [A| og]

r6 C ? Cina | E6 | op ]
T C oY Bina [ET | op]
90 A > Aw B [E9 | E6ETop]
set6: F6 Y E6 [C | o]
set7: F7 Y E7T [C | o]
set8: F8 — E8 [D? | of ]
set9: F9 e E9 [A | o]
res6: E6 - F6 [\ | o]
res7: ET7 - F1 [N | or]
res8: E8 - F8 [\ | o]
res9: E9 - F9 [\ | o]

4.3.4 Conversion Algorithm

Formally, let IT = (V, p, w1, ..., Wy, (R1, p1),s ..., (Rn,y pn),i0) be a P System. A Grid System
G = (X,R, A, C’(O)) can be constructed to imitate II by defining the components of G
according to the following formulae.

The objects in X are the ones from V', dummy objects § and o, the flags in setting the
priority, and links for simulating the membranes:
E=VUuU{soctuX,uUs,
where V,{d,0},3, and X5 are disjoint sets, and:

hd EP = Ume{l_.n} U(r<i>,r<j>)epm{E<i>v F<Z>7 E<]>7 F<]>}

o Y5 = {out} UlUpyeqa.nm{in{M)}

The reaction rules in R are the modified rules from II, the rules to handle the flags,
the rules for rearranging the links, a rule to remove 9:
R=RnUR,UR;UR,,
where:

e Ry = Ume{l, o) (elryy) ;
%X(%’)UE U{E()|ry € pred(rgy)}, 1, 1, D)=
(r )O‘g |r]>6R and N = B( )}

* Ry = Ume{l,.A.,n}{set<i>(F<i> ) a(r(z)) s o, 1,0, D) - E<Z> | T<Z> S Rm}
U Uneqr,.. oy {res(EG@) ; A, o, 1,1, D)=F(i) | r(i) € Rn}



4.3. GRID SYSTEMS AND P SYSTEMS 67

* Rs = {mv(X)((X);0,A,1,0,D) = (X),,, | (X) eV}
U {din(M)(in(M) ; ; (M) OF 5,1,0, D)=0p | (M) €{2,3,....,n}}
U {dout(out ; dput op , 6 ,1,0,D) =op}
U {epM)(in{M) ; § og , outinary , 1, 0, D) =
in(M),,; in(M) outiapyiout op | (M) € {2,3,...,n}}.

e R, ={dels(o;\, A\, 1,0,D) = A}

The associations in A are for affecting the rules in their related membranes:
A= Upeqr..m {0(0), Gom), (set (i), Gon), (reset i), Gon) | ) € R}
U {(r,Gom) | 7€ Rs and m € {1,...,n}}
U {(dels,Gg)}
The initial configuration is defined as the initial configuration in II, the initial flags,
and the links connecting the membranes:
CO) = ({C%Com|m € {1,...,n}} U {C*CF}, () where
COGom — W U {F<j>|7“<j> € Ppm‘}
i) 10, ()] | (rans ) € pi}
U {out: [0, @] | (ri,rm) € p}
CO,GE =0
given that Pori = Uqay,(9)epm 170G T -
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Chapter 5

Implementation Issues

Grid Systems as a formalism has been defined firmly in terms of its syntax and semantics.
Its syntax is the rule regarding how to express the model and its semantics describes the
meaning of this model and how it will behave. In Section 3.2.6, the semantics is described
as the Evolution Algorithm of Grid Systems. By following the algorithm step by step,
the modellers can study and analyse their models. It is clear that simpler models may
be traced manually, however, in general cases the modellers might need a software tool to
run the algorithm in order to carry out more thorough analyses.

The algorithm is written as a recursive mathematical function in order to focus on its
general idea. In this chapter we will identify implementation aspects related to the model
representation and the evolution algorithm that are implemented by using a common
imperative programming language. Thus, this chapter can be used as a development
guide as well as a more detailed description of the Grid Systems. Since this chapter is not
intended as the main part of the thesis, our discussion rather relies upon intuitive ideas
based on the experiences during the development of our tool.

In the first section we will discuss the issues at a higher level in relation to the semantics
of the Grid Systems. In the second section we will discuss the issues at a lower/technical
level. In the last section we will summarize our working prototype that has been developed
to support our work in analysing the models.

Before further discussion, we will categorize Grid Systems based on their features. Our
motivation for this categorization is due to the large technical differences between these
categories when they are implemented. The categories will be named and then they will
be referred to in discussing the issues.

Firstly, we categorize them based on types of reaction rules.

e LO (Stepwise Rule) Grid Systems are the ones whose reaction rules are in forms
of (a;9,x,1,1, D) = B only. Each rule has a ‘plain arrow’ (the rate/duration takes
default value).

e L1 (0-1 Rule) Grid Systems include L0 Grid Systems and the ones whose rules
are in forms of (a;v,x, 1,0, D) = . Each rule has duration of either 0 or 1 time
unit.

e L2 (Stochastic) Grid Systems have all possible types of reaction rules in Defini-
tion 3.6.
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Grid Systems are also categorized based on the size of their grid: bounded Grid
Systems and unbounded Grid Systems. In the former classes association table A
has a finite size. The largest column/row numbers of the membrane listed in A will
be the dimension of the grid. In the latter class association table A has an infinite size.
Furthermore, Grid Systems are categorized into Grid Systems without links and Grid
Systems with links. The difference is described in Chapter 3 as the basic form and the
extended form of Grid Systems. The following are examples of some categories.

e In Section 4.1 Turing Machines are simulated by unbounded LO Grid Systems with-
out links.

e In Section 4.2 CA are defined as unbounded, L0 Grid Systems without links.
e In Section 4.3 P Systems are simulated by bounded L1 Grid Systems with links.
e The model of Case Study 1 (Chapter 6) is a bounded L2 Grid System without links.

e The model of Case Study 2 (Chapter 7) is a bounded L2 Grid System with links.

5.1 Evolution Algorithm in Detail

Recall that the Evolution Algorithm describes how the configuration of the model (the
Grid System) evolves over time. C' (k) is the configuration at time point ¢, which contains
the objects in every membrane and a list of on-going reactions: C(+™) represents the
objects in membrane m and QP represents the list of on-going reactions. C*+") contains
two multisets over objects: Awvail and Committed. The former represents the objects
that are available for the next reactions and the latter represents the objects that are
already involved in some on-going reactions. Therefore, configuration contains the model’s
dynamic entities. Besides this, there are some static entities: a list of objects ¥ and a
list of reactions rules R and the association list A. In this chapter the lists are identified
respectively as X-table, R-table and A-table. Also, Definition 3.8, assoc(m) defines the
subset of R that contains the rules associated with membrane m.

The algorithm describes the steps to be performed interactively until the termination
condition that is evaluated in Step-5 is true. At each step the procedure is performed
on each membrane m before proceeding to the next step except when determining 11
in Step-4 and evaluating the stop condition at the end of Step-5, which are respectively
performed once in each iteration. In this context we will elaborate the procedure in each
step for the current membrane m representing each membrane.

5.1.1 Step-1: to Find Reaction Candidates

Step-1 performs a computation based on Awvail. When currently Avail = X the procedure
continues to the next membrane. Otherwise, Step-1 will find Cand®™ ™ by employing
logical function applicable(r,m) (to express the property of Cand®"™). In its procedural
computation, function mult(r,m) is employed instead of applicable(r, m). For Grid Sys-
tems without links, function mult(r,m) computes the maximum applicability of r in m
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which is defined as follows.

max {|n/k] | Va € X.(a,n) C Avail N (a,k) Ca(r) N k#0}
for (Y(a,n,p) € ¥(r).a” C (Avail &™) U Commat®tm®m)))
A Y(a,n,q) € x(r).a" € (Avail &™(@m) U Committr(@m))),
0 otherwise.

mult(r,m) =

Note that, mult(r,m) > 0 implies applicable(r,m) to be true. Furthermore, Step-1 will
be expressed imperatively as follows.

1. Compute C0, a multiset over assoc(m), containing all reaction rules and their re-
spective maximum applicability.

CO0 := {(r,mult(r,m)) | r € assoc(m) and mult(r,m) > 0}

2. Mark the objects as Y4c ficit when they are required in C'0 more than their availability
in Avail.

Ydeficit == {a | © < j where (a,i) C Avail and (a,j) C a(C0)}
Note that, as in Evolution Algorithm, a(C0) =, 5)eco s - @(r)

3. Separate C0 into Cn and Cd. Cn will contain the rules which are involved in non-
determinism and C'd will contain the rest.

Cn :={(r,s) | (r,s) € COand I((a,n) C a(r) A a€ Zaeficit)}
Cd =C0\Cn

4. Resolve non-determinism in Cn by a stochastic rule selection adapted from Gille-
spie’s SSA and the selected rules will be in Cs. This is an iterative process of
computing propensities of each rule in C'n and randomly taking one out from Cn
and granting the objects to be its reactants, until there are no more available objects
that can be the reactants of the rest.

e Define the propensity function H(r, A) for reaction rule r, and multiset A (over
Q) is as follows:

H(r, A) = rate(r) - H C(n, k), where C(n, k) = k:'(nnlk)'
(a* C a(r))
A (a" C A)

Recall that C'(n,k) = 0 when n < k. This implies H(r, A) be 0. Therefore, r
could be removed from Cn to reduce the number of iterations when for (a* C
a(r)) A (a" C A), condition n < k is held.
o Initialization:
Cs:= A
A = Avail
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e Given that {ry,ro,...,rn} is the set of different rules in Cn, H(r, A) is the
propensity function of rule r by considering available objects A, and P[0..N]
is an array of real numbers. The following operations are to be performed
iteratively after changing A:

P[0} =0

(Vie{l,..,N}).P[i] == Pli — 1]+ H(r;, A)
if (P[N] > 0.0)

then

t := P[N]- X, where X ~ U[0,1] (X is a uniformly distrib. RV)
s =k — 1 where Plk — 1] <t < PIk]
A=A\ afry)
Cs:=CsU(rs1)
else
return

endif
5. Cand := CdU C's will be the result of Step-1.

For Grid Systems with links, function mult(r, m) and the procedures described above
need to be more sophisticated in order to evaluate related objects to each rule by consid-
ering the possibilities as follows:

e (a:n,k) C a(r) where 7 is a pointer

e (a:p, k) C a(r) where p is a link

o (a:m,n,q) C (¢(r) Ux(r)) where n is a pointer

e (a:p,n,q) C (¢(r)Ux(r)) where p is a link

o (a:m,n,q) C (¢(r) Ux(r)) where n is a pointer and ¢ is a link
e (a:p,n,q) C (¢Y(r)Ux(r)) where p and ¢ are links

The evaluations are in accordance with the discussion to modify the Evolution Algorithm
in Section 3.3.2.

5.1.2 Step-2: to Commit Objects as Reactants

Step-2 changes states of objects that are taken as reactants of each reaction in C'and from
‘available’ to ‘committed’. The task can be simply embedded in Step-1 when the contents
of Cd and C's are merged into C'and.

5.1.3 Step-3: to Add New On-going Reactions to {2-table

This step creates the new entries representing on-going reactions into 2-table. The source
of the task is the contents of Cand of every membrane m. For L0 Grid Systems, elapse(r)
is ignorable since all those reactions will terminate in the next step. For L1 Grid Systems,
elapse(r) will return either 0 or 1 according to the duration of rule r. For L2 Grid Systems,
elapse(r) will return the duration of » when r is a deterministic duration time rule.
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When r has an exponentially distributed duration time, by using the inverse method,
elapse(r) can be defined as follows.

elapsed(r) = —duration(r) In X where X ~ U[0,1] (X is a uniformly distrib. RV).

For (r,n) € Cand where n > 1, each one reaction of r is likely to have different values
of elapsed(r). Therefore, each one should be put as one entry in the Q-table. For Grid
Systems with links, replication as described in Section 3.3.2 should be performed and
selected pointers should be attached in its respective entry in 2-table. As for elapsed(r),
this should be performed for every one when n > 1.

5.1.4 Step-4: to Get the Earliest Reactions to Terminate

For LO Grid Systems all entries in 2-table will terminate at the same time therefore this
task is trivial. For L1 Grid System, at every time point tx, they are reactions that will
terminate either at ¢y or at tx + 1. We could simply use two subsets of €2 for each time
respectively. When there is no rule to terminate at ¢; then take from t; + 1. For L2
the task could be performed more efficiently by using a priority queue (heap tree) data
structure for Q-table. Such a data structure makes it possible to insert and remove entries
in logarithmic time. This is important when the number of on-going reactions is huge.

5.1.5 Step-5: to give Products and to Remove Reactants
Let us revisit the expression to change Avail in Step-5 as follows.

Availte+1m) — m(tk,m)

N {Um’EG {U(a,n,meﬁ(F“kH’m’>>,7r<p,mf>:m “n}}

This expression is intentionally written like this due to its mathematical purpose (as a
function of many entities). When it is translated into imperative expressions, Avail in
the current membrane m is updated by scanning every membrane which has products in
m. This will be more efficient when the products are sent from the membrane where the
reaction is taking place to the destined membranes, as the following imperative tasks.

(V(r,k) € F(™).(Y(a,n,p) C B(r)).
Avail ™) = Avail™) U a™* where 7 (p, m)=m' and m' € G

5.2 Technical Considerations in the Implementation

We will discuss some strategies in the real implementation of the software tool for Grid
Systems. We start by considering what and how the data structures used by the software
will be useful. Then, we will focus on some problems related to real conditions in com-
puting systems. At the end, we will discuss the possible optimisation that will be useful
when the software is implemented on a multi-core architecture, like GPUs.

5.2.1 Bounded and Unbounded Grids

By considering the models which have the number of membranes is uncertain, grid systems
enable us to define a model with infinite grid dimensions. Syntactically, this infinity is
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defined by A-table. In its implementation this could be handled by the dynamic allocation
memory strategy for the membranes. Initially, the membranes are allocated for the ones
whose initial objects are in them. The next allocation will be performed when there is at
least one product to be put in the membrane. This is possible since in Grid Systems it is
defined that the reactions can only take reactants from the membrane where the reaction
is taking place.

However, it may be preferable to implement bounded Grid Systems rather than un-
bounded Grid Systems. This is related to the fact that in actual population models the
size of the grid is normally certain. Furthermore, the implementation of the bounded Grid
Systems may reduce the computation cost for checking the availability of membranes since
the membranes is pre-allocated.

5.2.2 Internal Model Representation and Scalability

To optimize the performance of the computation it would be better to represent the objects
in Y-table, the rules in R-table as their entry numbers in the table. This will reduce the
need for string-based searching in the tables. The most efficient string-based searching
needs O(lg N) time, whereas by using their indices it needs O(1) time.

As a consequence, the objects in each rule should also be represented by object numbers
and the rules in the A-table and -table should also be represented by rule numbers.
However, those are just internal representations. In monitoring the current state of the
systems, a module for converting back the numbers into their original identification should
be implemented. Besides this, during loading the model, a module should be implemented
to convert the model to such an internal representation.

In its internal representation, Awail and Commit will be represented by arrays of
integers of the length Ny (for Ny = |X|). L(m,p) will be represented as a dynamic
length array (vectors in Java) or linked lists for each link p. Rule’s components, «, [, 1,
and y, can be represented by associated arrays whose elements contain (object number,
multiplicity, spatial information, link information).

Scalability of the tool will rely on the parts of CY:

e The number of bytes for each object in Avail and Commit: If the effective number
of membranes is N¢, the number of object is Ny, and Np is the number of bytes,
and the memory space for the objects for all membranes is 2 x Ng x Ng x Nx.
For instance, a 4-byte, 100-object, 1000 x 1000-membrane model requires | 1GByte
excluding the space for L(m,p).

e The largest 2-table can be handled at once: Note that the Evolution Algorithm
is based on the Breadth First Search (BFS) algorithm, so that for some cases the
number of on-going reactions can explode. Therefore, an 2-table should be imple-
mented using dynamic length arrays so that the length can be extended whenever
it is needed. However, the size of one entry is quite small (~ 5 bytes) so that the
Q-table can be extended to be as large as the memory can handle. For instance,
current personal computers can provide several GBytes of memory for a running
process, and each GByte can be used for 200 million entries of Q-table.
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5.2.3 Timing Resolution

For LO and L1 Grid Systems the time is already quantified, whereas in L2 Grid Systems
the time is real. Therefore in this part we discuss only L2 Grid Systems. In practical cases
of highly accurate time computation, every on-going reaction could be timely unique so
that it should be handled as one entry in {2-table. This situation will explode the size of
-table and result in a high computation cost. Furthermore, in each time of iteration of
the algorithm there could be one reaction at a unique time to terminate which causes the
performance of the tool to be suffered.

Since in some practical cases the time accuracy may be compromised to some extent,
the tool should enable the modeller to set up the time accuracy of the model. By lesser
accuracy, firstly, there could be some number of reactions can be recorded one entry in -
table with multiplicity more than one. Thus, this will reduce the size of Q2-table. Secondly,
the number of reactions to terminate at one time will increase, so they can be handled
in one time of iteration, and when the tool is implemented in parallel it will increase the
performance of the tool.

The time accuracy is defined by a time interval ¢ in which the time will be rounded
down. In its implementation, & will be used in computing elapse(r) as follows.

elapsed(r) = [ (—duration(r)In X) /|0

5.2.4 Handling Propensity Computation

In computing propensities we need a trick to handle big numbers of C(n, k). We propose
that the computations are performed in the log domain. Therefore, instead of computing
H(r,A) we compute log(H(r,A)). In this domain we are working with additional real
numbers as follows.

log(H (r, A)) = log(rate(r)) + > log(C(n, k))
(a* C a(r))
A (a" C A)

It is already shown in Section 5.1.1, if Ja, (a* C a(r)) A (a® C A).n < k implies that
H(r, A) = 0. Thus, the following is the computation for n > k.

log(C(n,k)) = log <k'(nnlk)'

= log(n!) —log(k!) — log((n — k)!)
= S log(i) — Y08 log (i) — S°7y log (i)

Furthermore, by defining a lookup table SLog[t] = Zle log(i) (which can be precomputed
in the beginning as SLog|[t] = log(t) + SLog[t — 1], for ¢ > 1 and SLog[1] = 0), we get the
following a less-computation function:

log(C(n, k)) = SLog[n| — SLog[k] — SLog[n — k], for n >k

Thus, by an exponentiation we can get H(r, A) back. However, this can still possibly pro-
duce big numbers. To avoid this, we suggest the normalization of H(r, A)’s by subtracting
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each H(r, A) by Max = max;{log(H (r;, A))} so that

H(r,A)
max;{H(r;, A)}
The use of normalized propensities can be continued in the selection task because the task
needs only their proportions in making the ranges (P[k — 1], P[k]).

exp (log(H(r, A) — Max) = € [0,1]

5.2.5 Special Handling for External Events

As described in Section 3.4, an external event is a reaction that will be activated from
t = 0 to produce an object at time d (d is the duration of the rule) where the produced
object will trigger the actual reaction of the event. The actual reaction of the event is
defined as one rule that is associated to the Global Membrane. However, each reaction to
produce the trigger will be defined as one rule respectively; it will only be used once in
a whole simulation. For a model which has many such external events, this will result in
an unnecessary situation: a very long R-table but most of the contents are used once. We
recommend treating the rules from the events differently, as follows. The ordinary rules
are placed in the lowest indices of R-table, and they are followed by the rules from events
that are placed decreasingly by the time d. The table can be compacted by removing the
entries in R-table that have already been ‘executed’ and by removing their related entries
in A-table of Global Membrane. This will reduce the time needed for Step-1 of Evolution
Algorithm as well as the memory space for unused entries of A-table and R-table.

5.2.6 Model Scripting and Interpreting

Besides the syntax of Grid System described in Section 3.2 and 3.3, we propose an ex-
tension of this in order to shorten the scripting of the model, as described in Section 3.4.
To facilitate this, an interpreter should also be developed to translate the model script
into the model according to its basic syntax. There are two possible recommendations for
scripting the format for the model: textual and XML-tagged format. The former is useful
in writing the model by using ordinary text editors, and the latter is useful when the GUI
based model editor is available.
The model should consist of several parts:

e Set of Objects. For example:
> ={A,B,C,D,E,F}

e List of Constants and their values that are literals of numbers/strings or simple
arithmetic expressions of other numbers/strings/constants. For example:

nrow =50
maxrate = 10

e List of Regions and their contents that are respectively a set of membranes or ex-
pressions of set operations over other regions. For example:
regl ={..}
reg2 = rectangle[ra, ca,rb, cb]
regK = (regAUregB) \ regC
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e List of Rules and/or Rule Templates. For example:
pl(al; 1, x1,r1,dl, M) = f1

V(XY € L. p(X)(@(X): (X}, x(X),r(X), d(X), M) = B(X)

e Set of associations where each element describe an association between a rule and
either membrane or a region. For example:

A={(pl,71),(p2,72),...(p1,regl), (p2,reg2), ...}

e Initial objects in terms of multisets and a membrane or a region. Note that, declaring
initial objects in a region implies that the objects will be multiplied in each membrane
of this region. For example:

le — pl
CmQ — P2
5reg1 — pl
Creg2 — p2

e List of external events (if any) which are respectively pairs (rule id,time). For ex-
ample:

E={(p1,11), (p2,20)}

In addition to this, what and how the output should be produced by the tool should be
described in the script, too. It will be further described in the next section.

5.2.7 Output Presentation Format

Internally the configuration in Grid Systems is represented as multisets over objects. In
order to observe the dynamics in simulating the system a visualization tool is needed. The
kind of data visualisation depends on our specific need. However, from our experience in
working with the case studies and some general computation models we have several
visualisation schemes as listed in the following list.

e As plain multisets of each membranes for visual inspection. This is suitable when
the number of membranes and the number of objects to be observed are small.

e As CSV (comma separated values) to be easily read by other software. This is
more suitable for a large number of objects/membranes which needs software for
analysing/visualising the output.

e As an animation. This is suitable for the observation of the spatial behaviour of
the model. For the models with less computation, the output can be directly dis-
played and for the ones with a heavier computation the animation can be dumped
periodically so that they can be replayed later.
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5.2.8 Parallel Implementation Issues

In the discussion Section 5.1 we assume that the membranes are processed serially. How-
ever, the Evolution Algorithm takes advantage of the parallelism property of Grid Systems
so that each membrane can be processed simultaneously, except when the processes should
follow a common timing. The common timing controller (determining ¢ in Step-4) and
the stop condition checker (end of Step-5) are handled by the master process, and each
membrane will be handled by a slave process.

Moreover, the 2-table can be distributed from the very beginning to each membrane so
that no membrane-id m is needed to be saved in the 2-table of membrane m. It is possible
to implement the objects in the membrane (as multisets Avail and Commit) as local data
for the slave process respectively, as well as providing services to other membranes. The
services:

e query its local objects in checking promoters and inhibitors of the rules in other
membranes (Step-1);

e accept products of the rule from other membranes (Step-5); and

e answer the query from the master process about the time of the earliest reaction in
its (2-table.

Previously we discussed that in unbounded Grid Systems the actual membranes are
created when an ‘initially-empty membrane’ will accept the products of a reaction. For
this case a slave process will also be instantiated to manage this newly created membrane.

5.3 Owur Working Prototype

In this part we will describe the tool that we have developed according to the ideas in the
previous parts. Up to this time, our tool is still in the category L3, bounded Grid Systems
with links. Therefore, the only feature that is not implemented yet is the unbounded Grid
Systems whose functionalities are enough for our researches. However, since the tool is
still a working prototype, its performance could be further optimized. In this chapter this
prototype is reported as an illustration for the previous sections.

5.3.1 Development Platform

The tool was developed using the Java language and by using Net Bean IDE as its de-
velopment tool. The latest version of the tool was updated to Java 7.6 and Net Beans
IDE 7.4. In order to ease in writing the model and visualising the output, a GUI-based
modelling module was also developed by using JSwing, for the interface, and AW, for
the graphical output. The modelling module provides the interface for directly controlling
the functionality of the simulation module and visualising the output so that the models
can be instantly evaluated and analysed. The model can be written in the storage as the
XML tagged files and be reloaded to the memory for analysing. The routines for read-
ing/writing are developed by using org.w3c.dom and javax.xml packages. The graphical
output module enables us to dump the output on the screen as PNG images.
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5.3.2 Simulation Engine

The engine is the module that runs the Evolution Algorithm. Therefore, the idea of
the engine has been described in detail in previous sections in this chapter. As it is
implemented in Java language, the module is coded to have some classes and the class
diagram of major classes is shown in Figure 5.1 and its sequence diagram is shown in
Figure 5.2.

The main class of the engine is GridSystems. The mechanism will be roughly described
as follows. The engine loads the model into ObjectTable, RuleTable, and RuleAssociation,
and the initial objects into the Mebrane. Then, the method simulate() in Configuration
is driven to perform the master process of the simulation. The slave processes are per-
formed in each membrane. Note that, this prototype still runs sequentially, so that one
slave process is performed at a time. The slave process drives the method getNextReac-
tions() in Omegalist to perform Step-1 (producing Cand) and methods in MultisetObjects
to perform Step-2 (updating Avail and Commit). After that, the master process in Con-
figuration increases the time to the earliest time of on-going reactions to finish and drives
the membranes to ‘execute’ the terminated reactions by producing the reaction products
and removing committed reactants.

Configuration Grid Systems

+simulate () +main ()

I

Rule Association

+lookup()
MultisetObjects Membrane Omegalist RuleTable
+addDbject.5 v +getNextReactions () - »
+removeObjecta () +fetchi) o
| +addList ()
OmegaCandidates TransitionRule
+products: MultisetRuleCbjects
+add () L_l]+reactants: MultisetObjects
+Inhibitors: MultisetRuleCbject
+Promoters: MultisetRuleObjects
+getProducts()
Omega
+ruleNo: int
+finishTime: double
+execute ()
MultisetRuleObjects

>
ObjectTable |

Figure 5.1: Class diagram of the simulation engine

5.3.3 An IDE for Model Development

The input of the engine can be written by using an ordinary text editor. In order to ease
this modelling work, an integrated development environment (IDE) for writing the model
is developed. This contains several modules as follows.
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Figure 5.2: Sequence diagram of the simulation engine

The main screen of IDE contains the list of models that are already in the repository.
The modellers can load a model for editing or running, or save the currently being
edited model. The screen also shows the summary of the model being edited and
exports the model’s rules to a text for being inserted in a IATgXfile. From this screen
the modeller can initiate a new model, too. Figure 5.3(a) shows a screen-shot of this
screen.

Objects, constants and regions are the next thing to be defined in writing a model.
The second screen shows the lists of them and the buttons for maintaining (adding,
deleting, ...) the lists. In defining a rule template its variables need the ranges and
in this screen the ranges can be defined. Figure 5.3(b) shows a screen-shot of this
screen.

The special screen will be shown when the editing button is pressed (in the third
screen) and the screen will show the grid where a region can be defined interactively.
Figure 5.5(a) shows a screen-shot of this screen.

The third screen shows the list of rules (and/or rule templates) that are already
defined. The screen also shows the rules that are represented by a template to
help the modeller in examining the actual rules that are made from the template.
Figure 5.4(a) shows a screen-shot of this screen.

Editing a rule or creating a new rule will open another screen for entering the rule’s
parameters. Figure 5.5(c) shows a screen-shot of this screen.

The fourth screen shows the initial configuration and the buttons to add a new
element of edit to the existing elements. The configuration consists of multisets of
membranes or multisets of regions. A multiset of a region implies that the multiset
is replicated in each membrane of that region. Besides this, the links can be placed
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initially in the model along with their pointers. Figure 5.4(b) shows a screen-shot of
this screen.

e When the editing link button is pushed (in the fourth screen) a special screen for
defining links and the pointer will be shown. Figure 5.5(b) shows a screen-shot of
this screen.

e The fifth screen of the IDE shows the interface for running the simulation and
presenting the output. The screen will be reported in the next section.

5.3.4 Output Presentation Modules

The simulation itself will be embedded in each module of the presentation. There are four
different ways for presenting the output that were created in our prototype, as follows.

e The textual output is shown on a window and can be saved as a file. The output
contains lines and each line represents the objects in every membrane in terms of
multisets at a point in time. Figure 5.6(b) shows the screen-shot of an example of
the charts. There is an option to present the output as CSVs as the input for other
analytical tools.

e The growth charts of some populations of objects are plotted, according to the time
line, in a real-time manner on a window and then the chart can be exported to a
TikZ (IATEX) text file. Figure 5.6(c) shows the screen-shot of an example of the
charts.

e Real-time animation shows the population (also the links) being distributed dynami-
cally over the space. When it is needed, the images can be dumped repetitively after
a time interval creating a sequence of images that can be put together as an ani-
mated file. Figure 5.7 shows the screen-shots of the screen for entering the animation
parameters and the screen of animations.

e A step-by-step tracer enables the modeller to trace how the model that is being de-
veloped will evolve. By using this presentation, each rule can be verified individually
or together with several other rules. We can inspect also the contents of the indi-
vidual membrane and verifies the stochasticity of in a non-deterministic situation.
Figure 5.8(a) shows the controlling screen of the tracer and Figure 5.8(b) shows the
configuration inside a membrane.

5.3.5 XML File Structure

As an XML file, the model description is the data framed by a pair of tags and preceded
by a line of XML metadata. The detail of the file syntax/structure will be described in a
separate documentation. The following one is just the outline of the structure.

<?xml version="1.0" encoding="UTF-8" standalone="no"7>
<gridsystem title="the tile of the model">

</gridsystem>
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The description consists of several parts:

e The Aliases Part defines the regions, ranges, and constants.

<aliases>

</aliases>
e The Objects Part lists all objects and their description if any.

<objectlist>
<object id="..." desc="..."/>

</objectlist>

e The Rules Part lists the rules/templates, and each rule/template is defined by their
components and to which membranes/regions are associated.

<rulelist>
<rule id="..." rate="..." duration="... ">
<reactants> .... </reactants>
<products> .... </products>
<promoters> .... </promoters>
<inhibitors> .... </inhibitors>
<associations>... </associations>
</rule>
</rulelist>

e The Configuration Part lists the initial links and objects in each membrane/region.
<configuration>
</configuration>

e The Simulation part contains additional information needed for running the simu-
lations: the limits of the iteration, the objects that needed to be reported, and the
colour of the objects that will be used in its animation/chart, and so on.
<simulation>
</simulation>

Note that, the complete syntax for writing the model will be described in Tool’s Doc-

umentation.
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. Grid System Description Editor 0 T _— -

J GenefalT Objects n Ranges T Trans. Rules T Init. State T Simulation

Your Collection Title Serengeti Seasonal Migration (with Adaptable Path) Verk K26

File name |
randomwalkxml Author Suryana Setiawan

wombat2.xm|
Sudokuxml
wolfram.xml
dining.xml
conwayGOL3 xml

roundofgalfxmi Description { ShowiEdit J L Generate LaTEX J
diazxml

conwayGOL4.xml Grid Dimension

migrate 1.xml i R 50 MJ
| baruxml
einsteind.xm|
ants xml
ants2.xmi Number of Objects: 26

| bubblesortxml Number of Rules: 20
serengeliwapaint 1.xmi Number of Actual Rules: 733
serengetiwapath10C.xml
serengetiwapath10D.xml Mumber of Events: 0
serengetiwapath10Axml Number of variation Ranges: 5
serengetiwapath12.xml
serengetiG12xml
serengetik19.xml Mumber of Regions: 10
serengetik22 xml
serengetik23.xml
serengetik24 xml
serengetik25 xml
serengetik: mi
| turingss.xml
circularca.xmi
rule110.xml
langton xml
PSystem1.xml

PSystem2xml [{

Add Current 1 ( Remove

Institution IIST-UNU, Macau SAR — DI Unipi, Italy

Summary

Number of Constants: 15

New { Load other. Jl Save as J Save |(urrentﬁe:serﬂngeﬁ!26.xml |EJ[ Close J

(a) profiling models

. Grid System Description Editor T _— -
General | Objects n RaﬂgesT Trans. Rules T Init. State T Simulation }
Objects Ci
Objectld | Description | Constant ID | Expression |
Lat- ATTIET STETTyIT JUTevers i W 5] ]
Ax Dummy object to reduce C - {5}
BO Animal strength at level-0 di [-1.0,1.1.1,-1,0.1]
B1 Animal strength at level-1 di... [4‘*‘{ 0011 1
= e 100, 100, 30, 100, 100, 100, 20]
LI bR 8 B2 e [Mgoro2, West, Center, East, Mara, ...
B4 Animal strength at level-4 di... grratescs, x=1, .7 [1,1,15,1,1,1,15]
= o deathratealone<x=, x=0, .9 05,035,021, 015,011, 0.07, 00
= e deathratesx=, x=0, .9 [0.050, 0.035, 0,021, 0.015, 0011,
= An”'ma‘ Stre”gm aneve{s d' ustages<x=, x=0,...9 [A1, A2, A3, Ad, A5, AB, AT, AB, AQ, AG]
| B e o eE dstages=iz, x=0,...9 [AD, AD, A1, A2, A3, A4, AS, A6, A7, AB]
= An”""a‘ Ere”f i h bstages<xs, x=1,..,9 [AQ, AD, AD, A1, A2, A3, Ad, AS, AB]
INEECOIRES feedrate=x=, x=0, .9 [1,2, 4, 8,8 10,15, 20, 16, 0.1]
G Grass ¥ . b
| Add a new Object Add a Mew Constant
Regions Ranges
Region Id | Components Var. Id | values
Boundary [25,9] U [13,15] U [5,19] U [1,1.. directions {12,3456,78}
Ngoro2 Reci(27,45,36,46) U Rect(29,... declev {1.234556,78,910}
West Reci(32,20,43,20) U Rect(31,... region {1.23456,7}
NorthWest Rect{12,22 13,27) U Rect(11, healthstages {6,789}
Mara [7.24] U Rect(2,25,8 26) U Re. stages {0,1,23,4567,89}
East Rect(21,33,25,39) U Rect(12,
Center Rect(31,22,32,22) U Rect(28,...
| initloc Rect(28,44,28,47) U Rect{27,...
CenterWest Reci(23,22,29,22) U Rect(25,...
movingspace reg(West) U reg(Ngoro2) Ure..
r— Add a New Range
Add a New Region
MNew { Load other. J l Save as J Save |(urm|tﬁ=§erl§.jelﬂ(26.xm| | ? l Close J

(b) defining objects, constants and regions

Figure 5.3: Screenshots of the user interfaces for editing a model (Profiling and Model
Elements)
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[ General T Objects n Ranges TTrans_RuJes T Init. State T Simulation ]
Rule ID | Description | Enab. |
DeathByNatural<8> | Death becaus ] Ayl = Geathbyiisiah=s:,
DeathByPredator= . Death because of ]
DecreaseCounter  Just decreasing ¢ [} Reactants: (A=8=1)
FeedDigesting=S= [}
FeedFasting=s=> Unable of feeding ... [} Products: (Ax1)
FeedGaining=S= Consume the grass [Z]
GivingBirth=5> Giving birth only at [} Promoters: (C.Mnp)
GrassGrowing=R= RootR produces (]
GrassReady [} Inhibitors:
MoveAloneRand1... A moves randomly... [Z]
MoveAloneRand2... A moves randomly... [} Rate: | deathrate<S=/3 Duration: 0
MoveByPath=S> Jjust move followin.. [Z] Deterministic
MoveToGrass3<X. Move randomly to [}
MoveToGrass6<X Move randomly to (5] . .
MoveToGrass9<X..  Move randamly to (5] Variables: <8=In stages
MoveTolLessDens... A moves toless d.. [Z]
MoveToMoreDens... A moves to more d.. [Z] v
Add a New Rule ‘ ‘
Actual Rules
Id | Reactants | Products | Promoters Inhibitars | Rate | Duration | Exp | Assoc
DeathByNatur . (A0,1) (Ax1) (C5) 0.016666666 00 false maovingspace
DeathByNatur. . (A1,1) (Ax1) (C5) 0.011666666 00 false movingspace
DeathByNatur... (A2,1) (Ax1) (C.5) 0.007 0.0 false movingspace
DeathByMNatur... (A3,1) (Ax1) (C5) 0.005 0.0 false movingspace
DeathByNatur... (A4,1) (Ax1) (C.5) 0.003666666... 0.0 false movingspace
DeathByNatur.. (A5,1) (A1) (C5) 0.0026B6666. 0.0 false movingspace
DeathByNatur . (A5,1) (Ax 1) (C5) 0.002 00 false maovingspace
DeathByNatur. . (A7,1) (Ax1) (C5) 0.001333333 00 false movingspace
DeathByNatur... (A8,1) (Ax,1) (C.5) 0.001 0.0 false maovingspace
DeathByMNatur... (A9,1) (Ax,1) (C,5) 6.666666666... 0.0 false movingspace
MNew { Load other... J { Save as... J Save |Curru|tﬁe:seru|geﬁlzﬁ.xnﬂ ‘ ? l Close J
(a) defining rules/templates
. Grid System Description Editor - - - =]
[ General T Objects n Ranges T Trans. Rules T Init. SmeT Simulation ]
Scenarios External Event Rules Initial Objects
Id | Desc Event Rule Id | Description Location | Objects
default default configura Rain1 Light rain Envir. (T1)
Rain2 Heavy rain Reg (Water) (W,800)(A,400)(E,200...
TempDwn1 Lighttemperature dro.. Rea (Boundary) (Z1)
TempDwn2 Heavy temperature dr...
TempUp1 Lighttemperature rai
TempUp2 Heavy temperature ra
Delete Add Delete Add
Initial Links Scheduled External Events
ki | Links Event Rule Id | Time to occur
TempDwn1 62 :
TempUp1 64
TempDwn2 65
TempDwn1 67
TempDwn1 68
TempUp1 69 )
TempUp1 71
TempUp1 72
TempUp1 73
TempUp1 74
TempDwn2 75 -
TempDwn2 76 A\
— r— — Add
== = =
New { Load other. J { Save as J Save |(llrrultﬂe:nnmlm-ihl.xui ‘ ? L Close J

(b) creating initial objects

Figure 5.4: Screenshots of the user interfaces for editing a model (Rules and Initial Objects)



5.3. OUR WORKING PROTOTYPE

woone3Y98GEEE

Just move following the path except a lot of grass inits
place

(c) editing the rule

Figure 5.5: Screenshots of the user interfaces for editing component of the model
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Grid System Description Editor [E=REEE
General | Objects n Ranges | Trans. Rules | Init State | Simulation

Simulation will run with time slice size of 0.00100, then when the progress is shown it will be shown by time.

Starting from 0.0, then for every 0.25, and stop after time 190.0 or after iteration 1000000 Edit parameter

Growth | Animation | Trace Reactions

Tabular Output Obiects to be Observed
el (@EE LR Objects Location Aggridet Line Color
© Tabular Column Separator Tab  + A Region MovingSpa.. aggregated yellow
1 Region Water aggregated blue
Y] printevery progress step E Region Water aggregated red
o~ & w Region Water aggregated cyan
Sortcolumns by () Location () Asin the list T oot ol e magenta
O ObjectD

| Run this simulation |

Growth Chart Output
Background color  black ~
Grid Line color dakgryy -

Charts Maxheight  [2000

[ Letthe S compute the max height
| Runthis simutation |

| MDown | [ wuUp || Add || Delete |

| Mew | | Loadommer. || saveas. || Save | currentfile: newmosquitoxml (2] close |

(a) setting visualisation parameters

n SE——
File
(A,400,riMovingSpace))(l, 1000, r{Water))(E, 2000, riWater))(W, 800 r(Water))(T,1,[E]) -

(A 428 r(MovingSpace))(l, 957 r(Water))(E, 1927 r(Water))(W, 794 r(Water))(T,1,[E])
(A 454 riMovingSpace))(l, 930 riWater))(E, 1871, r(Water))(W 794 riVater))(T,1,[E])
(A 476 riMovingSpace))(l, 896 riWater))(E, 1809, r(Water))(W 791, riWater))(T,1,[E]}
(A488 riMovingSpace))(, 873 r(Water))(E, 1789, r(Water))(W 788 riWater))(T,1,[E]}
(A,502 r(MovingSpace))(l, 850, r(Water))(E, 1734 r(Water))(W 785, r(Water))(T,1,[E])
(A,520 r(MovingSpace))(l,836, r(Water))(E, 1665, r(Water))(W 779, r(Water))(T,1,[E])
(A540 riMavingSpace))(l, 804 riWater))(E, 1614, r(Water))(W 779 riWater))(T,1,[E]}
(A,551 riMovingSpace))(1, 790 r(Water))(E, 1562, r(Water))(W 776, r(Water))(T,1,[E])
(A567 riMovingSpace))(l, 766, r(Water))(E, 1520, r(Water))(W 770, r(Water))(T,1,[E]}
(A578 r(MovingSpace))(l, 749, r(Water))(E, 1479 r(Water))(W 761, r(Water))(T,1,[E])
(A587 r(MovingSpace))(l, 736, r(Water))(E, 1436 r(Water))(W 761, r(Water))(T,1,[E])
(A,591 riMovingSpace))(, 719 riWater))(E, 1393, r(Water))(W 752 riWater))(T,1,[E]}
(A,602 riMovingSpace))(l,698 riWater))(E, 1352, r(Water))(W, 749, riWater))(T,1,[E]}
(A, 608 r(MovingSpace))(l, 676, r(Water))(E, 1314 r(Water))(W, 740 r(Water))(T,1,[E])
(A,619 r(MovingSpace))(l, 645, r(Water))(E, 1276, r(Water))(W 737 r(Water))(T,1,[E])
(A,630 riMovingSpace))(l, 620 riWater))(E, 1247 r(Water))(W 728 riWater))(T,1,[E]}
(A,638 riMovingSpace))(l, 611 r(Water))(E, 1208, r(Water))(W 716, riWater))(T,1,[E])
(A, 649 riMovingSpace))(1,590 r(Water))(E, 1171, r(Water))(W 710, riWater))(T,1,[E]}
| (A,655 r(MovingSpace))(l, 576, r(Water))(E, 1141, r(Water))(W 707 r(Water))(T,1,[E]}
(AB70 r(MovingSpace))(l, 553, r(Water))(E, 1095 r(Water))(W, 704, r(Water))(T,1,[E])
(A 680 riMovingSpace))(l, 534 riWater))(E, 1058, r(Water))(W 701, riWater))(T,1,[E]}
(A,692 riMovingSpace))(l, 516 r(Water))(E, 1042 r(Water))(W 698 riWater))(T,1,[E]} e

(b) Textual output as multisets
p— . =

_[ Bnunnarﬂ Grid Size | Colors | Multiple Running | Export

Left -5.0 Right | 190.0 Bottom |-600.0 Top  12000.0 | Redraw | [ close |

(c) Output as charts

Figure 5.6: Screenshots of the user interfaces visualising the population growth
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Grid System Description Editor

= ]

General | Objects n Ranges | Trans. Rules | int. State | Simulation

Simulation will run with time slice size of 0.01000, then when the progress is shown it will be shown by time:

Starting fram 0.0, then for every 0.1, and stap after time 1000.0 or after iteration 5000000

Growth | Animation | Trace Reactions

Edit parameter

Objectld | DivFactor | Color | Format | shown |
AD
A1

Max occurence
Color red -

Format Solid Scaled Block  ~

Set

Ax 1 red Dithered
Frame capturing? [ Yes

Inter frame interval
Configuration dumping? (] Yes
Inter frame interval
Prefix for filename:

white Dithered S ety

B
100 areen Solid Graded

FODEEO0O0O0O0OD0REOOOO0O00000

1 light gray Solid Graded

Run this simulation |

Mew Loadother.. | | Saveas.. | | Save | |currentfile: serengetik6.xmi

2 [ olose

(a) setting animation parameters

e e e —

Close |

| Pause

Restart |
Save conf |
Loadconf |
RuleFreg |
Population |

Show Links

00 10

Maximize |

&}
Zout Zin

Q

slow fast

Time: 0.58

Iter: 1623900

(b) controlling the animation

e e e e —

Close |

Pause

Restat |
Saveconf |

Load conf |
Rule Freq |
Population |

Hide Links |
O
00 10

Waximize |

©
Zout Zin

©

slow fast

Time: 058

Iter: 1523900

(c¢) showing the links

Figure 5.7: Screenshots of the user interfaces for animating the output
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General | Objects n Ranges | Trans. Rules | init state | Simulation |

Simulation will run with time slice size of 0.01000, then when the progress is shown it will be shown by time.

Starting fram 0.0, then for every 0.1, and stop afier time 1000.0 or after iteration 5000000

Edit parameter

Growth | Animation | Trace Reaclions
Restart Current fteration: Current Time  0.0000 Run until interation 0

Membrane | Available objects | Commited objects

0,0 @1 i
.11 an

0.2] zn

103] @

10.4] @1

[0.5] @1

[0.8] an

0.7 @1

10.8] @

109] zn

10,10] @1 %

Activate S

Reaction will last at | Membrane | Rule | #

0.000 [4.27] GrassGrowings 1 N
0.000 6,29] GrassGrowings 1

0.000 [27 45] Resting? 1

0.000 [27 45) Restingd 1

0.000 [28,44) DeathByNatural2 1

0.000 [28,47] Restings 1

0.000 [27,45] Restingd 1

0.000 128,47 Restingd 1

0.000 128,47] Resting? 1

0.000 128,47 Restingd 1 v

ExecEarliest Ones

=)

Loadother. | | Saveas | | Save | current file: serengetiauml

| (2] (Ccwse |

(a) controlling the tracer

- s I

==

Tracing next reaction in Available Links: Available objects:

[26,34] Link id | Destination | Weight Id | Avail | cCommit.. |
path [25,35] 0.0092 AD 0 1 l\
Step 1: get all posible rules to be applied path [25,34] 0.0097 Ad 0 1
| Step 2- identify conlicted rules path 125,33] 0.0098 AB 0 5
. path [26,33] 0.0375 AT 0 4
Step 3: Perform stochastic selection decision path [26,35] 0.0023 A8 0 5
path [27,34] 0.3053 A9 0 28
Show associated rules path [27,33] 0.3423 B4 1] 1
path [27,35] 0.2841 B6 0 2
@ All associated a7 0 3
u Non empty candidates only B8 0 5
B9 0 10
c 5 n I
AssocRule | Step 1 | Step 2 | Step 3 | Rule’s Rate | % of 100 trials |
T
DeathByPredator3 2
DeathByPredator4
DeathByPredators
DeathByPredatorg
DeathByPredator?
DeathByPredatorg
DeathByPredator9
DecreaseCounter
FeedDigestingd
il FeedDigesting1
FeedDigesting2
FeedDigesting3
FeedDigestingd
FeedDigestings
| FeedDigesting8
FeedDigesting?
FeedDigesting8 -v
Faadni

Ongoing Reactions (populated)

Retry Close

(b) inspecting a membrane

Figure 5.8: Screenshots of the user interfaces for step-wise tracing the evolution



Chapter 6

Case Study 1: Population
Dynamics and External Events

Species may be potential vectors for diseases or they may be considered as endangered.
Both situations are likely to have a negative impact on the ecosystem to which these
species belong. It is therefore important to develop strategies to control disease vectors
and preserve endangered species. Modelling population dynamics provides a way to test
and compare alternative strategies and support the process of defining and implementing
policies in population control and reintroduction biology.

Aedes albopictus, also known as the Asian tiger mosquito, is a mosquito species that
originated from Asia [20, 25]. This species is an important subject of study since it is well-
known as a vector of some deadly pathogens, such as the West Nile virus, Yellow fever
virus, St. Louis encephalitis, Dengue fever and Chikungunya fever. The Aedes albopictus
life-cycle has 4 phases: egg, larva, pupa, and adult [25].

In its more comprehensive life cycle it is further specified in 4 larval stages and 8 adult
gonothropic cycles. A gonothropic cycle contains a period in which the mosquitoes lay
eggs. In this model mosquitoes have 14 stages in total in their life cycle. After obtaining
a blood meal, they lay from 40 to 150 eggs. They prefer to lay eggs on the water surface
in small containers like a cavity in a tree, old bucket, or tire. When the water of the rain
covers the eggs, they hatch. Eggs take from 2 to 4 days to hatch. Larvae require from 7 to
10 days to become pupae, then 3 days until they develop into a standing adult. An adult
can live from 4 to 8 weeks, largely depending on weather conditions. Hot, dry weather
reduces life expectancy. Aedes albopictus is mainly found during daylight in outdoor areas.
Mosquitoes can fly from several hundred yards to half a mile from their breeding spots to
find a meal. They are attracted by dark clothing, perspiration, carbon dioxide and certain
other smells.

Our model consists of a simple mosquito life cycle: an egg becomes an immature
mosquito (first larva, then pupa), which becomes an adult. External events from the
environment affect the population in forms of volume of water containers and temperature.
Temperature affects the population behaviour directly by changing reaction rates. Higher
temperatures will increase the rates of the transition in the life cycle. Temperature affects
the population indirectly by changing the desiccation rate of water in the containers.
Temperature in the environment may increase or decrease through temperature change
events. Water volume in the environment may increase or decrease through rainfall events.
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Spatiality will be observed in how the impact is propagated from the external events to
the population in the remote locations. The diagram in Figure 6.1 shows the interactions

in the ecosystem.
Temperature Changes

,,,,,,,,,,,,,,, External Events |
| Ecosystem k
Y
Water Level @ure Level
Y
Life cycle

| |
| |
| |
| |
| |
| |
| |
| |
| |
I I
l l
| |
| (e Chmmature D——CAdu) | |
| |
| |
| |
| |
| |
I I
I I
| |
| |
| |
| |
| |

|

Figure 6.1: Interaction diagram between the components

6.1 The Model

The model will be described according to the structures in a Grid System. Here we only
use the definition of Grid Systems without links. For compactness of the model description
we will use notations described in Section 3.4.

6.1.1 Structure of the Grid

We consider a 5 x5 grid to model the space where the mosquito population lives. However,
the actual movement area is 3x3. Additional rows (top and bottom) and columns (leftmost
and rightmost) are set to isolate the movement area. Access to these additional cells is
denied to mosquitoes by an initial state in which such cells contain dummy objects that
inhibit movement into the cell. We assume that only the central cell contains water,
although we do not model how the water is distributed within the cell (e.g. uniformly or
in separate containers).
Furthermore, we consider the following regions.

e MovingSpace = rectangle(1,1,3,3) (which covers {G1,1,G1,2,G13, G2,1,G22,G23,
G3,1,G32, G33}), consisting of all cells that adult mosquitoes may access.

o WaterContainer = {Ga2}, the central cell.

e Boundary = rectangle(0,0,4,4) \ MovingSpace, consisting of the boundary cells,
inaccessible to mosquitoes.

This spatial setting is depicted in Figure 6.2.
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Global Membrane

Boundary

Moving Space

| . ; Water Container & Moving Space

Figure 6.2: Membranes and regions of the grid

6.1.2 Objects

We use object E to represent eggs, I to represent immature mosquitoes and A to represent
adult mosquitoes. The environment state is defined by the temperature level and the
quantity of water. Temperature is represented by the number of objects T" located in the
global membrane and the quantity of water is represented by the number of objects W
located in central cell G .

The environmental state may change depending on events that are either continuously
triggered by the environmental state itself or are scheduled to occur at specific times. For
instance, desiccation is a continuous event triggered by temperature and quantity of water
while rainfall and temperature changes are scheduled events. Objects Rainl and Rain2
represent light rain and heavy rain, respectively; they affect the environment by increasing
the quantity of water (number of objects W). Objects TempUpl and TempUp2 represent
increases in temperature of two different scales. Objects TempDwnl and TempDwn?2
represent decreases in temperature of two different scales. They modify the number of
objects T'. Dummy object Z is used to be placed in boundary membranes to inhibit
the movement of mosquitoes from the moving area into the boundary.. All objects are
summarized in Table 6.1 and interaction among them is shown in Figure 6.3. The arrows
in the figure will be represented as reaction rules that will be described in Section 6.1.4.

6.1.3 Constants

Constants are needed to express the rules in terms of templates. Some of them are listed
in Table 6.2. The rest are embedded in the reaction rules. Each row of the table contains
four constants. In each row the constant identification is postfixed by (L). It means that
when (L) takes a value ¢ € {1,2,3,4}, then the constant identification is postfixed by i
and the constant value from respective columns will then be taken. These four sets of
constants are related to the temperature intervals that will vary for some reactions. By
using the constant identifications the rules of different intervals can be written as one rule
template.

At the beginning of our experiments we took the constants that reflect the behaviours
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Table 6.1: Components in the ecosystem as the objects in the Grid System

Object Id. Description
E eggs
I immature mosquitoes
A adult mosquitoes
T temperature units
%4 water volume units
Rainl light rains
Rain?2 heavy rains
T temperature units
TempUpl temperature increment
TempUp2 | temperature double-scale increment
TempDwnl temperature decrement
TempDwn?2 | temperature double-scale increment
A inhibiting object for blocking

— as reactants

- -» as inhibitors/promoters

Figure 6.3: Interaction diagram between objects

as summarized in the introductory part of this chapter. The simulation was conducted
followed by adjustments to those constants before the next simulation using newly ad-
justed constants. These simulations were repeatedly conducted until producing popula-
tion growths that are close enough to the observation data that was found in nature.
Figure 6.12 shows the sampling data that were taken from a real mosquito population.
Figure 6.4 and Figure 6.6 show external events (temperature and rainfall, respectively)
as our reference. All these data were collected in the period May—November 2009 in the
province of Massa-Carrara (Tuscany, Italy).
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(L) 1 2 3 1
Prom(L) Tk T; T;

Inh(L) Te Ts T2 A
hatchrate(L) 0.3 0.4 0.45 0.5
failrate(L) 0.3 0.4 0.45 0.5
metarate(L) 0.1 0.2 0.5 1.0
deathimrate(L) 0.2 0.25 0.3 0.35
deathadrate(L) 0.4 0.45 0.5 0.55
ovirate(L) 0.1 0.2 0.33 0.5
desicrate(L) 0.75 1.0 1.5 2.5
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Table 6.2: Constants for replacing the constant identifications used in rule templates

6.1.4 Reaction Rules

In this section we introduce the rule templates that define the dynamics of the Aedes
albopictus population. Dependence of rates on temperature is expressed by combining
instantiations of variables Prom(L) (promoters) and Inh(L) (inhibitors), which define
ranges of temperature, and instantiations of variables for rates, as shown in Table 6.2

6.1.4.1 Egg Stage

Hatched eggs become immature mosquitoes at a reaction rate which is taken from four
different rates. The rate to be taken is based on the current temperature. Therefore, there
are four reaction rules for this behaviour as follows.

(L) € {1,2,3,4}. Hatch(L) : p [@raettl M,

I [Prom(L)|Inh(L) |
if Hatch(L) € Assoc(W aterContainer).

Eggs failing to hatch are modelled by the following rule template, whose fail rate
depends on temperature.

V(L) € {1,2,3,4). Fail(L) : p Jetretetth M,

A [Prom(L)|Inh(L) ]
if Fail(L) € Assoc(W aterContainer).

When the water level is extremely low (below a minimum threshold) eggs may die
due to dehydration. Moreover, when the water level is extremely high (above or equal a
maximum threshold) eggs may be flooded away and destroyed.

DryE: B 220N 5 [\
FloodE: E 220N 5 (1500 |y

if DryE, FloodE € Assoc(WaterContainer).

In this rule template the maximum threshold W5 for dehydration is modelled as an
inhibitor and the minimum threshold W% for flooding is modelled as a promoter. Here
rates are much higher than 0.5 and dominate the effect of Hatch(L) and Fail(L) rules
above.
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6.1.4.2 Immature Stage

Immature mosquitoes may become adult with a rate that depends on temperature.

metarate(L), M
_—

V(L) € {1,2,3,4}. Meta(L) : I A [Prom(L)|Inh(L) |

if Meta(L) € Assoc(WaterContainer).

Immature mosquitoes failing to become adults are modelled by the following rule tem-
plate, whose rate depends on temperature.

V(L) € {1,2,3,4}. DeathI(L) : I deathimrate(L),M

A [Prom(L)|Inh{L) |

if DeathI(L) € Assoc(W aterContainer).
Moreover, immature mosquitoes may be either flooded away or dehydrated by extreme

water conditions.
Dryl: 1 220\ [\w50]
8.000,M 1500
FloodI: I ——— X [W |A]

if Dryl, FloodIl € Assoc(W aterContainer).

6.1.4.3 Adult Stage

Mosquitoes may either move from one cell to one of its four adjacent cells or remain in
the initial cell. Boundary cells cannot be entered.

0.500,M

Movel : A A(—1,+0) [>\|Z(_1’+0) ]
0.500,M

Move2: A A(—‘,—O,—l) [>\|Z(+0’_1) ]
0.500,M

Move3 : A Aoy NZoq41)]
0.500,M

Move4 : A A0y NZ41,40)]

Movebs: A 0.500,M A

if Movel, Move2, Move3, Moved, Moveb € Assoc(MovingSpace).

Adults may lay eggs only in the cell containing water. We assume that every individual
lays exactly 20 eggs.

ovirate(L),

V(L) € {1,2,3,4}. Ovi(L): A M, AE® (W Prom(L) | Inh{L)]

if Ovi(L) € Assoc(WaterContainer).
Adult death rate depends on temperature.

deathadrate(L),M

V(L) € {1,2,3,4}. DeathA(L): A A [Prom(L)|Inh{(L) ]

if DeathA(L) € Assoc(MovingSpace).
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6.1.4.4 External Events

Desiccation is a continuously occurring event that decreases the volume of water accord-
ing to a desiccation factor. Such a factor depends on temperature. We assume that a
desiccation event decreases the quantity of water by 4%. This is modelled in the following
rule template by removing one object W out of 25.

(L) € {1,2,3,4}. Desic(L): w25 25T DM, yyou (b (1) Inh(L) |

if Desic(L) € Assoc(W aterContainer).

Scheduled events, such as rainfall and temperature changes, are defined by rules that
consume a dummy object that are in the initial environmental state and produce rain
or temperature change objects. In this way, if the rule deterministically spends time ¢
to consume the dummy object, then the rain or temperature change object is produced
exactly at the scheduled time ¢. Once the dummy object is produced, the rule that has
produced it is disabled forever. For example, a high increase in temperature (T'empUp2)
at time (S) is modelled by the following rule template

V(S) € N. SchedTempUp2(S) : TempUp2At(S) 18, TempUp2
if SchedTempUp2(S) € Assoc(GE).

Exactly one dummy object TempUp2At(S) in the initial state enables rule SchedT empUp2(S)
just one at time (S), thus producing temperature increase object TempUp2 at time (S).

For simplicity, we assume that each rainfall lasts 1/5 of a day (4.8 hours) and that
water flows away without being collected in all cells apart from a central cell Ga 9.

(V) € {1,2}.SchedRain(V) : Rain(V) > Wy *'"

if SchedRain(S) € Assoc(Gg).

The number of objects T represents four temperature thresholds as shown by the values
for promoter and inhibitor variables in Table 6.2. We model two possible decrements or
increments of temperature using the following rule templates

V(C) € {1,2}. SchedTempDwn(C): TempDuwn(C) TC) R
SchedTempUp(C):  TempUp(C) 9 r©

if SchedTempDwn(C), SchedTempUp(C) € Assoc(Gg).

6.2 Simulation

The simulation run for 190 time units (i.e. 190 days) to imitate the observation data
(collected in the period May—November 2009 in the province of Massa-Carrara, Tuscany,
Italy).

The temperature data was originally in the form of a chart ranging from 0 to 14 scale
units. It was represented in the model as a sequence of events that raise or lower the
temperature level as shown in Figure 6.4. As described in the model each event raises or
lowers the temperature level that is represented by the number of T’s. Figure 6.5 shows the



96 CHAPTER 6. CASE STUDY 1: POPULATION DYNAMICS AND EXTERNAL EVENTS

+10
0 time
-10
0 30 60 90 120 150 180
Figure 6.4: External events: temperature changes
12
10
8
6
4
2
0 30 60 90 120 150  1sp  me

Figure 6.5: Simulated temperature level chart fluctuated by the temperature changes

chart of this temperature level during the simulation caused by the events in Figure 6.4.
This chart is a reproduction of the original chart.

The rainfall data were recorded as the rainfall events. They were directly coded as
events Rainl and Rain2 representing a light rainfall and a heavy rainfall, respectively.
The events are shown in Figure 6.6. There were 20 rainfall events spread over an interval
of 180 days that are displayed as vertical lines. Most rainfalls are light (Rainl). Rainfall
events and water dessiccation change the water level as seen in Figure 6.7. Note that
water dessiccation has a higher rate at a higher temperature level.

heavy

CLLL
0 30

Figure 6.6: External events: rainfalls

60 90 120 150 180

time

Simulations run with some different initial objects and different parameters. Figure 6.9
shows the result from running with the following initial objects: 2000 eggs, 1000 immature
mosquitoes and 400 adult mosquitoes and the parameters as written in the rules.

By running the simulation several times (using the same initial objects), it was observed
that the shapes of the output curves present only small differences. Differences become
smaller for larger numbers of initial objects (e.g., 4000 eggs, 2000 immature mosquitoes and
800 adult mosquitoes) and bigger for smaller numbers of initial objects (e.g., 50 eggs, 30
immature mosquitoes and 20 adult mosquitoes). Figure 6.9 shows the results from running
35 times with the parameters and initial objects as the same as the ones in Figure 6.8.
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Figure 6.7: Simulated water level chart due to desiccation and rainfalls
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Figure 6.8: Simulated population growth: adult mosquitos, immature mosquitos and Their
eges
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Figure 6.9: Overlaid results (total population of adult mosquitoes) from 35 times of sim-
ulation

Spatiality representation can be appreciated by considering the number of adults in
each cell. Since the spatial model is very simple this number tends to be stable over time,
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i.e. forming a bell-shape distribution, unless extreme conditions of the environment occur.
In our model the water level directly affects the number of eggs and immature mosquitoes,
and consequently, after some delay, the number of adult mosquitoes. Figure 6.10 shows the
growth charts of adult mosquitoes on each membrane. The fluctuations from the water
containers are more abrupt than the others since the fluctuations were delayed due to
distance. Figure 6.11 shows the profile of each membrane at ¢t = 20 (when the population
in the water container is just raised) and ¢ = 70 (at the end of a decrement). From this
figure we can observe that changes in surrounding membranes are delayed. Furhermore,
the corner membranes are the lowest since they are the farthest from the water container.
By animating the profile time to time the delays can be observed better.

4000

3000 Gg,2 (Water Container)
Gi2,G2,1,G23,G

2000 1,2,G2,1,G23,G32

Gi11,G13,G31,G
1000 1,1,G13,G3,1,G33

time

Figure 6.10: Spatial distribution of adult mosquitoes over time
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Figure 6.11: Spatial distribution of adult mosquitoes at ¢ = 20 (left) and ¢ = 70 (right)

Figure 6.12 shows the plot of sampling data collected during May—November 2009 in
the province of Massa-Carrara using 11 C'Oy mosquito traps.

The simulation was performed by using a PC (Pentium D 3 GHz, 1 GB RAM, Windows
XP SP3), for about 32 seconds. By doubling the initial population each time the simulation
takes respectively 47, 70, 100, and 155 seconds.
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Figure 6.12: Plot of CO5 trap data: number of adult mosquitoes

6.3 Discussion

Grid Systems support the modelling of spatiality in terms of cells in a grid. Objects may
move between cells. Spatiality dynamics are obtained through varying applicability of the
reaction rules over the cells. The impact of this spatiality are shown in the simulation as
the impact of the events are propagated from event sources to the adult mosquitoes in the
closest cell and finally to the mosquitoes in the furthest cells within time delays.

By using the syntax of Grid Systems the external events can be simply defined as the
ordinary reactions. For this case the events are temperature changes and rainfalls that
change the water condition. Both water and temperature levels are the factors that change
the behaviours (death rates, birth rates,...) of the population. Semantically such reactions
functions as the timers and the events that are triggered when the triggers are lasting.
This feature is important for the modeller, providing the ability to analyse the policies
given to the ecosystem as discussed as our motivation in Chapter 1.

Our model of biological aspects of the mosquito population is much simpler than the
model developed by Basuki et al. [9], the use of spatiality addresses a wider range of
practical applications. In our simple case study spatiality is used to model an isolated
area (e.g., an island), from which mosquitoes cannot enter or exit. This spatiality aspect
is modelled by using boundary cells, which do not contain mosquitoes but, instead, contain
inhibitors that prevent rules from moving mosquitoes into them. A more sophisticated
use of promoters and inhibitors could support the modelling of occasional or regular flows
of individuals between specific areas. For example, mosquitoes may occasionally move
beyond their flight range when carried inside vehicles; however, when there is considerable
movement of vehicles between two specific areas (e.g., daily traffic between residential and
commercial areas or through a bridge between two islands) the flow of mosquitoes becomes
regular and facilitates the spreading of diseases associated with the vector.

More generally, human movement can also contribute to the spreading of diseases
carried by mosquitoes, even in the absence of the movement of mosquitoes beyond their
flight range. After the blood sucking of infected humans in the endemic area, moving
mosquitoes turn in to the vectors that spread the disease to another area. In this sense,
our approach to spatiality dynamics supports the inclusion in the ecosystem model of
aspects of the interaction between the mosquito population and human population. This
makes our approach suitable not only for the analysis of population dynamics but also for
an epidemiological simulation.
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Chapter 7

Case Study 2: Seasonal and
Spatial Migration

Seasonal migration is the long-distance movement of a large number of animals belonging
to one or more species that occurs on a seasonal basis. It is an important phenomenon
that often has a major impact on one or more ecosystem(s). It is not fully understood
how this population dynamic phenomenon emerges from the behaviours and interactions
of a large number of animals. We propose an approach to the modelling of seasonal mi-
gration in which dynamics is stochastically modelled using Grid Systems, and in which
spatiality is approximated by a grid of cells. We apply our approach to the migration of
several wildebeest species in the Serengeti National Park, Tanzania. Our model relies on
the observations that wildebeest migration is driven by the search for grazing areas and
water resources, and animals tend to follow the movements of other animals. Moreover,
we assume the existence of dynamic guiding paths. These paths could either be represen-
tations of the individual or communal memory of wildebeests, or physical tracks marking
the land. Movement is modelled by translation rules between adjacent cells, driven by
the conditions in the origin and destination cells. As conditions, we consider number of
animals, grass availability, and dynamic paths. Paths are initialised with the patterns
of movements observed in reality, but dynamically change depending on the variation of
movement caused by other conditions. This methodology has been implemented in a sim-
ulator that visualises grass availability as well as population movement. By conducting
some experiments of several combinations of parameters “seasonal migration” could be
produced which imitates, to some extent, the real one.

In this case study a new feature for expressing the dynamic movement of the population
around its habitat is introduced. This feature is expected to enable further analysis of the
movement patterns, resulting from changes in the ecosystem. To examine this feature,
the migration of wildebeests in the Serengeti National Park, Tanzania was used as our
case study. The migration is massive, since it involves about 1.2 million wildebeests
together with hundreds of thousands of zebras, gazelles, impalas, and other herbivores.
The route typically ranges over about 1400 km from the Ngorongoro crater (in Tanzania)
in the south to the Grumeti reserve in the west, then across the border to the Masai
Mara reserve in the north (in Kenya) and finally back to the Ngorongoro, covering an
area over 30,000 km?. The main variables affecting the movement of the wildebeests are
grass availability and the dynamic pathways that are formed by geographical boundaries
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Figure 7.1: Thousands of wildebeest wind through the Masai Mara National Reserve in
Kenya, Aug. 3, 2002. More than a million wildebeest annually cross the border between
Tanzania and Kenya. (Pedro Ugate/Getty Images)

(rivers and hills) and the communal memorization of the route. Figure 7.1 illustrates
the migration pathway of wildebeests. The geographical facts (topography of the land,
rivers,...) may play an important role to shape the migration pathways. Figure 7.2 shows
observed annual pathways and the topographic facts of the land.

7.1 The Model

Many hypotheses have been proposed to describe the migration phenomenon. Boone et
al. reported that at least 16 explanations have been given for the cause or timing of the
migration in the Serengeti [10]. Furthermore, they have observed that the main reason
driving the direction of the wildebeest migration is the search for a grazing area rather than
to follow rainfall. By using evolutionary programming, Boone et al. have approximated a
proportion of 75% to 25% for grazing area versus rainfall as the reason for the migration.
By using dynamic model fitting, Holdo et al. report a different result, namely, an opposing
rainfall and fertility gradient as the main reason for the migration [29]. The authors above
go on to conclude that the rainfall affects the availability of the grass. However, the
conclusions of both studies focussed on grass availability, except in the latter, rainfall also
played an additional role as an external factor affecting grass availability.

7.1.1 Pathways of Migration

In our work, the primary movements will be modelled as the result of the animals finding
a nearby place for grazing. This abundance of grass is categorized into three levels: very
high, high, medium, and low. These movements are due to the grass in the current area
that is already low, and at the same time, a nearby area where there is plenty of grass.
The movements to the higher levels are modelled by the rules with the higher rates which
reflect their preference. The animals start to move into a higher level place only when the
level of grass is low and there is such a place close to them.
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Figure 7.2: Serengeti National Park

The secondary movements are modelled as the result of the animals following existing
pathways. The rules for such movements are defined with rates lower than the primary
movements. The pathways are represented as links. When there are some possible direc-
tions in their area, the directions are weighted so that their preference is at the higher
weights.

Additionally, there is the model for tertiary movements. This is due to denseness or
quietness of the current area. The animals tend to be grouped to protect themselves
from predators and therefore, they avoid being alone in a quiet location. However, it is
logical that each area has a maximum capacity so that it is not a comfortable area for
grazing when the area is already overcrowded with the animals. Less crowded locations
are desirable to maximize their chance to access the grass. Therefore, the rules for this
reasons is defined at the lowest rates.

On each movement they leave more marks (augmenting the pathway) which others
will follow. The marks are the means for the animals to memorise the pathways of the
previous movement. They are modelled as physical landmarks, although it could also be
their cognitive ability that is communally developed. Since they are physical landmarks,
they tend to fade naturally over time. In our model this fade is modelled as the marks
which will decay by a factor at each time interval. In order to give a ‘momentum’ direction
for the movements the initial pathways were given from the beginning.

7.1.2 Animals’ Life Cycle

Ideally, there should be at least three dimensions for their state space in the animal life
cycle: age, health, and physical periods. For this experiment, we simplified them to be
one dimension with 10 stages of strength/wellness from A0, A1, ..., A9. In every different
stage animals will have their own behaviour parameters: death rates, feeding rates, birth
rates. Pregnancy is limited only to stages A6 to A9. A new born baby will be at A0. A9
is the last stage and cannot be exceeded, although they can drop down a level if food is
lacking. Reversely, a lack of food will lead to a drop to a lower stage except at the lowest
stage. The death rate will be higher at lower stages and the birth rate will be higher to
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a higher stage. Their feeding rate will peak in A6 and A7. After giving birth they drop
their condition by 3 stages. The transition diagram in Figure 7.3 show an animal’s state
change when an event occurs.

{
0

Figure 7.3: Transition change diagram of Wildebeest’s life cycle (wellness model)

7.1.3 Objects

e Wildebeests: The animals of each stage will be represented as objects A0, Al, ..., and
A9, movable animals, or B0, B1, ..., and B9, in-digestion animals. As grass is being
consumed, A(S) will immediately become B(S), then will revert back to A at the
higher stages, A(S + 1), after digestion is complete. This differentiation is intended
to avoid other rule applicability being affected by the grass which is already being
consumed.

e Grass: Grass will be represented as a root R in a cell and its quantity produced in
a cell as a number of G. To create a delayed effect, that forces the animal to move,
the root will produce H first and after a delay, H will become G. Moreover, R can
still continuously produce H.

e Counters: To ease some rules in considering the number of animals in some cells,
object counter C' is used to represent the number of animals in the same cell. One
object C' is created when a birth rule is applied. In the death rule, A will become
Ax firstly in order to avoid object C' becoming a reactant, and then it is followed
by the rule to remove a pair of Ax and C. Moreover, the number of C' changes due
to the movement. Such a mechanism is performed by creating Ax in its origin and
creating C in its destination.
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Figure 7.4: Regions defined over the cells.

e Pathways: A pathway is represented by object path which is a link. It will decay
geometrically at a certain rate as time passes. The pathways will be refreshed by
the animal movements by creating more objects path in the cell. The number of
object paths created by that movement may vary depending on each movement’s
significance as already described in Subsection 7.1.1.

e Boundary objects: To limit the movement within an area, in each boundary cell a
dummy object Z will be placed. Each movement rule will consider this object as the
inhibitor in the destination cell.

7.1.4 Regions

A region is defined as a set of cells identifying an area. Associating a region and a rule im-
plies associating its cells to the rule. Serengeti and its surrounding area are defined as 50x50
grid cells and it is divided into M ovingSpace region and Boundary region. M ovingSpace
is the grazing area. It is further divided into seven regions whose grass characteristics
are different: Ngoro2, West, Center, East, Mara, Northwest, and Centerwest. They
are characterized by the grass growth duration and by the maximum grass quantity that
can be produced by the land. Initloc is the region where the animals have initially been
placed. The regions are shown in Figure 7.4.

7.1.5 Reaction Rules

Firstly the rules were written and their parameters and initial objects were just roughly
given. After running several combinations some adjustments were made. Insignificant
rules were removed, except the ones representing important behaviours which increased:
increasing their rates or lengthening/shortening their durations. Their death/birth rates
were also adjusted to approximate reasonable actual death/birth rates and represent no
more than 25% of the total population in one cycle. The initial pathways were given as
little as possible avoiding being trapped at the corners. Grass growth parameters were
set to assure the right direction of migration. Ideally the time frame was set up before
defining parameters. However, the definition of “one year” was eventually justified based
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on the result. Then, the migration cycle time length resulted from the simulation which
was taken as “one year” and then the parameters were re-adjusted based on this. This
method was used to repeatedly work through many simulation runs until a reasonable one
was produced. The rules and parameters shown below illustrate one example that resulted
in a stable migration cycle.

In specifying the rules the following constants are listed in Table 7.1 and Table 7.2.
Also, the rules refer to the following identification.

stages = {0,1,2,..,9}
directions = {1,2,..,8}
declev = {1,.,10}
Mnp = 5

Mng = 5

All pairs (dr{x),dc(z)), where (x) = 1,..,8, are the relative pointers to 8 neighbouring
cells as their values are listed in Table 7.3.

Table 7.1: Constants table for rules of animal’s life cycle

stages (S) 0 1 2 3 4 5 6 7 8 9
upstages ug(S) | Al A2 A3 A4 A5 A6 A7 A8 A9 A9
downstages dg(S) | A0 A0 Al A2 A3 A4 A5 A6 A7 A8
birthstages bs(S) - - - - - - A3 A4 A6 AT
birth rates br(S) - - - - - - 0.0017 | 0.0033 | 0.005 | 0.008
death rates (nat.) dn(S) | 0.05 | 0.035 | 0.021 | 0.015 | 0.011 | 0.008 0.006 0.004 0.003 | 0.002
death rates (prey) | dp(S) 0.5 0.35 0.21 0.15 0.11 0.07 0.005 0.003 0.03 0.015
feeding rates fr{s) 1 2 4 6 8 10 15 20 16 0.1
Table 7.2: Constants table For grass growth rates

Region (R) | Ngorongoro | West | Center | East | Mara | Northwest | Centerwest
Max p. cell mg(R) 100 100 30 100 100 100 20
Duration est. | gr(S) 1 1 15 1 1 1 15

Table 7.3: Constants table for pointers of pathways

@ [ 1]2[3[4[5[6]7]8
dr{ry |[-1|1]-1[00|1][1]1
de{fz) | -1 0| 1 |-1|1]-1]0]1

Consuming the grass, A becomes B,

V(S) € stages. Feeding(S) : G A(S)

fr(s)

B
1/4,M ()

if Feeding(S) € assoc(MovingSpace).

Food digesting is needed to create delay after the grass is removed and the wellness
level increases by one level except at A9,
V(S) € stages. Digesting(S) : B(S) LA, ug(S)
if Digesting(S) € assoc(MovingSpace).
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Being unable to feed because of grass shortage, the wellness level decreases by one
stage except at A0,
V(S) € stages. Starving(S) : A(S)
if Starving(S) € assoc(MovingSpace)

LM Gg(s) [ A | GMne/2 ]

Time needed to balance the death propensities,
V(S) € stages. Resting(S) : A(S) Wﬁ) A(S)

)

if Resting(S) € assoc(MovingSpace).

Giving birth only at stages A6, A7, A8, A9 with different birth rates; after delivering a
baby (at state A0) its wellness level decreases three levels,

¥(S) € stages. Birth(S) : A<S>T—;>>bs<5> A0 ©

)

if Birth(S) € assoc(MovingSpace).

Mortality because of natural factors; more healthy having a lower death rate,

V(S) € stages. DeathNat(S) : A(S) %Ax [ CMmp | X ]

]

if DeathNat(S) € assoc(MovingSpace).

Mortality because of predators and natural causes due to grazing in a quiet place; the

rate is higher than normal,

V(S) € stages. DeathPred(S) : A(S) Zi(i;

if DeathPred(S) € assoc(MovingSpace)..

Ar [ A | oMw ]

Decreasing counter C' after being mortality,
DecCount : Az C =\
if DecCount € assoc(MovingSpace).

Initial growth of grass; root R produces one unit of grass H until the maximum ca-
pacity that the land can produce is reached,

V(R) € regions. Grass(R) : R W R H [ A | GmaR) |
gr(R),
if Grass(R) € assoc(reg(R)).

Grass growing to be available for future grazing,
GrassReady : H # G A

)

if GrassReady € assoc(MovingSpace).

Movement along the path unless there is enough grass for grazing,

V(S) € stages. MoveByPath(S) :

A(S) 2OM, A A<S>path Cpath path'O:path [ X | Zpgn GTM ]

if MoveByPath(S) € assoc(MovingSpace).

Random movement to a place with plenty of grass (3, 6, and 9 times minimum quan-
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tity),
V(G) € {3,6,9},V(X) € directions,¥(S) € stages. MoveToGrass(G)(X)(S) :

(G) "
Az A(S) (ar(x).dexy) Clar(x).de(x)) path? (@) (dr(X),de(X))

A(S) ==
1/2,M
Mng(G) n
[ Glarixyaexy | G Ziarx.aetxy |
if MoveToGrass(G)(X)(S) € assoc(MovingSpace), and (mr(z)|(x) = 3,6,9) = (20, 25, 35),

and (pn(z)|(x) = 3,6,9) = (10, 25, 50).

Movement to a cell with a less dense grouping of animals due to overcrowding,

V(X) € directions,V(S) € stages. MoveToLessDens(X><S> :
4

n Mn, 5xMn,
[ cioMme gMrp C(X<X§7dc<x>> Z(ar(X).de(x)) Path ]

if MoveToLessDens(X)(S) € assoc(MovingSpace).

Movement to a cell with a more dense grouping of animals due to quietness,
V(X) € directions,V(S) € stages. MoveToMoreDense(X)(S) :

8
A(S) _U—Q—M_)A<S>(dr<X>,dc(X)) Clar(x).dexy) Az path: (dr(X),dc(X))
2Mn, n 10xMn,

[ C(dr()?),dc(X)) | CM Zar(x) de(x)) C(df(X),Zc(X» path |

if MoveToMoreDense(X)(S) € assoc(MovingSpace).

Decaying of 10% per interval of time (7 time units),
V(P) € declev. Decay (P) :

path'P) 7LM>path<P)_1 [ A | path®F) ]
if Decay(P) e assoc(MovingSpace), and (ip(zx) | (x) =1,..,10) = (2,..,9,10,0).

7.1.6 Initial Configuration
7.1.6.1 Initial population size and location

A total population of 2800 wildebeests is initially placed evenly in the cells of Initloc
region. They were distributed in proportion to their wellness/strength stage, as shown in
Table 7.4.

Table 7.4: Initial numbers of animals according to their levels
Level A0 | A1 | A2 | A3 | A4 | A5 | A6 | AT | A8 | A9 | Total
Number inacell | 10 | 10 | 15 | 25 | 30 | 50 | 60 | 75 | 50 | 25 | 350
Number in all cells | 80 | 80 | 120 | 200 | 240 | 400 | 480 | 600 | 400 | 200 | 2800

7.1.6.2 Grass and Grass Root

The numbers were set according to the figures from previous migration. Each region has a
different duration in producing grass available for grazing. Grass growth is bounded to a
maximum quantity per cell which is assumed as being caused by the different condition of
the soil and water in each region. The following are the initial quantities of grass G given
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to each per cell: Ngorongoro 50 (50%), West 40 (40%), Northwest 20 (20%), Mara 20
(20%), East 2 (20%), Center12 (40%), and Centerwest 2 (10%).

7.1.6.3 Initial Pathways

Initially some pathways were placed in some parts of areas, especially at the corners (West,
Mara and Fast, to avoid being isolated at the corners), at turning positions (Fast to the
tail of Ngoro2), and at the Center (to force them to go downwards). Visually the initial
pathways are shown in Figure 7.6(a).

7.2 Simulation

A simulation was run producing several stable cycles of migration. Figure 7.5 shows each
“month” in the second cycle. In the fourth cycle there is a small group of animals which
were trapped in the tail part of Ngorongoro. They were misled since the initial pathways
were already overwritten by the new pathways created later. As more groups were being
trapped, the size of the overall population declined. By increasing the decay interval from
7 time units to 20 (to sustain the paths) there were no trapped groups until 7 cycles later.

The movement of frontiers were affected by the grass and movement of the followers
were affected by the pathways. As the followers moved forward they become the next
frontiers. Figure 7.6 shows the pathways in the beginning (¢ = 0) and at about the end of
the second cycle (t = 17).

There are some interesting observations from the experiments by changing the rule
parameters or adding/removing some other rules.

e When there was no initial pathway, the animals were blocked by each other at the
corner creating isolated groups. They stayed there until the grass regrew or just
died. Then, the population size declined faster since in cells where isolated groups
were located there was no more grass.

e When the initial pathways were given in a small quantity, a similar isolated situa-
tion happened after those initial pathways decayed away. The population size also
declined sooner.

e When the grass characteristics were made equal for all regions, the animals were
divided into small groups moving without a pattern in the area. Over time, some
groups blocked each other when they met from opposite directions. As a result the
overall population size declined.

e When the rate of rule MoveToPath was made exceeding the rate MoveToGrass, the
migration went faster and the population was spread along the migration route and
the average of their wellness dropped, increasing the death rate.

e When initial grass quantities were made much smaller and the migration had not
been achieved, the animals spread themselves over the area and the overall popula-
tion size immediately declined much faster.

e When the rate of random movement was set higher the animals were evenly spread
throughout an area and there was no significant migration. Since the death rate for
isolated animal was high the population size immediately declined.
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7.2.1 Results: Migration Pathways

The pathways created during the migration (at the end of the second cycle) are shown in
Figure 7.6(b). They can be compared to the initial path in Figure 7.6(a). In each cell the
animals passed through pathways which were created in many directions. However, the
Figure shows only the pathway whose weighting is greater than 0.30. Figure 7.6(b) shows
that most initial paths were still there. After the fourth cycle the most original pathways
were overwritten by the new pathways.

7.3 Discussion

As described previously, the model was simplified in some aspects compared to the real
situation. The state space for life-cycle could be more complex than our ten-stage life
cycle. The topography of the area was not fully represented. The parameters were not
based on real-world measurements. The external events (rainfalls, temperature) and water
availability which may affect the animal movements were not included. The resulting
migration pattern has not been compared with actual migration patterns. However, this
modelling work was carried out with an experimental purpose rather than as a theoretical
work in the biological domain. All parameters and behaviours expressed as the rules need
to be further validated by biologists. The main motivation for working on this case was
to explore a new feature of Grid Systems. As seen in this case, its modelling required us
only to express the behaviours in terms of rules and parameters. Then, the simulator can
preview the result by evolving the model. A working prototype simulator was developed
and used in our work, which was developed based on the semantics of Grid Systems.

A new feature of Grid Systems is introduced. The new feature is the ’link’ which
is a special object that can carry pointers. The pointers carried by the links make it
possible to model the pathways for population movement in a more dynamic way. To
show how this was carried out, a case was modelled utilizing the feature and applied using
a simulator. The case study took a wildebeest population in the Serengeti National Park,
which performs seasonal migration phenomena around the park area, as its subject. A
simulation of the model imitated the migration.

A future model could be made using real data for the same case or using other cases
with similar problem characteristics, namely, modelling the spread of epidemic diseases.
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Figure 7.5: ”Monthly” sequence of migration at the second cycle since having started.
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(a) t=0 (b) t =170

Figure 7.6: Initial pathways (at ¢ = 0) and pathways at ¢ = 170 (about the end of the
second cycle). There are more pathways actually but it shows only the ones whose weights
are greater than 0.3.



Chapter 8

Conclusions and Future Works

Being motivated by the intention of the world to promote sustainable developments, es-
pecially ecological sustainable developments, a new formalism is constructed and it has
been the main substance of this thesis. The formalism is aimed at developing models
of ecosystems. Then, by modelling and analysing the ecosystem, the properties of this
ecosystem can be studied. Furthermore, the impacts of given policies to the populations
inside the ecosystem can be evaluated by putting the policies into the model.

Our formalism is constructed by considering several aspects that usually exist both
in the ecosystem and in each population inside the ecosystem. The technical aspects are
spatiality, stochasticity, and parallelism. Spatiality is important since the ecosystems are
generally located in a wide range area that may vary the behaviours of the populations.
Stochasticity is needed due to some phenomena that are unknown or cannot be modelled
as simple behaviours. Parallelism is important since ecosystems consist of components
that interact simultaneously with one another.

The other aspect is related to the usability of the formalism from the point of view of
the modellers who are generally biologists. The syntax and the semantics of the formalism
have been formally defined. The models can be written according to the syntax, and the
analytical tools can be constructed based on the semantics. The usability aspect requires
the formalism to enable modellers to express the behaviours in a more intuitive way.

In our study of existing formalisms, there are some formalisms that provide some
of these required aspects, however, there is no single formalism that provides all these
aspects. Therefore, we have constructed a new formalism that adopts the features from
some existing formalisms to fulfil the required aspects. The major features were taken from
Cellular Automata and P Systems. The spatiality that is provided by the grid structure
of the CA was combined with the parallelism of reactions of P Systems by considering the
cells of CA as the membranes of P Systems. It is then called Grid Systems to preserve
these inspiring ideas.

By the idea of the grid we can consider the habitat area divided into membranes (cells)
representing a reasonably small area. By this division into membranes, the behaviours of
the components of the ecosystem can vary from one another. Furthermore, the distri-
bution of the populations over the area can be modelled using an object tabulation of
the membranes in terms of multisets. The behaviours of the components are defined as
the reaction rules that were derived from the idea of the evolution rules in P Systems.
The stochasticity of Gillespie’s SSA was applied in order to resolve the non-deterministic
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decision to select reactions from all possible ones.

With combination ideas of CA and P Systems, Grid Systems can be seen as an exten-
sion of CA where each cell is represented by a multiset over objects and the behaviour
in each cell is defined by transition rules. Grid Systems can be seen as a modification
of P Systems where the membranes are in the grid structure instead of in a hierarchical
structure. The grid structure of membranes enables the transposition of objects between
membranes in a more direct way by referring to the destined membrane’s actual/absolute
address or relative address.

Besides this, the reactions in Grid Systems are enriched by an additional property,
reaction duration, which can be either a fixed or an exponentially distributed value. Taking
advantage of the idea of duration, external events can be defined in the model without
introducing any ad-hoc processes to the semantics. Therefore, in Grid Systems the reaction
rules can be defined to incorporate reaction rates and reaction stochastic durations or
remain as step-wise reaction rules as in P Systems.

How these features can express various behaviours has been shown by modelling a
mosquito population as in the first case study. The external events were defined to affect
the population. The environmental temperature affects the water level and the population
behaviours. The water level affects the life of eggs/pupae/larvae. Through simulating the
model, the overall impact caused by the external events was propagated after certain
delays from one another and from the mosquitoes closest to the water and those farthest
away.

Other than the above features, Grid Systems have a new feature called ‘links’. A link
is an object that can carry one or more pointer. Through the links, the membranes can be
linked logically, but also dynamically, forming a higher level structure, like trees/graphs
over the actual grid structure. Through this feature basic-form P Systems can be sim-
ulated well by Grid Systems. The links are also useful for representing the population’s
movement pathways so that the seasonal migration of some species can be modelled as a
Grid System. This has been shown in our second case study concerning the phenomenal
seasonal migration of wildebeests in the Serengeti National Park, Tanzania.

From the case studies we observe that all specified aspects have been accommodated
in Grid Systems. In order to anticipate the aspects other than those, further research
work regarding Grid Systems’ relationships to other formalisms were also conducted. The
formalisms are Turing Machines, CA, and P Systems. In this work we translated some
models that were created by those formalisms into Grid Systems. For this work we sum-
marized that the models could be completely translated into Grid Systems. This could be
the initial work towards our future theoretical works regarding Grid Systems. From these
works all models of ecosystems built, based on the formalisms, can also be accommodated
by Grid Systems.

The implementation issues of the analytical tool for Grid Systems were also discussed.
A brief description of our prototype of the analytical tool was presented as an illustration
of the discussion. The prototype works well even though it is still a working prototype.
The case studies were developed and analysed by using this tool. This has also led us
to conclude that the evolution algorithm, which represents the semantics, is already well
defined.

Further research could continue on from our work considering relationships to other
formalisms; for example, Markov Processes, Petri-Nets, and various rewriting systems.
More theoretical work could be conducted in order to prove more properly the compatibil-



ities of Grid Systems to these formalisms. Regarding to its expressiveness, the formalism
of Grid Systems is a quite high-level modelling language. Some models constructed as grid
systems could be mathematically intractable. For such models simulative approaches is
more suitable instead. However, further investigation of the classes of Grid Systems and
their related well-known formalism, such as CTMCs, would be so beneficial. Their well-
known properties will help the modellers to analyse the models that they are developing.
Such investigations are left for possible future works.

Besides this, it would be interesting to consider the structures of objects, like the ones
in CLS (Calculus of Looping Sequences), in Grid Systems instead of just in multisets.
Some modelling cases, such as animal nesting tend to be formed in certain structures.

The expressiveness of Grid Systems should be further verified with the involvement of
biologists. This would be confirmation of the usability of Grid Systems from the point of
view of the modellers. Wider application to various case studies may contribute to the
improvement of Grid Systems. Besides ecosystems, Grid Systems have potential to be
used for other stochastic modelling, namely weather forecasting problems, global warming
studies, global financial dynamics, and so on.

More professional tools could be developed, including the implementation on parallel
(multi-core) computing systems including the grid/cluster computing systems. Its scala-
bility could be raised by implementing better data structures in order to handle the tables
and to properly select number representations. In the future, it could be possible to im-
plement a special multi-core architecture which is designed specifically for Grid Systems
(just like the GPU for computer graphics).
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