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Introduction

High energy beams of heavy charged particles offer significant advantages for treating

deep-seated tumors with respect to conventional photon radiotherapy. Indeed, ions show

an advantageous depth-dose distribution: a small amount of dose is deposited in the first

part of their range, while a narrow dose peak is present at the end of the particles path

(the so called Bragg peak). By varying the beam energy, the penetration depth (and

thus the Bragg peak position) can be shifted. In this way, by superimposing several

Bragg peaks, one can cover the tumor volume with a homogeneous dose distribution,

substantially sparing the normal tissue surrounding the tumor. Moreover, charged parti-

cles are also characterized by a small lateral beam spread. Taking full advantage of these

characteristic of ion beams, modern scanning beam systems allow to delivery the dose

with millimeter and even sub-millimeter precision. Furthermore, ions heavier than pro-

tons exhibit an enhanced biological effectiveness, particularly at the Bragg peak (caused

by a higher ionization density) which reduce the tumor cells repair capability.

The successful application of ion beam therapy critically depends on the capability to

deliver the dose to the target volume with a high accuracy. However, these accuracy

relies not only on the beam delivery system precision, but also on the capability to

precisely measure the absorbed dose.

For this reason, devices capable of measuring the absorbed dose with a high precision and

spatial resolution are needed. In general, absorbed dose distributions are experimentally

verified by using ionization chambers. However, due to their dimensions and to the need

of power supply, ionization chambers are not always suitable. In several circumstances

the use of solid state detectors, such as thermoluminescent dosimeters (TLDs), or of

radiographic films can be advantageous. In this thesis we will focus on the case of

TLDs.

These detectors are widely used in conventional radiation detection and dose verifica-

tion. However with the development of ion beam cancer therapy an extension of TLD

usage is needed also for heavy charged particle radiation fields. Such an extension can
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Introduction 2

also be useful for space radiation protection purposes. Their main advantages, with re-

spect to ionization chambers, are the small dimensions, ease of handling, the absence of

interference with the radiation field and the usability in solid state phantoms. However,

the response of TLDs with dose is non-linear and their response strongly depends on

the quality of the radiation. For this reason, in order to use TLDs with particle beams,

and specifically to get a prediction of their response in a treatment plan, a model that

can reproduce the behavior of these detectors in different conditions is needed.

In literature, several models describing the TLDs behavior can be found and some of

them will be introduced in the following: in particular, we focus on an extension of the

local effect model (LEM). Even though the LEM was originally developed for predicting

the response of biological systems following ion irradiation, it can also be extended to

efficiency calculations of many solid state detectors, such as TLD.

In this context, a new, simple, and completely analytical algorithm for the calculation of

the efficiency dependence on ion charge Z and energy E has been developed by the author

of this work, in collaboration with the Biophysics Department of GSI (Helmholtzzentrum

für Schwerionenforschung GmbH), Darmstadt. The aim of this work is the exposition

of this algorithm, its comparison with other methods, the analysis of its validity and of

its applicability in treatment planning.

This thesis is organized as follows. Chapter 1 summarizes the physical basis of heavy ion

beam radiation damage: after describing the basic principles of the interaction of radi-

ation with matter, we will introduce the main dosimetric quantities and characteristics

of heavy charged particle dose deposition. Chapter 2 briefly reviews some of the most

common detectors for dose verification, with a special focus on TLDs. Chapter 3 deals

with theoretical models used to describe TLDs behavior, in particular it introduces the

local effect model (LEM) [1] which will be used in this work. In Chapter 4 we describe

several approaches, based on LEM, to compute the efficiencies of TLDs. We start with

the approach introduced by Geiss [2], which correctly describes experimental data but

relies on some ad hoc prescriptions which are not theoretically justified. For this reason

we introduce a new algorithm for TLDs efficiency calculations, the Single Ion approach.

In particular we study its limitations and its robustness, we compare the calculated effi-

ciency values with experimental measurements and with the results of different methods.

At the end of this chapter the results of signal calculation on macroscopic target are

presented. These are performed by implementing efficiency tables calculated with the

Single Ion approach on treatment planning tools. In Chapter 5 we summarize our results

and briefly discuss the prospectives for future work.



Chapter 1

Physical basis of ion beam

radiation damage

1.1 Interaction of radiation with matter

Ionizing radiations are radiations able to deliver enough energy to ionize atoms or

molecules. These radiations can interact with matter in different ways depending on

the medium as well as on the nature and on the energy of the radiation.

A general classification between directly and indirectly ionizing radiations is useful to

better understand the different interaction processes of radiations with matter. Charged

particles can directly ionize the atoms of the medium via Coulomb interactions with

electrons and nuclei in matter.

Uncharged particles, such as neutrons or photons, are considered to be indirectly ionizing

radiations, since they create secondary charged particles which then induce most of the

ionizations and deposit most of the energy in the target material.

This section focuses on interactions of photons and particles in a energy range that is

relevant in radiation therapy:

� photons with energies below 50 MeV;

� protons and ions with energies from 50 to 500 MeV/u.

1.1.1 Photons

An important difference between photons and charged particles interactions with mat-

ter is that the primary beam traversing the medium will not undergo a slowing down
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Physical basis of heavy ions radiation damage 4

processes but instead is attenuated in intensity. This can be explained considering that

the main processes involved either remove the photons from the beam entirely or scatter

them through a significant angle. Indeed, the photons which pass straight through the

medium are those which have not suffered any interaction, therefore they retain the

original energy. In this way the total number of photons is reduced only by the number

of those who have interacted. The attenuation suffered by a photon beam is exponential

with respect to the thickness, i.e.,

I(x) = I0e
−µx (1.1)

with I0 incident beam intensity, x the thickness of the absorber and µ the total absorption

coefficient. The total absorption coefficient is characteristic of the absorbing material as

well as of the photons energy and is directly related to the total interaction cross-section.

Before turning to the calculation of the absorption coefficient, a short description of

photon’s interaction processes with matter will be done.

Usually one distinguishes between three ways of how photons can lose energy when in-

teracting with matter: the photoelectric effect, Compton scattering and pair production.

Elastic scattering processes, such as Rayleigh or Thomson scattering, are less important

in this context since no energy from the photons is transferred to the medium, no dose

is deposited. Also possible, but much less common, are nuclear dissociation reactions,

for example (γ, n), which we will neglect in our discussion as they give a negligible

contribution to the dose rise.

Photoelectric effect. In the photoelectric effect the incoming photon is completely

absorbed by one atom and, consequently, an orbital electron is released. The kinetic

energy of the ejected electron is equal to the difference between the energy of the photon

Eγ and the binding energy Be of the electronic shell from which it was ejected :

Epe = Eγ −Be. (1.2)

The reaction cross-section for this effect depends from the atomic number of the medium,

as Zn with n = 4 or 5, and from the energy of the photon as E−3.5
γ [3]˙

This effect is dominant for low photon energy, e.g., below 40 KeV for targets with a low

average atomic number, such as human tissue.

Compton effect. Compton scattering is an inelastic scattering of an incoming pho-

ton, with energy Eγ , and a bound electron. In this case the photon loses some of its

energy and is deflected by an angle θ from its original direction. The electron is ejected
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and the atom is ionized.

The energy of the scattered photon, E′γ ,can be calculated from the energy and momen-

tum conservation [4]:

E′γ =
Eγ

1 +

(
Eγ
mec2

)
(1− cosθ)

(1.3)

where me is the mass of the electron and c is the speed of light. The reaction cross-

section for Compton scattering is proportional to Z
Eγ

, where Z is the atomic number of

the medium. The Compton effect is the dominant energy loss mechanism of photons in

a range of energies between∼ 100KeV and ∼ 30 MeV.

Pair production. In this process an electron and a positron are generated from a

photon in the vicinity of a nuclear Coulomb field.

This process has an energy threshold of 2mec
2, the rest mass of the electron and the

positron. The photon exceeding energy is carried away as kinetic energy of the two

particles which in turn will produce ionizations along their tracks. Pair production is a

dominant process in material with high atomic number and for high energy photons.

Photon attenuation. The total probability for a photon interaction in matter is

the sum of the individual cross-sections of the processes described above [3].

σ = σphoto + σCompton + σPairProduction (1.4)

The total absorption coefficient can be obtained multiplying the total cross-section by

the density of the atoms, N ,

µ = Nσ (1.5)

The fraction of photons surviving a distance x is then

I(x)

I0
= e−µx (1.6)

where I0 is the incident intensity.

The energy deposition in matter deviates from a pure exponential law in the entrance

region of the irradiated volume, because in this region an equilibrium between the en-

ergy loss of the radiation field and energy absorption of the material has not been yet

established. The surface effect is called build-up effect and is shown in Figure 1.1. In the

distal region, behind the maximum peak, the equilibrium is established and the energy

deposition decreases exponentially with the depth as in Eq. 1.6.
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Figure 1.1: Percentage depth dose curves in water for a 10× 10cm2 field for various
megavoltage photon beams ranging from 60Co γ-rays to 25MV X-rays. Figure from

[5].

1.1.2 Charged particles

The behavior of charged particles in matter is significantly different from the one of

photons. In particular the photon’s lack of an electric charge makes impossible the

many inelastic collisions with atomic electrons, which are the main characteristic of the

interaction of charged particles with matter.

The energy loss of a particle is primarily due to Coulomb interactions between their

charge and the negative charge of the atomic electrons within the absorber. Depending

on the proximity of the particles trajectory to a nucleus, the Coulomb’s force may be

sufficient to rise an electron to a higher-lying shell within the absorber atom (excitation)

or to remove completely an electron from the atom (ionization). The direct removal of

an electron from neutral atoms by the incident particle is called primary ionization.

An ionization process looks like a collision between the charge particle and an orbital

electron. The energy lost from the particle during these collisions is in part used to

overcome the bending energy of the atomic electron and the remaining energy is given

to the ejected secondary electron as kinetic energy. If this ejected electron has enough

energy to ionize another atom is called δ-ray and represents an indirect way by which the

charged particle energy is transfered to the absorbing medium. Under typical conditions,

the majority of the energy lost by the charged particle occurs via δ-rays.

For high energy charged particles another energy loss process has to be taken into

account. When an high energy charged particle passes through the Coulomb field of

an atom, the most likely result is that the particle will simply be deflected by the strong

repulsive forces exerted on it from the nucleus (elastic scattering process). Due to the

deviation from the straight-line course, the particle is decelerated and loses energy:
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this energy appears as a continuous X-ray spectrum called bremsstrahlung. Since this

deceleration is proportional to the inverse of the particle mass, bremsstrahlung radiation

will be much smaller for protons and heavy ions with respect to electrons. In general

the deflection of a proton and especially of a carbon ion is extremely small and a very

little energy is transferred in these collisions. For these reasons radiative energy loss can

be neglected for ions at energies available at medical accelerators.

The particle projectile can also lose its energy interacting with the nuclei of the medium.

The main process is due to the elastic collisions of the particle with the Coulomb field

of the nuclei of the absorber. However, the contribution to the total energy transferred

due to these interactions (so called nuclear stopping power) is much smaller than the

one of the inelastic scattering with the orbital electrons, and dominates the stopping

process only at the very end of the projectile path (the last few µm), i.e. speeds around

and below the Bohr velocity v0, which corresponds to a particle energy of 25 keV/u, as

shown in Figure 1.2. Furthermore the corresponding dose contribution is very small and

in general can be neglected in radiotherapy applications.

Since the contribution of nuclear interactions and radiative processes are very small,

in order to describe the heavy ion energy loss only inelastic collisions with the orbital

electrons of the medium will be treated in the following section.

Stopping power

The inelastic collisions are, of course, statistical in nature, occurring with a certain

probability. However, because their number per macroscopic path length in dense matter

is large, the fluctuations in the total energy loss are small. Thus, one can reasonably

work with the average energy loss by the particle, dE, in traversing a distance dx in the

material. This quantity is called linear stopping power, S, and is defined as [6]

S = −
(
dE

dx

)
(1.7)

Another quantity, strictly related is the mass stopping power defined for a medium with

density ρ as [6]:
1

ρ
S = −1

ρ

(
dE

dx

)
(1.8)

The mass stopping power is generally expressed in MeVcm2g−1.

For a particle with speed v, charge z (in units of e) and energy E traversing a medium

with atomic number Z, relative atomic weight A, density ρ and mean excitation potential

I, the electronic stopping power can be expressed by the Eq. 1.9, which is commonly
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referred to as Bethe-Bloch formula

1

ρ

dE

dx
= 2πNAr

2
emec

2z2Z

A

1

β2

[
ln

2β2me

I(1− β2)
− β2 − C

Z
− δ

2

]
(1.9)

with re the classical electron radius, me the electron mass, NA the Avogadro’s number,

β = v
c , δ the density correction and C the shell correction factors.

The shell and density corrections occur for low and high energy respectively. The first

one becomes relevant when the electrons can not be considered stationary with respect

to the incident particle and, therefore, the speed of the orbital electrons has to be taken

into account. On the other side, the density correction arises from the fact that the elec-

tric field of the particle tends to polarize the atoms along its path. This effect becomes

more important as the energy of the particle increases.

The main parameter of the Bethe Bloch formula, however, is the mean excitation po-

tential I that can be theoretically calculated or extracted from penetration depth mea-

surements. This parameter appears in the term ln
(

1
I

)
, in the bracket and the net effect

is to decrease the stopping power as Z increases. Besides the mean excitation potential

the shell and density correction, the dependence on the absorber medium of the stop-

ping power appears also in the terms Z
A outside the bracket, which makes the formula

proportional to the number of electron per unit mass of the medium.

Figure 1.2: Specific energy loss dE/dx of 12C ions and protons in water. At the top is
indicated the range of 12C ions in water corresponding to their specific energy. Figure

from [7].
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Figure 1.3: Bragg curves of various heavy charged particles at various energies ob-
tained through computer simulation. The position of the peak is dependent on the

velocity and charge of the particle and on the properties of medium.

Furthermore the stopping power depends on the particle charge with the term z2. Thus,

a doubly charged particle with a given velocity has 4 times the collision stopping power

of a singly charged particle of the same velocity in the same medium.

However, the most relevant quantity in the Bethe Bloch formula is the velocity of the

charged particle. At non-relativistic velocity the stopping power is dominated by the

overall 1/β2 factor. The energy loss rapidly decreases with the increasing particle veloc-

ity until about v ' 0.96c, where a minimum is reached. As the energy increases beyond

this point the term 1/β2 becomes almost constant and the stopping power rises again

due to the logarithmic dependence inside the bracket.

In the very low energy region, when the speed of the particle can be compared with the

one of orbital electrons, the dE/dx reaches a maximum and then drops sharply again.

Here a number of complicated effects occurs. The most important of these is the electron

capture, i.e. the tendency of the particle to pick up electrons. This lowers the effective

charge of the particle and thus the stopping power. This effect can be taken into account

replacing z by an effective charge zeff , which can be described by the empirical Barkas

formula [8]

zeff = z(1− exp(−125β z−
2
3 )). (1.10)

Figure 1.3 shows the specific energy losses along the track ( as a function of the pen-

etration depth) for various charged particles at different initial energies. For most of

the track the charge of the ions is equal to the nucleus charge and the specific energy

loss increases roughly as 1/E as predicted by Eq. 1.9. Near the end of the track the

charge is reduced through electron pick up (Eq. 1.10) and the curve falls off. The shape
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of these so called Bragg curves is the main reason for using heavy charged particles in

radiotherapy.

Range

From the stochastic point of view charged particles can be roughly characterized by a

common path-length, traced out by most such particles of a given type and energy in

a specific medium. Because of the multitude of interactions undergone by each charged

particle in slowing down, its path-length tends to approach the expectation value, that

in average will be observed for a very large population of identical particles. This

expectation value define the range of the particles.

Another related quantity is the projected range, which is defined as the largest range

that a particle may have in a medium in a given direction. Since heavy ions tends to

follow a straight path inside the medium for these particles the difference between range

and projected range is small.

Figure 1.4: Mean range for heavy ions in water. Figure from [7].

Since the amount of energy transfered in each collision is generally a very small fraction

of the particle total energy and, in the normal dense matter, the number of collision per

unit path length is large, it can be assumed that the particle loses its energy continuously

until the particle is stopped. This approximation is often referred as the “continuous

slowing down approximation” (CSDA). Under this approximation the range of a particle

with initial energy E0 can be calculated from the stopping power as follow:

RCSDA =

∫ 0

E0

(
dE

dx

)−1

dE (1.11)
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Figure 1.5: Measured Bragg curves of 12C ions stopping in water. Figure from [9].

In reality, statistical fluctuations of the energy loss around its average value occur and

cause a small spread of range values around the mean. This phenomenon is known as

range straggling and is responsible for the larger width of the Bragg peak measured for

an ion beam with respect to the calculation based on the average energy loss of a single

particle. The range straggling increases with the penetration depth in a given material,

resulting in Bragg peaks of larger width for higher initial energies of the same ion type,

Figure 1.5. For different ion species the range straggling approximately varies as the

inverse of the square-root of the mass. Therefore, at the same penetration depth heavier

ions exhibit a narrower Bragg peak, Figure 1.6.

Figure 1.6: Measured Bragg peaks of protons and 12C ions having the same mean
range in water (normalized to the same peak height ). Figure from [9].

Nuclear fragmentation

Although the probability of nuclear interactions is small, they leads to significant effects

at large penetration depths. For this reason this processes will be briefly described in
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this section.

The primary ion can undergo several different nuclear processes depending on the en-

ergy: interaction mechanisms go from transfer reactions, observed at low energies, to

fragmentation processes, observed at the highest energies.

At low energies (< 20 MeV/u) the reactions can not be considered “pure” fragmenta-

tions. There are a lot of parameters which can determine a lot of different interactions

varying from the elastic scattering to inelastic processes and fusion.

At high energies (> 200 MeV/u) violent nuclear interactions occur, a complete dis-

integration of both the target and projectile nuclei or a partial fragmentation can be

observed. In general, the more frequent nuclear reactions, in this energy range, are pe-

ripheral collisions in which the projectile particle loses one or several nucleons. These

kind of reactions can be described through a two step process. In the first step the

nucleons, in the overlapping zone between the interacting projectile and target nuclei,

are abraded, while the rest of the nucleons are assumed to undergo little changes in mo-

mentum. This phase can leads to the formation of highly excited pre-fragments which,

during the second step called “ablation”, lose their excitation by the emission of nucleons,

clusters and γ-rays and re-arranges themselves corresponding to the remaining number

of protons and neutrons. These fragments continues in the original beam direction with

approximately the same beam velocity and contribute to the energy deposition until

they are completely slowed down. Whereas the dose contribution from nuclear kickback

is typically negligible, the spatial pattern of energy deposition is considerably affected

by the secondary nucleons and fragments produced in nuclear reactions. For proton

beams only the target nuclei can be involved in fragmentation processes. Vice versa for

heavier ion beams the fragmentation concerns primarily the projectiles particles. One

of the main consequences of nuclear fragmentation is, therefore, an exponential decrease

of the primary particles fluence with the depth, x, according to the equation:

φ(x) = φ0e
−NxσR (1.12)

where φ0 is the initial fluence, σR is the total reaction cross section, and N is the atomic

density of the medium. On the top of Figure 1.7 the surviving fraction of 12C ions of

200 MeV/u and 400 MeV/u traversing a thickness of water is shown. At 200 MeV/u

still 70% of the primary ions reach the Bragg peak, whereas this fraction decreases to

30% at 400 MeV/u. This process leads to a build-up of lower-Z fragments along the

penetration depth, this effect becomes more and more important with the increasing

of the penetration depth. As an example, in Figure 1.8 are shown measured build-up

curves for charged fragments of 12C ions with Z = 1 to 5.
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For kinematic reason , as already mentioned, these secondary fragments are moving in

the same direction and with the same velocity as the primary beam. Since the range

of particles with the same velocity scales as A/Z2, these fragments have larger range

compared to the primary ions. Therefore, they lead to an energy deposition behind the

Bragg peak causing a characteristic tail in the depth dose distribution for larger depth,

this phenomenon is shown in the lower panel of Figure 1.7.

Figure 1.7: Top: Attenuation, due to fragmentation of primary carbon ions as func-
tion of the penetration depth in water for 200 MeV/u and 400 MeV/u. Bottom: two

Bragg curves corresponding on the two energies. Figure from [10].

The angular emission of these secondary fragments contributes to a deterioration of

longitudinal and transversal selectivity of the beam. Moreover, the effects of multiple

Coulomb scattering are more pronounced for lower Z particles and this leads to an

additional lateral spread of the beam.

The amount of fragments in general increases with the mass of the projectiles: in fact,

it has been observed that for 400 MeV/u 20Ne beam only 38% of the primary ions reach

the Bragg peak at 16 cm depth in water, for 12C ions the number of surviving with

the same range is 52% [7]. For this reason ions heavier than 20Ne are not advisable in

therapy, carbon ions, instead, offer relatively good conditions. Furthermore the use of
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positron emitters, like 11C and 10C offer the possibility to an in vivo range monitoring

with positron emitting tomography (PET) techniques.

Figure 1.8: Build-up of secondary fragments produced by 400 MeV/u 12C ions. Figure
from [10]

.

1.1.3 Light charged particles: Electrons

Equations for the stopping of heavy charged particle (HCPs) can, to a certain degree,

also be applied to electron projectiles. However, the details of the passage of electrons

through matter are more complicated than in the case of HCPs. The main differences

are the much smaller electron mass and the larger speed. Electrons may lose a large

fraction of their energy in a single collision with an atomic electron and can be also

scattered much more easily by nuclei than heavy charged particles: for these reasons

their paths are usually not straight. In addition, for high energy electrons, the radiative

mechanism for losing energy have to be also taken into account.

The electron path is, therefore, more branched compared to the one of a HCP, as shown

in Figure 1.9. As the ionization events are scarce compared with that of HCP, electron

radiation is considered as sparsely ionizing radiation. For the HCP the maximum range

of the secondary electrons (i.e. δ-rays) emitted from the primary projectile decreases,

with the decreasing of the HCP energy.

1.2 Dose distribution

Both photons and ions induce biological damage in matter via emission of secondary

electrons, however, ion beams show a completely different spatial distribution of energy
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Figure 1.9: δ-ray track around an electron track (top) and a HCP (bottom)

deposition compared to photons. These differences lead also to different biological effects.

However, before discussing the radiation dose deposition in matter, the more important

dosimetric quantities have to be introduced.

1.2.1 Basics of Dosimetry

The aim of dosimetry is the calculation and assessment of the energy delivered from

ionizing radiations to an absorber medium. For this purpose several specific dosimetric

quantities have been introduced. The amount of energy absorbed by the irradiated

medium can be established by the measurement or calculation of these quantities.

In dosimetry the following units and quantities definitions have been provided by the In-

ternational Commission on Radiation Units and Measurements (ICRU) and are reported

in the ICRU Report 60 (1998) [6].

Fluence. The number of particles entering in a volume of interest is a crucial quantity

for all dosimetric considerations. The particles fluence, or simply the fluence, φ is defined

as the quotient of dN by da, where dN is the number of particles incident on a sphere

of cross sectional area da [6], thus

φ =
dN

da
(1.13)

Fluence is measured in units of 1/cm2.
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Absorbed Dose. The absorbed dose is the most important dosimetric quantity. The

definition of the absorbed dose is based on the concept of energy imparted. The energy

imparted by ionizing radiation to matter within the volume V , with mass m and density

ρ is defined as a stochastic quantity ε. Considering i particles interacting in the volume

V , the energy imparted to it εi,in is the sum of energies from all charged and uncharged

particles entering the volume , minus the energy of those leaving the volume εi,out, plus

any energy gains (or losses) Q from any nuclear reactions involved. Thus,

ε =
∑
i

εi,in − εi,out +Q (1.14)

the absorbed dose is defined as the mean energy imparted in an infinitely small amount

of matter, i.e

D =
dε̄

dm
(1.15)

Dose is measured in Gray (Gy), which is defined as Jkg−1. Dose is a macroscopic and

non stochastic quantity.

For charged particle equilibrium (CPE) 1 condition the absorbed dose equals the product

of particle fluence and mass stopping power

D = φ
1

ρ

(
dE

dx

)
(1.16)

where φ is the primary particle fluence and
(

1
ρ
dE
dx

)
is the corresponding mass stopping

power.

Linear Energy Transfer (LET). The linear energy transfer LET∆ , sometimes

also called restricted linear collision stopping power, is the amount of energy lost dE by

a particle in a medium, due to secondary electrons with an energy less than ∆, over a

distance dx .

L∆ =

(
dE

dx

)
∆

(1.17)

If ∆ approaches ∞ the linear energy transfer gets numerically equal to the electronic

stopping power, then

LET∞ = lim
∆→∞

L∆ =

(
dE

dx

)
el

(1.18)

In this work when referring to linear energy transfer we always intend LET∞.

1Considering an irradiated volume V the CPE condition exist if, for every type of charged particles,
entering and going out from the volume V the condition

∑
(Tin)c =

∑
(Tout)c is verified. Where

∑
(Tin)c

is the sum of the kinetic energy of a type of particle entering, c, in V and
∑

(Tout)c is the sum of the
kinetic energy of the same type of particle going out from the same volume V . [11]
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The SI unit for the LET is Jm−1, usually dE is expressed in eV, or some convenient

multiples or sub-multiples, and L∆ in this thesis is expressed in MeVcm−1 .

1.2.2 Depth dose distribution

As already mentioned, the different energy deposition processes between photon radi-

ation and heavy charged particle radiation lead to a completely different spatial dose

deposition. The main difference concerns the depth dose distribution.

Photon radiation shows, according to the absorption low (Eq. 1.6), an exponential de-

crease of dose with depth. As mentioned in Section 1.1.1, for high energetic photon

beams, the initial build-up, due to the forwarded Compton scattered electrons, shift the

dose peak by few centimeters away from the surface.

The depth dose profile for heavy charged particles, on the other hand, is characterized

by a distinct narrow peak at the end of their range, the Bragg peak. The depth position

of this peak depends on the kinetic energy of the incident particles. This inverted depth

dose profile make ions extremely suitable for ratiotherapeutic applications to deep seated

tumors. The dose, indeed, is mainly deposited in depth (and thus in the tumor volume)

with a high precision, sparing the normal tissue surrounding the tumor. Figure 1.10

Figure 1.10: Depth dose distributions for 21 MeV photons, 148 MeV/u protons and
270 MeV/u carbon ions. Figure from [12].

shows different depth dose distributions for 21 MeV photons, 148 MeV/u protons and

270 MeV/u carbon ions.
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For ion beam radiation therapy applications, in the case of active dose shaping devices

(such as the GSI raster scan system), several weighted Bragg peaks of different energies

are superimposed, in order to reach an uniform dose distribution on the tumor volume,

as shown in Figure 1.11.

Figure 1.11: Extended target irradiation obtained by superimposition of intensity
weighted Bragg peak of different energies. The distal peak is at the highest energy and

intensity with respect to the others.

1.2.3 Radial Dose Distribution

Ion radiations differs from photon radiation also with respect to the microscopic spatial

energy distribution.

Compton and photoelectric effects are the main processes involved in the photon energy

deposition. During this processes secondary electrons are produced and, if the energy is

sufficient, they can give rise to further ionization events producing tertiary and higher

order generation electrons. The energy contribution of each photon in the absorber

medium is small, therefore many photons are needed to reach doses in the order of

1 Gy. This leads to a random spatial distribution of the energy deposition events, i.e.

to an homogeneous ionization density over the entire considered volume.

The energy distribution of heavy ions is completely different, Figure 1.12 shows a TRAX

[13] simulation for proton and carbon ions of different energies in water. Looking at

the figure is possible to notice that energy deposition in the target is still due to the

emission of secondary electrons, however, the emission of these electrons is mainly peaked

in a forward direction (ions are coming from the bottom). The fraction of secondary
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Figure 1.12: Simulated paths of δ-electrons created by ions of various energies
(TRAX code [13]).

electrons emitted at large angles has, in general, comparably low energies, and thus short

ranges. Therefore, the number of high energetic electrons, which can transport energy

at large distances from the track, is small, and, thus,the spatial energy distribution is

extremely localized along the trajectory of the primary ion [14]. In Figure 1.12, δ-rays

are represented in different color depending on their energy (the energy color scale is

reported in the bottom left of the figure). Hence, the spatial energy distribution is

extremely localized along the trajectory of the primary ion [14].

The radial distribution of energy deposition within a particle track can be described in

terms of the average dose deposition D(r) as a function of the distance from the track

center, r. In Figure 1.13 the so called radial dose profiles for carbon ions at different

specific energy are shown. The radial dose distribution for intermediate distances from

the track core is known to decrease with the inverse square of the distance. The width
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of this distribution is related to the maximum range of the highest energetic electrons

and depends on the energy of the primary particle: is larger for more energetic ions.

However it is difficult to predict the radial dose distribution in the farthest, as well as

in the closer, region from the path. This is due to uncertainties in electron range and

energy relation, angular dependence of the secondary electron production cross section,

and effects of δ-rays transport in matter, especially in medium with high atomic number.

Figure 1.13: Local dose deposited in carbon ion tracks at different energies. Figure
from [14].

In Figure 1.14 is shown a comparison between the microscopic distribution of energy

deposition for photons and carbon ions at different energies. The different dose dis-

tribution are represented for the same average dose (2 Gy) delivered on a thin target

with the typical size of a mammalian cell nuclei 10× 10 µm. In the case of photons the

distribution is flat and the expectation value of the energy deposition is homogeneously

distributed.Low energetic, instead, ions exhibit an extremely high local dose, up to 106

Gy, deposited in a very small areas around the particle tracks, which is compensated

by large areas between the track where no energy is deposited at all. It is significant to

notice that, in order to reach the same dose, the number of particles increase with the

decreasing of the LET (increasing of the energy) according with Eq. 1.16. Furthermore,

the radius of the track increase with the energy, thus, the number of overlaps between

ions track increases. Both this phenomenon, the increase of the fluence and of the over-

laps, lead to an increasing homogeneity of the microscopic dose distribution with the

increasing of primary ions energy.
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Figure 1.14: Microscopic dose deposition of photons (top left) and carbon ions at
different specific energies. All the distributions are normalized to the same average

dose of 2 Gy. Figure from [14].

1.3 Relative Biological Effectiveness

The changes in the biological effectiveness of radiations is the result of a complex com-

bination of physical effects such as ionization density and biological parameters like the

repair capability of the cell system. Therefore, the larger biological effect created by

heavy ions radiation can be understood considering the different dose distributions of

photons and ions. The high ionization density close to the particle track leads to a large

probability of complex DNA damages such as clustered single or double strand breaks.

In contrast, the homogeneous dose distribution of photons generates much more distant

DNA damages. Since the repair capability of the cells decreases with the complexity of

the DNA damage, the biological effect of heavy ion radiation is much larger than the

one induced by photons.

Generally the capability of different radiations in killing cells are analyzed using the

survival curves Figure 1.15. In these curves the fraction of survival cells is represented

as a function of the dose. The most common way to parametrize the cell survival S is



Physical basis of heavy ions radiation damage 22

Figure 1.15: Definition of RBE for cell inactivation at two different survival levels
1% and 10%.

the linear-quadratic model,

S(D) = exp(−αD − β D2) (1.19)

where D is the absorbed dose and α and β are specific coefficients characterizing the

radiation response. The survival curve shows a typical shoulder shape determined by the

ratio between α and β . This ratio is a very important quantity in radiotherapy because

it is linked to the repair capability of the cells. Smaller value of α/β correspond to more

pronounced shoulder of the dose response curve that means more repair capability.

Figure 1.16: Dependence of RBE on LET and particle type. Figure from [14].
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However, this is just a simplified description of the biological effects induced by radiation,

the reality is much more complex and many other parameters occur. Some of them are

taken into account considering the relative biological effectiveness (RBE). This quantity

is defined as the ratio of the dose of a reference radiation (typically X-rays or γ-rays) to

the dose of the radiation of interest, (e.g., ions) to produce an identical biological effect

RBE =
Dref

Dion

∣∣∣∣
iso−effect

(1.20)

In Figure 1.15 is shown the determination of RBE values by typical cell survival curves,

where RBE values for cell inactivation are indicated for two effect levels 1% and 10%.

As one can see from this figure the survival curve for heavy ions loses completely the

“shoulder” (β approach to 0) due to the less capability of the cell to repair the high

LET radiation damage. It is important to notice that each time a value of RBE has been

provided the reference radiation and the level of biological effect have to be specified.

Indeed, the value of RBE strongly depends on the effect level: the difference between

photons and ions is high at low dose and decreases with the increase of the dose.

Moreover, for heavy ions different energies yield different dose effect curves. Qualita-

tively, this can be easily explained: for high energies (low LET) the track is wide, thus

the ionization events occur far enough and make repair possible, yielding survival curves

similar to sparsely ionizing radiations. With decreasing energy the diameter of the track

shrinks and the LET increases. This leads to a high ionization density in the core of the

track diminishing the repair possibility and yielding a significant increase of the RBE.

At very high LET values, that means at the end of the particle path (for carbon ions is

above 200 keV/µm) the local dose becomes higher than necessary for a lethal damage

and the RBE decreases again[15]. In Figure 1.16 the dependence of the RBE from the

energy of the particle for various ion is shown, it is important to notice that the position

of the maximum of RBE changes for different ions.

The value of the radiobiological effectiveness , however, depends on many other param-

eter like the radiosensitivity of the cells and tissues, the fractionation scheme and the

oxygenation. For all these reasons, finding a model able to predict the RBE with a good

accuracy for all tissue types is a difficult task.
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Dosimeters

Radiation induced biological effects strongly depend on the dose. Therefore the capa-

bility to perform correct measurements or calculations of absorbed dose plays a key role

for radiotherapy as well as for radiation protection. In radiotherapy, for example, the

planned dose in the target volume should be delivered with an uncertainty of less than

5%, as recommended by ICRU (ICRU Report 24 [16]). Therefore, in order to ensure

such high precision, for clinical application the dose measurement should be performed

within an uncertainty lower than 1% [17]. For this reason devices able to measure the

absorbed dose with an high precision and spatial resolution are needed. In this chapter

some of the most wide spread detectors for dose verification in radiotherapy will be

briefly overviewed.

2.1 Calorimeters

The most direct way to measure the absorbed dose is through calorimetry, under the

assumption that the whole energy delivered by ionizing radiation within the medium is

transformed to heat. The absorbed dose D is measured as a function of the temperature

variation ∆T on a volume with a known mass and with a specific heat capacity cp as

D = cp∆T. (2.1)

The use of calorimeter with the sensitive volume filled by water allows to get a direct

measure of the adsorbed dose in water. However, calorimeter in graphite can be used

for the same purpose as well, with the only precaution to convert the dose-to-graphite

to the dose-to-water.

24
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The measurement procedures require that the apparatus is in thermal equilibrium with

the environment and that the irradiated volume is thermally isolated from its environ-

ment. These requirements are time consuming and laborious, which make the use of

calorimetry outside the primary standard laboratory limited [18].

2.2 Ionization chamber

Gas filled ionization chambers are the most used detectors in dosimetry for radiotherapy.

These dosimeters are based on the assumption that the dose deposited in a gas by

ionizing radiation is proportional to the charge produced in the gas. It consists of a

gas filled chamber with two electrodes. The electrodes exist in several designs, with a

cylindrical outer electrode and a central electrode in the middle or two parallel plane

electrodes. An electric field is create in the gas applying a voltage to the electrodes,

thus the charge carriers, created by radiations ionizing the atoms of the gas, move to the

electrodes where they can be measured. If Jc is the charge per unit of mass produced

in the gas and the average energy required in order to produce an ionization event w is

known, the dose deposited in the chamber Dc can be calculated by

Dc = Jc
w

e
(2.2)

where e is the electron charge. However, the reading of ionization chambers require

corrections for the influence of environmental conditions and charge recombinations.

Ionization chambers can be used for absolute and relative dosimetry, are reusable, offer

an instantaneous dose measurement and have a high accuracy, however they need a

power supply.

2.3 Semiconductor diodes detector

Although semiconductor detectors have been used mainly for gamma and X-ray spec-

troscopy, they are also very suitable as dosimeters.

A semiconductor diode dosimeter (usually silicon or germanium) is made of a p − n

junction. The bulk of the detector is constituted by a p region where the semiconductor

material is doped with impurities which generate an excess of holes while a thin layer

on the surface of the detector is a n region doped in such a way to create an excess of

electrons. Electrons from the n region, near the p-n interface, tend to diffuse into the

p region. In this diffusive process electrons leave in the n region positive charged ions.
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At the same time holes from the p region near the p-n interface tend to diffuse into

the n region leaving negative charged ions in the p region. Therefore, the region nearby

the p-n interface, called depletion layer, becomes negatively charged on the p-side and

positively charged on the n-side and generate an electric field which opposes the diffusion

process for both electrons and holes. The equilibrium is reached when the electric field

is strong enough to compensate the diffusion process.

Even in the absence of any external voltage, an electric field is thus generated at the

interface between p-region and n-region and results in the so called built in voltage.

When a charged particle passes through the depletion region, which is the active region of

the detector, it produces electrons and holes. These charge carriers, under the influence

of the above mentioned electric field, drift in opposite directions and generate a current

which can be measured with an external amplifying circuit. In several applications, in

order to increase the thickness of the depletion layer and the charge collecting efficiency,

a reverse bias is applied.

Semiconductor detectors have several advantages with respect to ionization chambers.

The energy required in order to produce an electron-hole pair in a semiconductor (in

silicon is 3.6 eV) is ten times lower with respect to the energy needed for producing

the same electron-hole pair in a gas (about 30 eV). Considering also that the density

of a semiconductor, such as silicon, is about 1800 times that of the air, an ionizing

particle passing through a silicon detector will produce approximately 18000 times as

much charge as it would by passing through an ion chamber of the same volume [19].

This allow the construction of small detectors with a high energy resolution and a high

reproducibility. Furthermore the time resolution is also very good.

2.4 Radiographic films

Radiographic films (photographic emulsions) are widely used for dosimetric measure-

ments in radiation protection and radiation oncology [20]. Classic emulsions consist of

microscopic grain, approximately of 1µm of diameter, of silver bromide (AgBr) placed

in gelatin layers deposited on a supporting film.

The incident radiations can lead to a conversion of the Ag+ ions in neutral silver atoms,

Ag. Thus, each irradiated grain will contain some neutral Ag atoms (in general a grain

contains approximately 1010 Ag+ ions) which constitute the so called latent image. With

a chemical process it is possible to develop the latent image: this process enhances the

conversion of neutral silver atoms in the grain where some Ag atoms already exist, while

it has no effect on the grain containing only Ag+ ions, i.e. the ones which have not
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been irradiated. At the end of this process the ions Ag+ are removed leaving behind

the opaque silver grains [19]. The presence of these neutral silver grains can be optically

detected and it is related to the emulsion absorbed dose [11].

The effect of radiations results in an increased opacity on the film regions where larger

doses have been deposited. The opacity level of a radiographic emulsion is measured by

the optical density OD which is defined as

OD(x, y) = log10

I(x, y)

I0
(2.3)

where I(x, y) is the intensity transmitted through the film point (x,y) when the film is

illuminated with a light source of intensity I0.

These dosimeters are characterized by a high spatial resolution and an high sensitivity.

However, the relationship between the absorbed dose and the optical density is not

linear and saturation effects occur when all the grain are irradiated. Furthermore the

reproducibility of the signal strongly depends on the chemical developer process and in

general it is difficult to reproduce the signal within an uncertainty better than 3% [11].

2.5 Thermoluminescent dosimeter, TLD

Thermoluminescent dosimeters (TLD) are widely used in personal dosimetry and medi-

cal applications. These devices are insulator or semiconductor materials with the capa-

bility to store information on the amount of ionizing radiation they have been exposed

to. Subsequently they release these informations by emitting visible light when the ma-

terial is heated (thermoluminescence, TL)[21]. The light emitted, typically in the blue

or UV region, is proportional to the amount of absorbed energy.

Thermoluminescent materials are inorganic crystals, such as lithium fluoride (LiF) or

calcium fluoride (CaF2), containing suitable impurities which generate extra energy

levels in the gap between conduction band and valence band, namely centers or crystal

imperfections. It is possible to distinguish between two different kind of centers:

� Traps for the electrons and holes which can capture and hold charge carriers for

long period of time;

� Luminescent center which emits light when electrons and holes recombine in such

center.

Figure 2.1 schematically represents the thermoluminescence process. On the left panel,

ionizing radiation creates a electron-hole pair. The electron is excited to the conduction
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band where it migrates to an electron trap. At the same way the hole migrates to an hole

trap. At room temperature these traps are deep enough (in terms of potential energy) to

prevent the escape of the charge carriers from the traps. In order to liberate the charge

carriers (detrapping), the crystal has to be annealed. The probability of releasing a trap

Figure 2.1: Trapping and annealing mechanism. E is an electron trap and H is an
hole trap. L is the luminescence center for electron-hole recombination.

at temperature T is described by the Boltzmann distribution:

P (T ) = s· exp

(
− E

kBT

)
(2.4)

where E is the trap energy depth, T is expressed in Kelvin, kB is the Boltzmann’s

constant and s is called frequency factor. The latter depends on the lattice defect and in

a simplified model can be assumed independent from the temperature. P (T ) increases

with the temperature, and, then, the releasing probability of electrons and holes which

are in the deeper traps increases by heating the crystal. The released charge carriers can

now recombine and, if these recombination processes take place in luminescent centers,

are accompanied by light photons, as shown in the right panel of Figure 2.1.

These photons can be detected with a photomultiplier which yields the so called glow

curve: a curve which shows the thermoluminescent signal versus the temperature. By

referring to the Eq. 2.4, as already mentioned it is possible to notice that, assuming

constant values for E and s, the escaping probability P (T ) increase with the temperature

T . Thus the released charge carriers rate will increase with the increase of T reaching a

maximum at temperature Tm. This maximum is followed by a decrease of the signal due

to the fact that the number of trapped electrons or holes is gradually exhausted [19].

Assuming that the number of recombinations in the luminescent centers is proportional

to the charge carriers escaping rate, a maximum of the TL will be observed at Tm, which

is called glow peak.
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Figure 2.2: TL glow curve of LiF:Mg,Cu,P (lithium fluoride activated with Mg, Cu
and P) detector irradiated with 10 Gy of 137Cs γ-ray. Figure from [22].

The presence of more than one peak in the glow curve indicates the presence of traps at

different energy depths E, within the crystal. An example of a glow curve is shown in

Figure 2.2, the area below the curve is proportional to the amount of energy deposited

within the detector by ionizing radiation.

In this work we will mainly focus on TLD consisting of lithium fluoride doped with

magnesium and titanium (LiF:Mg,Ti), in particular we will refer to TLD-700 material

which is LiF:Mg,Ti enriched in 7Li. This is one of the most common type of TLDs and

is widely used in medical dosimetry thanks to is low atomic number (Zeff = 8.2) which

only slightly differs from the tissue one (Zeff = 7.4). A glow curve of TLD-700 is shown

in Figure 2.3. Several peaks are visible in this figure, the largest is the so called peak

5 which has also a good temporal stability (half-life ∼80 years) and thus is one of the

most important ones for dose estimation. The region beyond the peak 5 is known as

high temperature region (HTR) where it is possible to notice the so called peak 6 or 7

which is the sum of several peaks, whereas for temperature lower respect to peak 5, the

peak 2,3 and 4 are visible.

2.5.1 Signal Stability and reproducibility

The independence on time and on environmental conditions as well as the reproducibility

of the readings are fundamental requests for the use of thermoluminescent material in

dosimetric applications. Indeed, if the traps are not stable, i.e. they recombine before
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Figure 2.3: An example of TLD-700 glow curve.

the annealing process, distortions of the glow curve and alterations of the detector

sensitivity can be observed. This process is called trap leakage and depends on two

main factors: the room temperature and the half-life of the traps. High temperature

traps are more stable and the leakage is smaller compared to lower temperature traps.

Generally that the traps life corresponding to glow peak at '200� have a half-life in

the order of years, whereas glow peaks around '100� have a half-life of the order of

hours [19].

For this reason, in order to ensure a signal stability of the detector, TLDs are generally

pre-annealed before starting the read out process at relatively low temperature (approx-

imately 100�): in this way the light contribution from the low temperature peaks is

removed and the leakage is reduced.

Moreover, only a small part of the absorbed dose is converted in thermoluminescence.

The ratio between the energy emitted as light during the heating process ε and the

energy absorbed during the irradiation ε0 is called intrinsic efficiency and is indicated

with α, [23], thus

α =
ε

ε0
=
NTLhν

mD
(2.5)

where NTL is the number of photon emitted during the annealing process and hν is

their energy, m is the average mass irradiated and D is the dose absorbed by the mass

m. However, it is difficult to measure the intrinsic efficiency, indeed many processes

contribute to the energy conversion such as the charge carriers production, the trapping

and the detrapping processes, recombination etc [23]. For LiF (TLD-100), the intrinsic

efficiency has been measured by Lucke as 0.039% [24].

Due to the low intrinsic efficiency and the strong dependence of the many processes

TLDs can be used only under reproducible condition in order to ensure accurate and

consistent results.
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2.5.2 Dose response curve

Although it would be desirable for a TLD detector to have a linear dose response over

a wide range of doses [22], most of TL phosphors show a supralinear response for doses

above approximately 10Gy and all the TL materials saturate at very high doses. The

deviation of the signal from linearity is usually described with the linearity index, f(D),

defined as

f(D) =
TL(D)/(D)

TL(D0)/(D0)
(2.6)

where D is the given dose and TL(D0) is the TL signal for a low dose value D0 which

is within the linear region.

The dose response curve of TLD-700 is shown in Figure 2.4, where it is possible to no-

tice that the detector response becomes supra-linear at doses of approximately 100Gy,

whereas for doses larger than 104Gy a saturation of the detector response can be ob-

served.

Figure 2.4: Dose response curve for TLD-700 material exposed to 60Co γ-rays.
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Detector efficiency calculations:

models

With the development of heavy ion accelerators and of ion beam therapy the interest in

heavy charged particles dosimetry, and particularly dosimetry with solid state detectors,

increased remarkably.

The main advantage of this kind of detectors, compared to the ionization chambers,

is the higher signal, due to their high ionization density. This allows the achievement

of higher spatial resolution and smaller dimensions of the detectors. However, the high

ionization density leads also to saturation effects and non linear responses with the dose,

as shown in Chapter 2. This characteristic cause a straight dependence of the detector

response on the dose distribution which is one of the main limitations for the use of this

kind of detectors in heavy charged particles (HCPs) dosimetry. Moreover, the response

of these detectors depends also on the quality of the radiation. As an example, Figure 3.1

shows the glow curves of a TLD-700 after irradiation with 50 mGy of 60Co γ-rays and

50 mGy of 20Ne ions with a LET of 31.6 keV/µm [25].

Figure 3.1: TLD-700 glow-curves after 50 mGy of 60Co (solid line) and 50 mGy of
20Ne ions with a LET of 31.6 keV/µm (dashed line). Figure from [25].

32
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Furthermore, unlike photon radiation which creates a nearly uniform dose distribution

over the whole detector, HCPs generate an extremely localized dose deposition along the

trajectory of the primary ions. Several models describing the radial dose distribution

around a particle path exist ([26], [1], [27], [28], [29] etc.). All of them predict a decrease

of the dose with the radial distance r from the track center proportional to 1/r2 and, most

of them, expected local dose values even higher than 106 Gy for r values below 1 nm [30].

Therefore, considering a detector characterized by a linear-supralinear-saturated dose

response curve irradiated with an HCP, this detector will saturate in the closer region

surrounding the track core, then it will respond in a supra-linear way for the intermediate

distances and linearly for the external part of the track, as shown in Figure 3.2. The

total signal will be the combination of the contributions of all these three regions.

Figure 3.2: On the left panel: the solid line represent a dose-response curve of a solid
state detector, exhibiting three different regimes: a linear, supra-linear and saturated
response whereas the dashed line is the deviation of the signal from linearity. On the
right, the radial dose distribution of a single ion. The deposited dose decreases with
the distance from the center of the track, crossing all three aforementioned response

regimes.

The radial dose distribution around an HCP is much more sharp when the particle is in

the Bragg peak region with respect to the radial dose distribution of the same particle

in the plateau of the depth dose profile. Therefore, the contribution to the saturation

is larger for particles at the end of their path and, then, the efficiency of the dosimeter

decreases with the increasing linear energy transfer (LET) of the considered particle.

The knowledge of efficiency curves of such detectors for HCPs dosimetry is therefore

mandatory [2] [20] [31]. Several models with the aim of describing the efficiency of

detectors under particle fields exist and it is possible to distinguish two main groups:

� Microdosimetric models

� Track structure models
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In this chapter only track structure models, and specifically amorphous track struc-

ture models, will be presented with a special focus on TLDs. Before starting with the

description of the various models the concept of relative effectiveness will be introduced.

3.1 Relative Effectiveness

The absolute or intrinsic efficiency, α, of a solid state detector is defined as the ratio

of the mean energy detected ε0, to the mean energy imparted to the detector by the

radiation field ε, Eq. 2.5,

α =
ε0

ε
(3.1)

The determination of this intrinsic efficiency is highly complex since various physical

processes are involved [32]. Therefore, in order to describe the behavior of a dosimeter

in a radiation field x different from the reference radiation field (usually 60Co or 137Cs

γ-rays), the relative effectiveness (RE) η is used. In literature the definition of the RE

is not unique, basically there are two definitions used [33]. There is the iso-response

definition,

ηiso−response =
Dref

Dx

∣∣∣∣
iso−response

(3.2)

which is the ratio between the dose applied with the reference radiationDref and the dose

of the radiation type x, Dx, yielding the same detector response. It has to be noticed

that this definition is similar to the definition of the relative biological effectiveness

(RBE), which can be seen as the biological counterpart to the RE.

The alternative definition is the ratio of the response of the detector irradiated with

radiation x, S(Dx), to the response after irradiation with reference radiation, S(Dref ),

at the same nominal dose.

ηiso−dose =
S(Dx)

S(Dref )

∣∣∣∣
iso−dose

(3.3)

In the following of this work only the iso-dose definition will be used. A schematic

representation of these two quantities is shown in Figure 3.3

3.2 Amorphous track models

Amorphous track models (ATM) , are a group of models with the aim of describing

the response of a system irradiated with HCPs following a phenomenological approach.
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Figure 3.3: Schematic illustration of both RE definition.

These models, unlike 3D track structure models, do not describe in full detail the propa-

gation of a track but consider the radial dose profile represented as a homogeneous dose

distribution in the irradiated sample [34]. ATM are based on three main assumption:

� The dose deposition around the ion track can be described by a continuous radial

dose profile.

� The effects of HCP radiations are mainly due to the secondary and higher order

electrons and the contribution of each of these electrons does not depends on their

origin. Thus, the local response of the detector to the various order electrons is

the same and depends only on the local dose level.

� The detector response can be calculated folding the low-LET (photon and elec-

tron radiation) dose-response curve of the detector with the inhomogeneous dose

distribution.

In the following sections three different approaches will be briefly described. At first

the Butts and Katz model will be introduced. In this model the detector response is

calculated from the activation probability of a sensitive center within the detector and

the radial dose distribution is calculated using the Rutherford scattering cross section

formula for the secondary electrons. Afterwards, the track interaction model (TIM),

which determine the detector response with consideration on the recombination proba-

bility, will be treated and, finally, the local effect model (LEM) will be described. The

latter was originally conceived for biological systems but can also be extended to many

solid state detectors. In this model the effect of HCPs radiation on a sensitive target

is calculated convolving a parametrization of the radial dose distribution around an ion

track with a parametrization of the low-LET dose response of the detector.
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3.2.1 Butts and Katz model

This amorphous track structure model was first introduced by Butts and Katz in 1967

in order to predict the response of enzymes and viruses to heavy ion irradiation [35].

Later this model was applied by Katz et al. to explain the supra-linearity of thermo-

luminescent dosimeters [36][37][26].

This model is based on the fact that the structure of the track of an heavy charged

particle is determined by the radial distribution of the dose deposited by secondary

electrons all around the primary ion trajectory. This dose deposition has cylindrical

symmetry above the ion path with a width determined by the maximum range of δ-

electrons, beyond which the dose drops to zero.

The detector is characterized by sensitive (cylindrical or spherical) elements, called tar-

gets. These elements can be activated by “hit” which represent a single event with

enough energy to change the state of the element. After the activation the element is

supposed to be stable: the state will not change even if other events occur afterwards.

Many detectors such as photographic emulsions, alanine, scintillators as well as some

biological processes like DNA single strand breaks and enzymes and virus inactivation

need 1-hit in order to produce a signal. However, there are some types of photographic

emulsions that need more than one hit for being activated. The latter are called multi-hit

detectors. Furthermore, there are other systems which need the activation of more than

one target in order to produce the observed end-point. An example of such multi-target

detectors are cellular chromosomes [36].

Since the hits are independently distributed, the probability for activation can be de-

scribed by the Poisson formula. In an uniform radiation field, for example γ-rays, in

which in average there is one hit per target (N̄ = 1), the probability of not being hit

(n = 0), is :

P (n = 0) =
N̄ne−N̄

n!
= e−1 ' 0.37. (3.4)

The macroscopic dose of γ-rays at which each element is hit in average one time, or

in other words, the dose at which 37% (e−1) elements are not hit, is a characteristic

parameter of the detector and is generally indicated as D37. The average number of hit

for a macroscopic dose D of γ-rays can be calculated as N̄ = D/D37.

Considering 1-hit detector irradiated with a dose D of sparsely ionizing radiation. The

probability to be activated, P1 (the probability to receive at least 1-hit) is given by one

minus the probability of not being hit P (n = 0).

P1 = 1− P (n = 0) = 1− e−N̄ (3.5)
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Whereas for a 2-hit detector, the activation probability P2 is given by the probability to

be hit at least two times:

P2 = 1− (P (n = 1) + P (n = 0)) = 1− (1− N̄)e−N̄ (3.6)

In the case of a 2-target detector activated by 1-hit the probability to reach a signal is

given by

P (m = 2) = (1− P (n = 1))2 =
(
1− e−N̄

)2
(3.7)

Hence, the gamma dose-response curve of 1-hit, 2-hit and 1-hit 2-elements detectors will

follow respectively Eq. 3.5, Eq. 3.6 and Eq. 3.7. TLDs shown a combination of 1-hit and

2-hit response, thus

TLγ(D) = R · P1 + (1−R) · P2 (3.8)

with R being a weight factor which represents the fraction of 1-hit targets inside the

detector. Systems like these show a supra-linear region in the dose response curve, which

means that doubling the dose the response may increase more than twice.

In order to calculate the response of these detectors to heavy charged particles another

parameter related to the size of the sensitive element has to be introduced: a0 the radius

of the target. The values of a0 can be determined from high-LET radiation experimental

results and are varying on a broad range, depending on the detector type: it can be in

the order of a silver bromide grain for photographic emulsions down to the the size of

the nucleus for a cell.

Considering a detector characterized by a 1-hit and a 2-hit components with respectively

characteristic doses D371 and D372 , the calculation of the response after ion irradiation

has to be done separately for the two components. First the 1-hit component, k1, will

be calculated.

According to Eq. 1.16 the dose deposited by the ion beam is Dtot = φ× LET. The TL

signal is given by the activation probability of 1-hit sensitive target:

k1 = 1− e−σ1φ (3.9)

with σ1 the activation cross section for a single particle. The response of the detector

after irradiation with ions can be calculated, according to the amorphous track structure

theory, using the radial dose distribution around the ion as a transfer function relating

the low LET response of the detector to its high LET response. The radial dose distri-

bution around the ion path used by Butts and Katz is calculated using the Rutherford
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scattering cross section formula for the secondary electrons and is given by [38]

D(r) =
Nee

4Z2
eff

ρmαmec2β2r2

(
1− r

rmax

)α
(3.10)

where Zeff is the effective charge of the ion calculated according to the Barkas formula

(Eq. 1.10), Ne is the density of the electrons and α is a parameter that can be extracted

by fitting experimental data. In this work the derivation of the radial dose will not be

treated while a complete description can be find in [35].

The activation cross section can be calculated integrating the activation probability

(Eq. 3.5) all over the track of the incident ion, thus

σ1 = 2π

∫ rmax

rmin

P1

(
D̄(r)

D371

)
rdr (3.11)

where rmax is the maximum range of δ-rays and rmin is usually set about 1 Å or 10−2 Å

[37]. D̄(r) is the average dose deposited by secondary electrons in a sensitive target of

radius a0 centered at a distance r from the projectile track.

The 2-hit component calculation is more complicated and the concept of ion-kill and

gamma-kill has to be introduced. With the expression ion-kill is called an activation

event in which the hits, needed in order to get the signal, are given by δ-rays produced

by a single ion. Alternatively, an activation process in which the hits are produced by

δ-rays coming from different ion tracks is called gamma-kill. The time scale of ion-kill

processes is above 10−15 s, whereas the time scale involved in gamma-kill processes is

in the order of the irradiation time [39]. The fraction of elements inactivated by ion kill

processes will be, therefore, the initial population of gamma-kill. The fraction of the

dose deposited on the detector by ion kill mode, PI , is given by the ratio PI = σ2/σ0. σ0

is called saturation cross section and represents the geometrical cross section scaled by

an empirical factor and σ2 is the single ion inactivation cross section for a 2-hit detector.

The latter can be calculated with Eq. 3.11 substituting P1 with the 2-hit cumulative

Poisson distribution, P2, Eq. 3.6.

σ2 = 2π

∫ rmax

rmin

P2

(
D̄(r)

D372

)
rdr (3.12)

Therefore, the probability of an element to not being activated in the ion-kill mode, Πi,

is

Πi = e−σ2φ. (3.13)

Afterwards the remaining fraction of the dose ((1−PI)Dtot) is deposited via gamma-kill

mode. The probability of not being activated by gamma-kill processes, Πγ is also given
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by the 2-hit cumulative Poisson distribution, however, this time the remaining dose has

to be used and not the average dose delivered in a sensitive element, D̄(r).

Πγ = 1− P2

(
(1− PI)Dtot

D372

)
(3.14)

The fraction of sensitive elements inactivated over a population of N0, after a given dose

or fluence, is given by the product of the surviving probability after ion-kill mode times

the surviving probability after gamma-kill:

N

N0
= ΠiΠγ . (3.15)

Thus, the response of the detector for the 2-hit component will be:

k2 = 1−ΠiΠγ . (3.16)

Finally, the response of a detector characterized by a mixture between 1-hit and 2-hit

behavior, irradiated in a known ion field, will be the sum of the two components weighted

by their respective contributions:

TL(Di) = Rk1 + (1−R)k2. (3.17)

The relative effectiveness can be, thus, calculated using Eq. 3.8 and Eq. 3.17.

3.2.1.1 Hansen and Olsen

Hansen and Olsen in 1984 adapted the Butts and Katz track structure model to one hit

detectors, in particular they focused on dye films and alanine dosimeters [29], [40]. This

model will be briefly described since, in this thesis, one hit detectors will not be treated,

a complete discussion can be found in Hansen PhD thesis [40].

The relative effectiveness is defined as the ratio between the low-LET sensitivity, kγ ,

and the one for high-LET radiations, ki. The former is given as kγ = D−1
37 , whereas for

the latter, ki is given by the ratio between the total activation cross section, σ , and the

mass-stopping power:

ki = σ

[
1

ρ

(
dE

dx

)]−1

. (3.18)

Hence, the effectiveness is given by:

ηi,γ =
ki
kγ

= σD37

[
1

ρ

(
dE

dx

)]−1

. (3.19)
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As in Katz model the activation cross section, for 1-hit detector, can be calculated as in

Eq. 3.11 where the activation probability is described by Eq. 3.5.

The most important difference with respect to the Katz model is the formulation of the

radial dose distribution. Under the assumption of infinitesimal short track-thickness,

the integral of the radial dose distribution around the ion track should be equal to the

tabulated mass stopping force. On the other hand, in the Katz model this is not verified

and the integral of the dose distribution gives values lower than the stopping power.

In Hansen’s model this issue is fixed with the definition of a core region of radius a0

centered on the ion path which is considered separately from the rest of the track. The

dose in this area is assumed to be constant and its value is given by the subtraction of

the energy deposited in the rest of the track from the total energy delivered by the ions

thus

Dcore =
1

ρ

(
dE

dx

)
− 2π

∫ rmax

a0

D(r)rdr (3.20)

where rmax is the maximum range of secondary electrons. In this way the difference

between the LET and the integral of the radial dose distribution is added to the core.

The size of the core region, a0, is assumed to be equal to the size of the sensitive element

and is determined by fitting experimental data, for alanine detector a0 is in the order of

3 nm.

A similar formulation of the radial dose distribution was given by Chatterjee and Schaefer

[41]. In this model it is assumed an equipartition of the energy transfer to the medium

between glancing and close collisions. The former leads to excitation processes whereas

the close collisions cause ionization events. A core of the track is defined as the central

region of the track in which glancing collisions prevail whereas outside the core the

energy deposition is mainly due to secondary electrons and only ionization events occur,

this region is called penumbra .

From the assumption of equipartition of the energy, half of the total energy is delivered in

the track core via excitation processes. However, in order to estimate the dose delivered

in the inner part of the track, the contribution of ionization processes, in this region,

has to be also taken into account. The radial dose in the track core is assumed to be

constant (similarly to Hansen and Olsen model) while the width of this region change

depending on the velocity following the empirical formula:

rc = 0.0116β (3.21)

where β is the relativistic expression for the velocity.



Detector efficiency calculations: models 41

3.2.2 Track interaction model: TIM

The track interaction model (TIM) was introduced by Claffy and Attix [42] [43] during

the 1970ies in order to explain supra-linear response of TL dosimeters following photons

irradiation. Successively the supra-linearity and saturation of heavy charged particle

TL-fluence response was modeled in TIM context by Horowitz [44].

The main assumption is that the electrons and holes produced along the ion trajectory

spread radially away from the center of the ion path and are trapped near the track.

This will results in an highly localized cone-like distribution of charge carriers, trapping

centers and recombination centers.

The TIM models requires two different type of recombination centers: the thermolu-

minescence centers and other electron-trapping competing (non-radiative) centers [45].

After the capture of one electron the latter ones are inhibited. Therefore, when irra-

diating with HCPs the competing centers inside the particle track are all de-activated

whereas in the region outside the particle track no charge carriers capture occurs and

the competing centers are still all active [45].

The basic idea is that at low dose (low fluence) the recombination processes occur in a

localized region in which the competitive non radiative processes are suppressed. In the

case of sparsely ionizing radiation this is verified when the realized electrons have an

high probability to recombine with their own holes. Whereas in the case of ion radiation

the localized region is the area surrounding the ion track, in other world, this is verified

when the recombination process (in the heating stage) occurs between charge carries

and luminescent centers from the same track. Electrons escaping from the track, in

fact, recombine with non radiative competing centers, thus no TL signal is produced in

the inter-track region. In this condition the detector response is linear with the dose.

With the increase of the fluence (high dose) the track distance decrease. When the

average distance is lower than the migration range of the charge carriers it is possible

that an electron escaped from the parent track reach a TL recombination center of a

neighboring track. In this condition, therefore, the probability of recombination with

TL centers increases, causing a supra-linear TLD dose response.

An extension of the TIM (ETIM) has been developed by Horowitz et al. [45] [46]. In

this extension in addition to the supra-linear response also the saturation of TLDs is

described. Furthermore the track structure and the track interactions are treated in a

more sophisticated way. Since this work will not focus on the track interaction model

all these extensions will not be further discussed.
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3.2.3 Local Effect Model: LEM

The “Local Effect Model”(LEM), was developed by M. Scholz [1] [47] [48] with the

purpose of predicting the response of biological systems following ion irradiation. This

model has been successfully applied during the pilot project in GSI and presently is also

implemented in a commercially available treatment planning system .

As the other models described in this work it relates the biological effects due to ion ra-

diation to the corresponding effects after X-ray radiation. The critical target for cellular

effects is assumed to be the cell nucleus, therefore the cellular response is entirely deter-

mined by the spatial dose distribution inside this target. The cell nucleus is divided in

small sub-volumes in which the dose is assumed to be homogeneous. The dose delivered

in each volume element, by the various ions passing through the nucleus, is calculated

using an amorphous track structure model described in the following and their response

is extrapolated from X-ray response curve at the corresponding dose level. The total

effect on the cell is, therefore, calculated integrating the sub-volumes response over the

entire cell nucleus. In Figure 3.4 is shown a schematic representation of the LEM basic

idea.

Since the number of lethal events in a cell is assumed to be Poisson distributed, the

survival probability (the probability to have n = 0 lethal events) after receiving a dose

D is given by:

S(D) = P (n = 0, Nion) = e−Nion(D). (3.22)

Where Nion is the average number of lethal events and depends on the three dimensional

dose distribution, d(x, y, z) as follow:

Nion =

∫
Vnucleus

νion[d(x, y, z)]dV (3.23)

where νion is the average number of lethal events per unit volume inside the target,

Vnucleus. Assuming that the the local effect depends only on the dose distribution, and

not on the radiation type, it follows that νion(d) = νx(d) = lnSx(d)/V . Hence, the

average number of lethal events due to ion irradiation can be related to the effect of

photon radiation as shown in Eq. 3.24, which represents the most general formulation

of LEM. Thus,

Nion =

∫
Vnucleus

ln
(
Sx[d(x, y, z)]

)
V

dV. (3.24)

The survival curve is parametrized using the linear-quadratic model, see Eq. 1.19.

Whereas, the radial dose distribution around an ion track is described with an amor-

phous track structure model which assume a constant dose in the track region close to
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Figure 3.4: Schematic representation of the local effect model.The red circles corre-
spond to the iso-dose levels.

the projectile trajectory and a dose decrease following a 1/r2 dependence in the outer

part.

D(r) =


λLET/r2

min if r ≤ rmin
λLET/r2 if rmin < r < rmax

0 if rmax < r

(3.25)

Where λ is a normalization factor chosen so that the integral of the radial dose distri-

bution has to be equal to the LET. The maximum radius of the track, rmax represents

the largest distance that the secondary electrons can reach. It depends on the energy of
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the primary ion, E, and is determined by the following parametrization:

rmax = γEδ (3.26)

if rmax is expressed in µm and E in MeV/u, γ is equal to 0.062 and δ to 1.7. Whereas rmin

is the core radius, it was assumed constant in the earlier version of LEM: rmin = 10 nm

or rmin = 0.3 nm depending on the version. However, as in Chatterjee track model,

in more recent versions the size of this region is assumed to be dependent on the ion

velocity:

rmin = βionrc (3.27)

where βion is the relativistic speed of the ion and rc describes the largest extension of

the track core in the limit condition v = c and it is chosen to maximize the agreement

with experimental data [7].

Even if the local effect model has been developed in order to predict response of biological

system following ion irradiation, it can be extended also for the efficiency calculations

of many solid state detectors. In the following section a LEM-like model based on

probabilistic approach will be presented whereas in the next chapter two implementation

for TLDs efficiency calculations will be described.

3.2.3.1 Compound Poisson processes using successive convolution (CPP-

SC)

The CPP-SC algorithm is a probabilistic approach based on Kellerer algorithm [49]

developed by Greilich [50]. The main idea is to apply the Kellerer algorithm to fold the

probability density function calculated from the radial dose distribution and to use it

for calculating the response of some solid state detectors for heavy ions.

The iso-dose relative effectiveness is calculated for an homogeneous detector, positioned

perpendicular to the beam, of negligible thickness ∆z, according with Eq. 3.3.

In order to calculate the average response of the detector when irradiated with a beam

of fluence φ of heavy charged particle with energy E and charge Z, a reference point P

inside the detector is considered.

The probability frequency of having a dose d on P , f(d), depends on the fluence, φ, and

on the radial dose distribution around the ion path, D(r).

Assuming rmax being the maximum range of secondary electrons, it is possible to assert

that the dose contribution on the point P is due to the ion tracks passing within a circle

C of radius rmax centered in P , see Figure 3.5. The number, n, of these track is Poisson

distributed and with mean µ = φ· 2πr2
max.



Detector efficiency calculations: models 45

Figure 3.5

For a single particle passing in C, the cumulative distribution function of the local dose,

F1(d), can be obtained from the inverse of the radial dose distribution R(d) = D−1(r)

as

F1(d) = 1−
(
R2(d)

r2
max

)
. (3.28)

In the case of n particles the dose delivered on the reference point P is the sum of n

independent and identically distributed tracks. The cumulative distribution function

can be, therefore, calculated convolving F1(d) n times:

Fn(d) = F1(d) ∗ ... ∗ F1(d)︸ ︷︷ ︸
n times

(3.29)

The probability frequency f(d) is the derivate of Fn(d) and the heavy charged particle

response can be obtained as the expected local response

SHI = 〈s〉 =

∫ dmax

0
SX(d)f(d)dd (3.30)

The relative effectiveness can be, therefore, calculated according with Eq. 3.3 as

η =
SHI
SX(D)

=
〈s〉

SX〈d〉
(3.31)

where 〈d〉 is the average dose delivered on a generic point of the detector when irradiating

with a dose D of low-LET radiation.

The main advantage of this algorithm is that the convolution can be performed using

an approximated method introduced by Kellerer, which make the calculation faster

with respect to the grid summation approach proposed by Geiss [2] and Monte Carlo

simulations.
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The CPP-SC is included in an open source computational library for amorphous track

modeling called libamtrack [51]1. Besides the CPP-SC , an implementation of the

Katz ion/gamma kill (IGK) model and a grid summation algorithm (GSM), inspired

on ECLaT, are provided. Furthermore various radial dose distribution model, stopping

power tables and several predefined photon response curve are implemented. Presently

the compound Poisson processes method has been applied to the study of cell survival

by Grzanka [52] and for alanine detector by Herrmann [33].

1http://libamtrack.dkfz.de



Chapter 4

Detector efficiency calculations:

implementations

After introducing several theoretical models with the aim of describing the response of

TLDs irradiated with heavy charged particles, in this chapter we present two different

approaches for TLDs efficiency calculations, based on the local effect model (LEM). At

first we will describe the ECLaT software which has been developed by Geiss at GSI [2]

[53]. This is a simple algorithm capable of calculating TLD efficiencies, together with

their dependence on ion charge Z and energy E. The effectiveness values, computed by

ECLaT, correctly describes experimental data but relies on some ad hoc prescriptions

which are not completely justified from a theoretically point of view.

For this reason a new, simple analytical approach has been developed by the author of

this work, the Single Ion approach, where the detector response is evaluated starting

from the response of a single ion of the beam. In the following sections this method will

be accurately described and its limits of validity will be analyzed. Furthermore, the ro-

bustness of the Single Ion approach against modifications of the radial dose distribution,

as well as modifications of the detector response models, will be critically evaluated.

The computed values of the efficiency will be compared with experimental data as well as

to other calculated values provided by different approaches. Moreover, the results of our

model have been implemented in the treatment planning code TRiP98 [54] in order to

perform signal calculations on a macroscopic target, irradiated with an extended carbon

ion field. These results will also be presented and compared with experimental data at

the end of this chapter.

47
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4.1 ECLaT

ECLaT (efficiency calculation for all thermoluminescent detectors) is an algorithm based

on a “LEM-like” model (Local Effect Model) for the calculation of the relative effective-

ness of TLDs developed by Geiss at GSI [2] [53]. This model has been well received

thanks to the good agreement with the experimental data and thanks to its simplicity.

However, some issues were pointed out by N.Bassler in his PhD thesis [39]. In this

section we are going to briefly describe the ECLaT approach and we are going to give

an overview of the unsolved issues.

4.1.1 Description of ECLaT

This program computes the relative effectiveness of TLDs (see equation 3.3), as a func-

tion of the ion type Z, and energy E, starting from two main ingredients:

� a parametrization of the dosimeter low-LET radiation response curves;

� a model of the radial dose distribution D(r).

The former has been obtained by the following parametrization of the experimental data

of Majborn [55] [56]( Figure 4.1)

TLX(D) = c×
[
a
(
1− e−b1·D

)
+ (1− a)

(
1− e−b2·D2)]

(4.1)

with a, b1, b2 fitting parameters and c arbitrary constant.

The radial dose distribution as a function of the distance from the ion path r is instead

given by the simple formulation (similar to the one used in LEM) Eq. 3.25:

D(r) =


k if r ≤ a0

k(a0/r)
2 if a0 < r < rmax

0 if rmax < r

(4.2)

where k is a normalization factor, a0 is the size of the track core and rmax is the maximum

range of secondary electrons. The value of a0 is kept fixed and it is of the same order of

magnitude of the crystal lattice spacing (a0 ≈ 1Å). The value of rmax depends on the

energy of the primary ion (E). It is based on Monte Carlo calculations, after accounting

for the maximum energy that an ion can transfer to an electron (classic kinematic value)

and it can be parametrized as

rmax = (4× 10−5E−3/2)ρ−1, (4.3)
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Figure 4.1: TL response as a function of the dose for low-LET radiation. The exper-
imental data (◦) are taken form [55], the parametrization used (equation 4.1) is shown

as a solid line. Figure from [56].

where ρ is the detector density in g/cm3 and E is expressed in MeV/u. This parametriza-

tion is equal in form to the one used in LEM, Eq. 3.26, but with different numerical

constants. The normalization factor k in Eq. 4.2 is given by:

k = C × 1

2πρ

(
dE

dx

)[
1

2
+ ln

(
r

r0

)]−1 1

r2
0

. (4.4)

This is obtained by requiring that the entire dose deposited by a single particle is dis-

tributed over its track.

2π·
∫ rmax

0
D(r)rdr =

1

ρ

(
dE

dx

)
. (4.5)

The factor C = 1.602 × 10−10 in Eq. 4.4 is the conversion factor from MeV/g to Gy,

since dE
dx is usually express in MeV/cm .

With the definitions for the radial dose distribution and TL response given above the

relative effectiveness, calculated at fixed dose D, is defined as [2]

ηHI,γ =
(SHI(D)/D)

(SX(D)/D)

∣∣∣∣
D

(4.6)

where SHI(D) is the signal produced from the detector following heavy charged particle

irradiation and SX(D) is the signal produced by a low-LET reference radiation. To

compute ηHI,γ , it is thus necessary to know both SHI(D) and SX(D). The computation

of these quantities proceeds along the following steps and is schematically represented

in Figure 4.2:
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SHI(D)

1. divide the TLD in slices;

2. on each slice, select an appropriate simulation area;

3. simulate on each area the passage of ions;

4. sample the area in voxels, i.e. areal pixels times the slice thickness;

5. compute the dose delivered by the ions on each voxel;

6. compute the detector signal for each voxel;

7. sum the contribution of all the voxels, areas, slices.

SX(D)

1. compute the total dose delivered to the detector;

2. compute the signal following low-LET radiation.

Computation of SHI(D) .

At first the detector is divided in slices orthogonal to the direction of the incoming beam.

The slice thickness for each slice ∆z is chosen so that the energy deposited on each slice

is constant within 10%. In order to compute the energy loss in each detector slab, the

algorithm makes use of stopping power tables for LiF material which are calculated with

the code ATIMA [57]. For reference, in the original ECLaT code the thickness of the

detector was 0.038cm.

Assuming a uniform distribution of the ion incidences on the detector surface, it is

possible to restrict the simulation to a small area. The latter, noted as ASim, is computed

as a function of the beam fluence φ as

ASim = nHI/φ (4.7)

by requiring that, on average, the number of ions passing through the simulation surface

should be nHI = 9. The nHI can be placed on the simulation area in one of two possible

ways: they can be randomly distributed or placed on a regular grid.

In order to compute the detector signal, each simulation area is sampled in a grid

with at least 10 × 10 voxels. The dose deposited by the nHI ions on each voxel, ∆Di
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Figure 4.2: Schematic representation of ECLaT.

is computed using Eq. 4.2 and the detector signal for each volume element, SHI,i is

calculated following Eq. 4.1

SHI,i(∆Di) = TLX(∆Di)× Vvoxel (4.8)

where Vvoxel is the voxel volume.

The signal of each simulation area is given by the sum of the contributions of all the

voxels. Furthermore, the whole dosimeter signal can be computed normalizing the signal

given from each simulation area to the slice surface and summing up these contributions

for all the slices. The total dose delivered on the detector by the ion beam is calculated

in analogous way.

Computation of SX(D) .

In order to compute the signal produced by low-LET radiations, the total dose deposited

by the ion beam of energy E, charge Z and fluence φ is calculated according to Eq. 1.16

as:

Dtot = φ× 1

ρ

(
∆E

∆Z

)
. (4.9)
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Here ∆Z is the thickness of the detector if the particles are so energetic that they can

pass through the dosimeter; otherwise, if the particles are stopped inside the detector,

∆Z is the particles’ range. ∆E is the total energy deposited on the TLD.

The detector signal given by a dose Dtot of low-LET radiation is computed assuming an

uniform distribution of the dose within the whole detector and is given by:

SX(Dtot) = TLX(Dtot)× VTLD (4.10)

where VTLD is the volume of the detector.

In Figure 4.3 a comparison between the experimental data from Geiss [2] and efficiency

curves calculated by ECLaT is shown.

Figure 4.3: Relative effectiveness of TLD-700 as a function of the energy. Comparison
between experimental data (symbols) and calculated values (lines). Figure from [2].

4.1.2 Limits of ECLaT

As reported in the PhD thesis of N.Bassler [39] there were some issues in the original

code, most of which were successfully corrected by N.Bassler. However two main incon-

sistencies still persist: first, the effectiveness values are rescaled ad hoc to ensure that



Detector efficiency calculations: implementations 53

they are bound between zero and one; second, the computation of the radial dose distri-

bution as implemented in the code, differs from the one of Geiss [2] by a multiplicative

constant.

Effectiveness normalization . The radial dose distribution around the ion trajec-

tory becomes broader as the energy of the incident particle is increased: the maximum

radius of secondary electrons increases according to Eq. 4.3 and the dose in the track

core decreases (the normalization factor k decreases, Eq. 4.4). For very high energy,

therefore, the dose distribution due to ion irradiation approaches the one following low-

LET irradiation and the relative effectiveness should tend to the unity.

This condition is enforced in the code by imposing that, for energy values larger than

E = 104 MeV/u, the relative effectiveness be equal to unity, rescaling the whole curve

accordingly. As mentioned above, this normalization should not be required, as it should

naturally arise from the physics of the model. However, when removing it, the relative

effectiveness for very high energies reaches values in excess of 107 and this represents a

lack of robustness of the program.

Radial dose distribution Another inconsistency was found in the source code: the

expression for computing the radial dose distribution, as implemented in ECLaT code,

is 5 × 104 times larger than the theoretically predicted one (Eq. 4.2), as shown in Fig-

ure 4.4. In particular the conversion factor C from MeV/g to Gy in Eq. 4.4 implemented

on ECLaT is 9× 10−6 instead of 1.602× 10−10. The motivation for the use of this con-

version factor in the original code is still not clear. Substituting the theoretically correct

Figure 4.4: Comparison between the radial dose distribution used in ECLaT (in blue)
and the radial dose distribution obtained from equation 4.2 with the normalization
factor, k, calculated from 4.5 (in red) for 10 MeV carbon ion. The two horizontal lines
represent the two dose levels above which supra-linear and saturated effects appear, see

Figure 3.2.
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conversion factor in the code a new problem appears: the dose distribution within the

detector is undersampled. That distribution, as explained in the previous section, is

computed sampling the simulation areas with a grid of 10 × 10 voxels. However this

sampling is too coarse for narrow distributions, such as the radial dose distributions

around ion tracks. This results in an underestimation of the dose delivered on the de-

tector. The red curve in Figure 4.5 shows the results of effectiveness calculations using

the theoretically correct radial dose distribution, compared with the experimental data

from [2].

A possible solution is to make the grid more fine-meshed, but this would tremendously

increase the computing time. E.g., Using a grid of 1000 × 1000 voxels the computing

time increases by a factor of 10000 [39]. A modified version of ECLaT using a grid size

of 1000×1000 and the theoretically correct radial dose distribution has been developed.

Unfortunately the results are not satisfactory: it needs a week of computing time and

the dose distribution is still undersampled (blue curve in Figure4.5 ).

Although the ECLaT efficiency curves are in good agreement with the data, the two

problems detailed above, especially the one related to the sampling of the radial dose

distribution, are not easily solvable. This may limit the robustness of the method. For

this reason, different approaches to the calculation of the efficiencies of TLDs have been

investigated in this work.

Figure 4.5: Effectiveness calculation using the theoretically correct radial dose distri-
bution compared with experimental data from [2]. In red a sampling grid of size 10×10

has been used whereas the blue curve was obtained using 1000× 1000 grid.
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4.2 Single Ion approach

4.2.1 Description of the Single Ion approach

The Single Ion approach represents a basically analytical method to calculate the rela-

tive effectiveness of TL detectors according to Eq. 3.3. This model assumes that each ion

contributes to the TLD response independently; thus, the detector signal after ion irradi-

ation can be calculated by summing up the signal of all the individual ions. As ECLaT,

this approach requires in input the knowledge of the radial dose distribution D(r) and

a parametrization of the low-LET dose-response curve for the dosimeter, TL(D). The

low-LET response and the radial dose distribution adopted are the same ones that are

implemented in ECLaT (Eq. 4.1 and Eq. 4.2 respectively).

The main idea is to fold the radial dose distribution of a single particle with the detector

low-LET dose-response curve, thus obtaining the TL radial distribution of a single ion,

TL(D(r)), as shown in Figure 4.6. The signal generated by a single ion (SHI) can

be calculated by the integration of the TL radial distribution over the ion track. The

relative effectiveness can be calculated, thus avoiding the sampling of the radial dose

distribution. This represents a great advantage with respect to ECLaT, in which the

problem of undersampling is one of the main limitations.

In order to calculate the relative effectiveness for a particle beam of given energy E,

atomic number Z and fluence φ a simple algorithm has been developed. The relative

efficiency at a fixed dose, D, is calculated, according to Eq. 3.3, as

ηHI,γ =
SHI(D)

SX(D)

∣∣∣∣
D

, (4.11)

where SX is the TL signal given by a dose D of low-LET radiation. The computation

of the two quantities SHI(D) and SX(D) is described below.

Computation of SHI .

In analogy with the ECLaT program, the algorithm begins by dividing the detector into

slices normal to the incident particle direction. The slice thickness ∆zi is chosen so that

the energy variation of the primary ion inside the layer is constant within 1%. This

differs from ECLaT, where a 10% margin was used. In order to calculate the energy loss

in each detector slice, the algorithm makes use of stopping power tables calculated with

the radiation transport code ATIMA [57].

For each slice (∆zi) the TL radial distribution around a single ion, TLX(Di(r)), is

calculated. As mentioned above, the signal produced by the ion on the i-th slice can be
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Figure 4.6: Radial dose distribution, D(r), (on the top) and TL response distribution,
TL(D(r)), (on the bottom) around a single ion.

computed as

SHIi = 2π∆zi

∫ rmaxi

0
TLX(Di(r))rdr, (4.12)

where rmaxi is the maximum radius of secondary electrons. To obtain the signal SHI

produced by a single ion, the signal of all the slices is summed up:

SHI =

#slices∑
i=0

SHIi . (4.13)

It is important to notice that, for the particular functional forms of TLX(D) and of Di(r)

considered in this work, the integral for the calculation of SHIi , Eq. 4.12, can be solved

analytically. Moreover, since we do not sample the radial dose distribution directly, but

rather its image through the response function TLX(D), we are left with a smoother

and broader quantity on which the sampling is much more effective (see Figure 4.6).

This is extremely important when using numerical rather than analytical methods to

compute SHIi , as it may become necessary for future developments and refinements of

the model.

Computation of SX .

As in ECLaT, the total dose deposited by the ion beam of energy E, charge Z and
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fluence φ is calculated according to Eq. 1.16 as:

Dtot = φ× 1

ρ

(
∆E

∆Z

)
. (4.14)

Here ∆Z is the thickness of the detector, if the particles are so energetic that they can

cross the dosimeter; otherwise, if the particles are stopped inside the detector, ∆Z is

the particles’ range. ∆E is the total energy deposited on the TLD.

The signal SX is computed on a small area which is defined as the area in which, on

average, one ion is found. Similar to the definition given in Eq. 4.7, this area is computed

as a function of the beam fluence φ as:

ASim = 1/φ. (4.15)

Thus, in analogy with the ECLaT computation Eq. 4.10, the signal SX is given by

SX(Dtot) = TLX(Dtot)×Asim ×∆L, (4.16)

where ∆L is the detector thickness.

In Figure 4.7 and 4.8 a comparison between the calculation with the single ion approach

and experimental data [56] for different ions is shown. These results will be critically

discussed in the following sections.
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Figure 4.7: (see caption on next page)
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Figure 4.8: Single ion efficiency calculations for TLD-700 (empty triangle) compared
with experimental results [56](full circle) for various ions. The fluence is 107cm−2.
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Table 4.1: Single Ion calculation compared with Geiss experimental data [56].

Ion Energy Efficiency η

[MeV/u] Experiments (Geiss 1998) Single Ion calculation

H 2.2 0.06± 0.02 0.05± 0.01
3.3 0.23± 0.02 0.12± 0.01
4.0 0.26± 0.08 0.18± 0.01
5.2 0.48± 0.06 0.3± 0.01
5.8 0.64± 0.2 0.37± 0.01
6.3 0.515± 0.06 0.43± 0.01
10.0 0.9± 0.2 0.78± 0.01

He 2.5 0.04± 0.01 0.06± 0.01
4.2 0.09± 0.02 0.16± 0.01
4.87 0.13± 0.02 0.22± 0.01
5.3 0.18± 0.02 0.26± 0.01
5.7 0.24± 0.05 0.30± 0.01
7.3 0.35± 0.07 0.48± 0.01

Li 2.5 0.03± 0.005 0.04± 0.01
3.7 0.045± 0.007 0.08± 0.01
4.6 0.082± 0.008 0.12± 0.01
5.4 0.134± 0.02 0.17± 0.01
6.1 0.178± 0.02 0.22± 0.01

C 4.3 0.019± 0.003 0.06± 0.01
5.9 0.050± 0.008 0.11± 0.01
7.0 0.082± 0.012 0.14± 0.01
8.3 0.116± 0.017 0.2± 0.01
10.2 0.195± 0.03 0.29± 0.01
11.0 0.227± 0.03 0.33± 0.01
50.0 0.651± 0.02 0.76± 0.01
60.0 0.693± 0.02 0.77± 0.01
64.8 0.707± 0.1 0.77± 0.01
70.0 0.735± 0.02 0.78± 0.01
77.8 0.779± 0.1 0.78± 0.01
94.8 0.798± 0.1 0.79± 0.01
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4.2.2 Discussion

As specified in the previous section, the Single Ion approach assumes that each ion con-

tributes independently to the detector response. This condition is not always satisfied,

thus restricting the validity range of the model. We are going to discuss the limitations

arising from this issue in the following sections. However, despite these restrictions, the

simplicity of the model makes possible to systematically study its robustness against

changes in the input parameterizations. These include the use of different gamma re-

sponse parameterizations, of different stopping power tables and different submodels,

and corresponding parameters of the track core radius. Before discussing on these ef-

fects, we need to make some considerations about the experimental data against which

the model was compared.

4.2.2.1 Considerations on the experimental data

In literature, several experimental data for the effectiveness are available. However, in

this work we will always compare the efficiency calculations with Geiss measurements

[2]. Indeed, often the experimental procedures are reported with omissions: the fluence

values are not specified [58][59], or the thickness of the detector is not reported [59]. In

other cases, the relative effectiveness is measured only for specific peaks of the detector

glow curve [25] [59]. Furthermore, even in the works in which all these parameters are

reported, it is often difficult to find data sets with enough efficiency values for different

ion species. This is for example the case in the recent work of Gieszczyk [60], were only

one or two efficiency values per ion are reported.

By comparing efficiency data from different authors, one can notice a general trend of de-

creasing efficiency as the LET values increase above approximately 102−103 MeVcm2/g

(we report in Figure 4.9 a compilation of experimental data for the efficiency of TLDs).

However, for any given LET value, the measured efficiencies do not agree among the

different authors, making it difficult to pin down a single value to compare with our

model. For example, considering 100 MeVcm2/g protons, efficiency values between 0.4

and 0.85 are found. Furthermore, Ávila et al. [61] raised some doubts about Geiß’s

data, which show a behavior that goes against the general trend of the other authors.

There are many factors that can justify this differences in the values of efficiency mea-

surements (Ávila et al.[61]), such as variations in impurity concentrations in detectors

coming from different batches, varying in annealing procedures, post-annealing cooling,

glow curve heating rate and TL-light self absorption.
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Figure 4.9: Relative TL efficiency with respect to 60Co for the total signal upper and
for peak 5 lower in LiF:Mg,Ti for several heavy charged particles as a function of mass
stopping power: protons(triangles), helium (circles) and heavier ions (squares). Data
from Geiss [2] are included and are represented by crossed symbols. Figure from [61].

The errors are not reported but are of the order of 10%.

In order to quantify the influence of experimental factor Ávila et al. [61] measured

the relative effectiveness ηp,γ for protons of 3 MeV with respect to 60Co with TLD-100

varying the batch, the geometry of the detector, the annealing procedures and using

different reader device. It was found that the use of different experimental procedures

leads to values of ηp,γ that vary between 0.44± 0.01 and 0.79± 0.08 for the total signal

and from 0.36± 0.01 to 0.59± 0.05 for peak 5. In particular they pointed out that this

spread can increase even more if, as in Geiss data, two different procedures are used

to measure the two signals: the one given by ions and the one given by the low-LET

reference radiation.

However, as observed by Bassler [39], there are many other factors that can lead to

such a spread in the efficiency values. For example the TL light self-absorption in thick
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detectors is not, in general, taken into account and in many case the fluence value is not

reported. Furthermore, the way in which the energy deposition within the detector is

calculated may change the result of the efficiency calculation. Indeed, in some papers

the energy deposition is calculated assuming that the particle comes to a complete stop

within the detector. In others, notably [2], the finite thickness of the detector is taken

into account and consequently the possibility that the particle may cross the detector.

4.2.2.2 Inter-track effect

Since the TL response is linear in dose only for doses lower than Dsup (for TLD-700

Dsup is about 100 Gy), the ion contributions to the detector response are independent

only when the tracks of different ions are not overlapping. Even when overlaps occur,

the total dose delivered in the inter-track region is considered to be in the linear regime

(i.e. it must be less than Dsup).

Inside the code the signal given by the ion, SHI , and the total dose, Dion, are calculated

on the whole track size while the signal given by the reference radiation is normalized to

the simulation area. This is certainly correct when the track of the ion is entirely included

inside the simulation area, i.e. when the tracks of different ions are not overlapping.

However, when the radial dose distribution around the ion trajectory exceeds the the

simulation area ASim, it can be assumed that the dose delivered outside ASim is, on

average, equal to the dose deposited by neighbor ions on the simulation area, as shown

in Figure 4.10. Therefore, if the dose delivered in the overlap region is in the linear regime

of the TL-response, the single ion approach can still be considered valid. Nevertheless,

in this section the limitations due to the inter-track overlap will be discussed.

(a) (b)

Figure 4.10

The overlap probability depends on the average distance between ions and on the size of

the tracks. As shown in Figure 4.11, the first one is determined by the fluence while the



Detector efficiency calculations: implementations 64

latter depends on the maximum range of secondary electrons (and thus from the energy

of primary ions, Eq. 4.3). For example, considering a beam with a fluence φ = 107 cm−2,

the mean distance between two particles is
√

1
φ = 3.16 × 10−4 cm . On average, the

overlap between tracks occurs when the radius of the tracks is larger than half of the

mean distance
(
rmax >

1
2

√
1
φ = 1.58 × 10−4 cm

)
, which corresponds to an energy of

primary ions larger than 4.77 MeV/u.

Figure 4.11: The variation of the mean distance between ions with the fluence is
reported on the left. The dependence of the maximum radius of secondary electrons

from the energy of the primary ion is shown on the right.

In order to study this limitation the following procedure will be adopted: the relative

effectiveness is computed with the Single Ion approach, at fixed energy, for different

fluence values. In Figure 4.12 the efficiency curves for carbon ions of 5 MeV/u, 10 MeV/u

and 30 MeV/u are reported for fluence values between 104 cm−2 and 1011 cm−2.

As expected, for relatively low fluences (below 108 cm−2), the effectiveness does not

change. However, increasing the fluence, the efficiency decreases, reaching a minimum,

and then rising again. The beginning of the decrease is associated to the effect of supra-

linearity in the inter-track region, where, as already mentioned, the ions can not be

considered as independent. The growth of the effectiveness for the very high fluences is,

instead, due to the saturation of the TL response for low-LET radiation (SHI does not

change with fluence while SX goes to zero decreasing the simulation area Eq. 4.16).

It is possible to notice that the supra-linear and saturated region of the TL-response

appears to be reached at lower fluence values for 5 MeV/u carbon ions. This behavior

is counterintuitive since rmax grows with energy, thus, at fixed fluence, more overlaps

are expected for the more energetic ions. This can be explained by noticing that the

radial dose distribution around an highly energetic particle is broader; as a consequence
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Figure 4.12: Relative effectiveness calculation with the single ion approach varying
the fluence, for carbon ions of different energies.

the overlaps are large but their dose contribution is small. On the other hand the radial

dose distribution around a low energetic particle is extremely narrow, overlaps have a

low probability to happen but, when they occur, the dose delivered in the inter-track

region is very large.

To better understand this behavior we performed simulations in which, at fixed energy

E and fluence φ, nHI ions are randomly distributed on the simulation area. This is

defined as the area such that ASim = nHI/φ and nHI was fixed to be 104. In these

simulations we estimated the number of ions overlapping with a reference point (fixed in

the middle of the area) and the average delivered dose on that point1. In the top section

of Figure 4.13 and 4.14 the number of overlaps is reported for fluence values between

104 and 1011 cm−2 , for two carbon ions of different energies. The delivered dose in the

overlap is reported in the bottom section of the same figures.

By looking at the curve for φ = 108 cm−2 on the image for 10 MeV/u carbon ions (the

turquoise one), we see that on average there are approximately 0.7% ion tracks crossing

the reference point. However, looking at the dose, it is possible to notice that the average

dose delivered in the inter-track for this value of fluence is lower than 70 Gy. Therefore,

even though the number of overlaps on the reference point is quite large, the total dose

delivered by all these tracks is still in the linear part of the TL-response.

The supra-linear region is reached, for E = 10 MeV/u, for fluences approximately

of 109 cm−2. Saturation effects on the reference point occur for fluences larger than

1010 cm−2, when the average distance between particle is less than 10−5 cm and almost

all the track are overlapped. on the other hand, for 30 MeV/u carbon ion with fluences

of 109 cm−2 the track are already completely overlapped. However, the dose delivered

1We thank N.Bassler for providing a preliminary version of the code used for this test.
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on the point of interest is still in the linear region of the TL-response and the total

saturation is reached only for fluences larger than 1011 cm−2.

From these simulations we thus conclude that the supra-linearity regime is reached

earlier for for less energetic ions, in agreement with the results obtained by the Single

Ion approach Figure 4.12.

Figure 4.13: On the top: the occurrences of the various numbers of overlaps, for
carbon ions of 10 MeV/u, for different values of fluence (legend, in cm−2). Due to the
logarithmic scale the counts for zero overlap could not be reported. On the bottom:
average dose delivered on the point of interest during the overlaps described above. The
gray horizontal line represent the dose beyond which the TL-response start to be supra-
linear while saturation effects occurs for dose values exceeding the black horizontal line.
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Figure 4.14: As Figure 4.13. The curve for φ = 109 cm−2, φ = 109 cm−2,
φ = 109 cm−2 are superimposed, for these fluence values, indeed, all the track are
overlapped. The average dose delivered on the reference point is represented respec-

tively with the gray circle, the orange square and the yellow triangle.
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4.2.2.3 Dependence on the low LET response curve

In the Single Ion approach we implemented the same low-LET dose-response curve for

the detector proposed by Geiss [2]. This curve is obtained by the following parametriza-

tion of Majborn’s experimental data [55], Eq. 4.1:

TLX(D) = c×
[
a
(
1− e−b1·D

)
+ (a− 1)

(
1− e−b2·D2)]

(4.17)

In his works Geiss suggested two different set of parameters: the first one in his PhD

thesis (Geiss 1997) [56] and the second one in his paper (Geiss 1998) [2]. In this work

we chose to adopt the first set where:

a = 0.8, b1 = 3× 10−4, b2 = 1× 10−6.

Whereas on Geiss 1998 the parameters proposed are:

a = 0.59, b1 = 5× 10−4, b2 = 2× 10−6.

In Figure 4.15 a comparison between the two different curves is reported while the impact

of this difference on efficiency calculations is shown in Figure 4.16. The efficiency values

calculated with the parametrization proposed in Geiss 1998 (in blue) are always larger

than values calculated with the parametrization proposed in Geiss 1997 (in red). This

behavior can be explained by noticing, in Figure 4.15, that the parametrization proposed

in Geiss 1998 reproduce with more accuracy the supra-linear behavior and slightly over-

estimate it, while the parametrization proposed in Geiss 1997 weight more the linear

region under-estimating the supra-linearity.

Figure 4.15: Comparison between Majborn experimental data[55] and the two para-
metric curves proposed by Geiss.
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Figure 4.16: Comparison between experimental data [2] and efficiency curves calcu-
lated with the low-LET response curve proposed in Geiss 1997 (in red), and the one

proposed in Geiss 1998 (in blue).
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4.2.2.4 Dependence on the radial dose distribution

Besides the parametrization of the low-LET dose response curve, the knowledge of the

radial dose distribution around the ion is the other fundamental prerequisite for efficiency

calculations with the Single Ion approach.

In analogy with ECLaT, in the Single Ion has been implemented a “LEM-like” radial

dose distribution, Eq. 4.2. The latter, as already explained, is assumed to be divided into

two region: a core region, which is close to the particle trajectory, and a “penumbra”,

in which the dose is assumed to drop down by a function 1/r2 with the distance from

the ion path. In the core region the dose is assumed to be constant and its value , k, is

calculated imposing that the entire dose deposited by a single particle is distributed over

its track Eq. 4.4. This approximation is valid for moderate values of transfered energy

per electron, where build-up effects can be neglected. The size a0 is kept fixed and is

in the order of magnitude of the crystal lattice spacing. In the radial dose distribution

model the implemented a0 is set to 1 Å.

The impact of variation of the core size, a0, in the calculation of the relative effectiveness

is shown for carbon ions on the right of Figure 4.17. It is possible to notice that the

efficiency values for a smaller core, a0 = 0.5 Å, are lower. This can be explained by

noticing that dose value in the core increase with the decreasing of the core size a0, as

shown Figure 4.17 on the left.

(a) (b)

Figure 4.17: On the left: radial dose distributions for 10 MeV/u carbon ion calculated
for different values of a0. On the right: relative effectiveness calculations of TLD-700

for carbon ion for different values of a0 as a functions of particle energy.
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4.2.2.5 Dependence on the stopping power table

Although in this work we always used the stopping power tables calculated with the

code ATIMA [57], several other codes exist in literature to compute them. The impact

on the efficiency calculation of using different stopping power tables will be discussed in

this section.

In particular, for protons and alpha particles we also investigated respectively PSTAR

and ASTAR stopping force tables which are provided by the National Institute of Stan-

dard Technology (NIST) [62]. Their values are identical to the ones reported in the

ICRU report 49 [63]. These tables are theoretically evaluated for high energy values

whereas, for the low energies, fitting-formulas based on experimental stopping power

data are used.

For ions, we tested tables provided by the MSTAR code [64] and the ones indicated in

the ICRU report 73 [65] and on its erratum and addenda [66]. The former are calculated

by applying a charge scaling on the stopping force of alpha particles whereas the latter

are based on theoretical considerations.

With the exception of the table from the ATIMA code, all the tables outlined above can

be found in the open source library libdEdx [67] in which there is also an implementation

of the Bethe-Bloch formula, extended to the low energies with a theoretical correction

term.

On the left of Figure 4.18 the stopping force tables for several ions in LiF are shown. On

the right hand side of the same figure, the impact of these tables on the calculation of

the relative effectiveness calculation is reported. The calculated efficiency values do not

show important variations changing the stopping power tables, these variation, indeed,

are always lower then 7%.
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(a) Proton

(b) Helium

(c) Carbon

Figure 4.18: On the left a comparison among the different stopping power tables. On
the right the impact of the different tables on the efficiency calculation.

4.2.2.6 Range straggling

A single ion energy deposition profile is characterized by a narrow Bragg peak near to

the stopping point. However, this is not a realistic condition: in an ion beam, with many

particles, statistical fluctuations of the energy loss in the many collision processes cause

a spread of the range values, hence a Bragg peak broadening appears (as explained in
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Section 1.1.2). For light ions stopped in water, range straggling amounts to about 0.1%

of the mean range [7].

In the Single Ion approach this effect is not taken into account and the depth dose

profile results in a sharp peak at the end of the path. Thus, depending on projectile

initial energy, there are two possible conditions: the ion is completely stopped inside the

detector and all the energy is deposited within the TLD or the projectile has enough

energy to cross the dosimeter and the Bragg peak position will be outside the detector.

Considering the range straggling, instead, these conditions are no longer the only ones

possible. With range straggling it is not possible to pin down the position of the Bragg

peak, especially when the ion range approaches the detector thickness. Therefore, when

the Bragg peak position is close to the TLD edge, the amount of energy delivered within

the detector fluctuates widely. This results in a smoothing of the efficiency curve. For

example, for a carbon ion crossing a TLD 0.038 cm thick, this critical condition is

expected for an energy of approximately 14.6 MeV/u.

In order to understand the impact of the range straggling on the effectiveness calculation,

the Single Ion code has been modified. In this version, the fluctuations on the ion

range are reproduced by associating to the ion under consideration a Gaussian energy

distribution with mean value equal to the nominal energy of the beam. However, it has

been observed that the impact of the range straggling is negligible. As mentioned above,

indeed, the fluctuations on the range are approximately 0.1% of the mean range. To

have such uncertainties on the mean range, the fluctuations of the energy should be of

the order of 1% or lower.

Figure 4.19: Efficiency calculation for carbon ions taking into account the range
straggling. The incident energy is provided by a Gaussian energy distribution with

different standard deviations.
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For carbon ions, the impact of the range straggling starts to be visible for energy dis-

tributions with σ of approximately the 10% of the mean energy. In this case, in the

energy region in which the range straggling effect should be more pronounced (around

14.6 MeV/u for carbon ions), variations on the efficiency values on the order of 5% can

be expected. As limit condition fluctuations on the efficiency around 15% have been

observed in the same energy region, for an energy distribution with standard deviation

equals to 30% of the mean energy, as reported in Figure 4.19.

4.2.3 Comparison with the CPP

The results given from the Single Ion approach have been compared with another “LEM-

like” model, namely the compound Poisson processes (CPP).

As mentioned in Section 3.2.3.1, the original version of CPP assumes an infinitesimally

thin target. In order to make the two models comparable, therefore, the CPP program

has been modified and the detector thickness has been introduced. The sampling along

the thickness is obtained by dividing the detector in slices whose thickness is adjusted

in a such way that the energy deposited on each slice is constant within 5%. A TLD

thickness of 0.038 cm has been chosen, according with the one used in Geiss experimental

data [2] and in the Single Ion approach.

A comparison between the modified version of the CPP and Single Ion efficiency calcu-

lations is shown in Figure 4.20. Both calculations were performed for fluence values of

107 cm−2 using the low-LET dose response curves proposed by Geiss in his PhD thesis,

Eq. 4.1, and the same radial dose distribution used in ECLaT Eq. 4.2.

As shown in Figure 4.20, although the general tendency of both the models is the same,

the efficiency values calculated with the CPP and and those calculated with the Single

Ion approach show a remarkable deviation. Furthermore, the present model data seem

surprisingly to show a better agreement with experimental data. The source of these

discrepancies are not fully understood at the moment, and represent one of the directions

of further investigation arising from the present work.
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.

Figure 4.20: Efficiency calculation with the Single Ion approach, in red, and with the
modified version of the CPP, in blue. The lines are eye guides connecting the point.

The data for the CPP were kindly provided by S.Greilich

4.3 Calculation of the detector response for a macroscopic

target irradiation with TRiP98

TRiP98 (TReatment planning for particle) is a code dedicated to the planning of ra-

diotherapy with energetic ions, in particular 12C, developed during the pilot project at

GSI facility in 1997-2008 [54] [68]. This software is designed to cooperate with three

dimensional active dose shaping devices like the GSI raster scan system , now available

also in the most modern ion therapy centers of the world (HIT, CNAO, Med Austron,

etc.). A schematic representation of the program is reported in Figure 4.21.

Presently, TRiP98 is mainly used as a research platform for heavy ion radiation therapy.

Furthermore, thanks to its modular structure, it is particularly suitable to be extended

in several different directions such as the multiple field optimization, the handling of

moving targets, treatment with multiple ions, consideration of the oxygenation level, etc

[69].

Moreover it allows not only dose calculation, but also predicting detector responses in
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Figure 4.21: Schematic representation of the treatment planning system for particles
TRiP98.

the mixed radiation field generated in a macroscopic target irradiation, for plan veri-

fication issues. In particular, a module for predicting the response calculation of solid

state dosimeters was implemented. This implementation assumes the knowledge of the

dosimeter’s look up tables of relative effectiveness (RE). Indeed, the dosimeter response

as a function of the position of the detector in a mixed field, ~x, can be calculated com-

bining the fragmentation spectra with the RE of different ions species, Z, and different

energies, E (see Figure 4.22 for a schematic diagram of how the detector signal calcula-

tion is implemented on TRiP98). Thus, the signal can be calculated as

S(~x) = cost×
Zproj∑
i=1

∫ E0

0

dN

dE
(~x, Zi, E)

(
dE

dx

1

ρ

)
i

ηdet(Zi, E)dE. (4.18)

where
(
dE
dx

1
ρ

)
i

is the mass stopping power in the detector medium, dN
dE (~x, Z,E) are the

fragmentation spectra and ηdet(Zi, E) is the detector relative effectiveness.

TRiP98 takes a computed tomography (CT) image as input. The CT is divided in

voxels and the dose is calculated in the center of each voxel. Moreover the dosimeter

is treated as a small CT (called micro-CT) embedded in to the larger phantom CT in

order to allow signal calculation either on each microvoxel either as an average. The

signal is then obtained by taking into account the overlap among the raster points of the

beam scan system and the voxels of the micro CT (i.e. the micro-voxels). Furthermore,

the detector is represented as a water-equivalent path-length inside the phantom CT, in

order to reproduce the distortion that it leaves on the field.



Detector efficiency calculations: implementations 77

In this section we aim at analyzing the impact of our computed efficiency tables when

imported in a treatment planning tool for computing detector responses in a macroscopic

irradiation of a phantom. This becomes especially important when considering the mixed

radiation field generated by an extended target irradiation with the superimposition of

several beam energies.

Figure 4.22: Schematic representation of detector signal calculation with TRiP98.

4.3.1 Implementation of the Single Ion efficiency table on TRiP98

Both ECLaT and Single Ion generate look-up tables of Relative Effectiveness for TLDs.

In this section signal calculations with the efficiency table provided by these two ap-

proaches will be compared. However, the current version of TRiP98 can only handle

radiographic film dosimeter, which are characterized by a different dose response [20].

For this reason, in this work, a slightly modified version of TRiP98 has been used, which

also can calculate TLD signals. This version was developed by A.Carlino [70]

At first, the detector signal has been calculated for a single depth dose profile for 195

MeV/u 12C ion beam. The impact of the two different tables is shown in Figure 4.23

where in red is represented the dose profile calculated by TRiP98 whereas the computed

TLD-700 detector responses are reported in blue for ECLaT efficiency tables and in

green for the ones provided by the Single Ion approach. The two calculations differs by

as much as 17%. Unfortunately no experimental data are available for comparison.

We then considered an extended target irradiation (what is called spread out Bragg peak

for irradiation with passive energy degradation), considering a 3 cm thick water target

at a depth of 11 cm; we scanned the target with 28 energies, from a proximal energy of

234.6 MeV/u to a distal one of Emax = 267.2 MeV/u. Figure 4.24 shows a comparison

between TRiP98 planned dose (in red) and the computed TLD signal response in the
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Figure 4.23: Detector response calculation for a single depth dose profile for 195
MeV/u 12C ion beam calculated by TRiP98 (in red) and the computed TLD700 re-
sponse in the beam eye view direction for ECLaT efficiency tables (in blue) and for the

ones provided by the Single Ion approach (in green).

beam eye view direction for ECLaT efficiency tables (green) and the TLD700 response

computed with the efficiency tables according to the Single Ion approach (blue). The

prescribed physical dose to the target is 1 Gy. The black dots are experimental data

measured during a recent beam-time at HIT and kindly provided by A.Carlino [70] The

read out procedure of these data has been done by Dr. Thomas Berger, DLR (Institute

for Aerospace Medicine, Cologne) .

As shown in Figure 4.23, the green curve of ECLaT and the blue curve of the Single Ion

approach describe the data with similar accuracy.

Furthermore it is possible to notice that, for low ion energies (i.e. in the target region),

the signal computed using the Single Ion efficiency tables seems to overestimate the

experimental data. This behavior can be explained by noticing that also the relative

effectiveness values provided by the Single Ion approach overestimates the experimental

measurements, Figure 4.8
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Figure 4.24: Depth dose distribution comparison among the planned dose by TRiP98,
in red, and the computed TLD response calculated importing ECLaT efficiency tables,

in blue, and the one provided by the single ion approach, in green.



Conclusions

In this work we studied the response of thermoluminescent detectors (TLDs) when

irradiated with heavy ions. The dose response curve of these detectors is highly non-

linear, and moreover it also strongly depends on the quality and on the energy of the

radiation field. Thus, in order to extend the use of TLDs to heavy charged particle fields,

precise efficiency tables must be established over a broad range of energy and particle

charge.

Several theoretical approaches to describe the TLDs behavior exist in literature and in

this work we focused on an extension of the ‘local effect model’ (LEM)[1]. This model

stems from an amorphous track structure model and assumes the knowledge of both

the radial dose distribution around heavy ion trajectories and the detector response to

reference radiation.

In this context, an algorithm was developed by Giess et al. at GSI [2] with the aim of

computing efficiency tables for heavy charged particle radiation fields. Although this

approach has been well received, thanks to its simplicity and the good agreement with

experimental data, some inconsistencies have been pointed out by Bassler [39], which

limit the robustness of this method. In a first phase of this thesis work we tried to fix

these issues, however we couldn’t find any affordable solution without modifying the

whole setup of the method.

For this reason a new, simple analytical approach, the Single Ion approach, has been

developed and applied to calculate relative effectiveness tables for particles with different

energy E and charge Z. This method computes the detector response starting from the

response of a single ion of the beam. The dose contributions coming from the neighboring

tracks are assumed to sum up linearly and this represents the main assumption (and

thus limitation) of the model. For this reason particular care has been used in studying

the effects of the overlap between neighboring tracks. It was found that the Single

Ion approach is realistic only in the low fluence approximation, moreover it was also

observed that the loss of linearity in the overlap region occurs, for more energetic ions,

at larger fluence. The robustness of this approach against modifications of the radial dose

80



Conclusions 81

distribution of a single ion in the detector, as well as to different detector response models

and different stopping power tables, has been verified. Furthermore, the calculated

efficiency values have been compared with experimental data from Geiss [2], as well as

with calculated values provided by different approaches, such as the compound Poisson

process (CPP). Efficiency values calculated with the CPP and those calculated with the

Single Ion approach show a remarkable deviation. Furthermore, the present model data

seem surprisingly to show a better agreement with experimental data. These results were

unexpected since the two methods are quite similar and the present one has a higher

level of approximation. The source of these discrepancies are not fully understood at

the moment, and represent one of the directions of further investigation arising from

the present work. Moreover, in the experimental literature ambiguous findings on the

efficiencies for various particle species are reported, and some doubts on the data used as

comparison also in the present work have been raised by Ávila et al. [61]. For this reason,

it would be of extreme importance to perform new reliable efficiency measurements as

a benchmark to compare with.

Finally, we implemented our model data in the treatment planning code TRiP98 [68]

and we performed signal calculations on macroscopic targets irradiated with an extended

Carbon field. Also these results were compared with recent experimental measurements

performed by Carlino [70] as well as with Geiss ECLaT calculations. As for pure ef-

ficiency calculations the agreement with the data is not perfect, however the accuracy

in reproducing experimental results of the Single Ion approach is comparable with the

accuracy showed by ECLaT.

We can therefore conclude that, although the Single Ion approach is at a first stage

of development it is robust and shows an accuracy level comparable with previous cal-

culations. Moreover, being analytical, it is computationally fast and can be efficiently

integrated in treatment planning verification tools. All these characteristic make us con-

fident and we are looking for new possible extensions allow to consider the method a

valid alternative to the previous approaches, and open the way to its further extension,

including incorporation of corrections for higher fluence values.
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