Somatic ABC's:
A Theoretical Framework for Designing, Developing and Evaluating tiileliBg Blocks
of Touch-Based Information Delivery
by

Troy Lee McDaniel

A Dissertation Presented in Partial Fulfillment
of the Requirements for the Degree
Doctor of Philosophy

Approved April 2012 by the
Graduate Supervisory Committee:

Sethuraman Panchanathan, Chair
Hasan Davulcu

Baoxin Li
Marco Santello

ARIZONA STATE UNIVERSITY

May 2012



ABSTRACT

Situations of sensory overload are steadily becoming more frecgithe a
ubiquity of technology approaches reality—particularly with the atdgésocio-
communicative smartphone applications, and pervasive, high speed wirdleskae
Although the ease of accessing information has improved our communication
effectiveness and efficiency, our visual and auditory modalities-ethnuglalities that
today’s computerized devices and displays largely engage—have becerizaded,
creating possibilities for distractions, delays and high cognitive lohigivin turn can
lead to a loss of situational awareness, increasing chancee thrdiatening situations
such as texting while driving. Surprisingly, alternative modalitiegnformation
delivery have seen little exploration. Touch, in particular, is a progisandidate given
that it is our largest sensory organ with impressive spatial and tdrapaity. Although
some approaches have been proposed for touch-based information deliveaye thety
without limitations including high learning curves, limited applicap#ind/or limited
expression. This is largely due to the lack of a versatile, comprebeatesign theory—
specifically, a theory that addresses the design of touch-based builikg fir
expandable, efficient, rich and robust touch languages that are easy tandaise.
Moreover, beyond design, there is a lack of implementation and evaluationgHeorie
such languages. To overcome these limitations, a unified, theoredice\fork, inspired
by natural, spoken language, is proposed c&@datic ABC’Sor Articulating
(designing) Building (developing) an€onfirming (evaluating) touch-based languages.
To evaluate the usefulness of Somatic ABC's, its design, implenwntaid evaluation
theories were applied to create communication languages for two vguewapplication
areas: audio described movies and motor learning. These applicatiorshosza as

they presented opportunities for complementing communication by offloading



information, typically conveyed visually and/or aurally, to the skin. For &tottlies, it
was found that Somatic ABC’s aided the design, development and evaluaiicn of r

somatic languages with distinct and natural communication units.
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Chapter 1

INTRODUCTION
In the 21st century, our daily lives are inundated with infoiomagiven its ease of
access, particularly in recent years due to the ubiquitychihtdogy and advancements
toward faster wireless networks, mobile web browsing and muiwnle and applications
that enable users to stay well connected via social networkiregdigital revolution that
began in the 1980’s and 1990’s continues to build momentum: The282rsillion cell
phone users in the United States with almost half beingtgmhane users where the
majority of usage time is spent texting (14%), web brows{h§%) and using
applications including Facebook and Twitter (53%) (State of the Medissuner Usage
Report, 2011). Although the digital revolution and ubiquity of technologyirooes to
afford improved connectivity, efficacy and efficiency througbhteological advances,
the influx of information is creating increasing situati@fisnformation overload due to
today’s computerized devices and technologies that largelygengar visual and
auditory modalities.

Problems of sensory overload can also be found in many ardaes wbtkforce
including aircraft operation and military roles where a myriaduafiovisual displays and
controls require constant scanning and assessment while sieauitiy maintaining
situational awareness. For example, pilots rely on large informatasmboards” that are
demanding of visual attention (Rupert A. H., 2000) (van Erp J. B.Meen, Jansen, &
Dobbins, 2005). By assuming that vision and/or hearing provides anabmthannel for
information delivery, these senses have been overloaded, imgredsstractions,
cognitive load, and operation/decision-making delay—thereby inngeahances for
life-threatening situations. For soldiers, these hindrancest bre overcome as accurate,

on-the-fly decision making equates not only to their own safetytheusafety of their

1



fellow warfighters and civilians. A recent example of how infation overload can
endanger lives is the rise of texting and cell phone use whimgl In 2009, almost
5,500 people were killed in car accidents involving a distractegrdrone in five of
those deaths involved a cell phone (Distracted Driving 2009 NHTIaffid Safety Facts
Research Note, 2010).

With the advent of touchscreens and gesture-based input, the humahasand
become an effective and efficient means for directly opeyatbmputerized devices with
touchscreens, such as smartphones. It is surprising, however, tliigithkerevolution
has failed to seize the opportunity of our skin’s abilityeceiveinformation. Therefore,
as a receptive channel for computerized information deliveuy, sense of touch is
underutilized compared to vision or hearing (Tan & Pentland, 2001%. i$hinclear
given that it is our largest and oldest sensory organ (Mant986) well equipped for
rich spatial and temporal perception (Geldard F. A., 1960). One reatiwat the field of
hapticg is still in its infancy compared to vision and hearing reseaut this is slowly
changing: the number of researchers, engineers and hobbyists explaping cyber-
physical systems, multimodal immersive environments and humarc lpegstieption, is
steadily rising. If the rich, multimodal sensory capabilibéshe skin, and the processing
power of the somatosensory cortex within the parietal lobe ohdigan brain, can be
effectively leveraged, this may pave the way for rich effidient haptic communication
systems. However, if alternative modalities for informatilehivery, such as touch, are
ignored, this will only exasperate the problem of information oegrlas data becomes
more accessible and ubiquitous.

Recent research is beginning to show promise in that it suppertieasibility

and versatility of touch as a useful communication channel famemng visual and

! The wordhaptic means “of or relating to the sense of touch”, emahes from the Greek word
haptikos
2



auditory presentation to distribute data between modalities (RépeH., 2000) (van
Veen & van Erp, 2001) (van Erp J. B., van Veen, Jansen, & Dobbins, 2005jorBut
touch-based information delivery to receive more widespreadaugersatile andrich
design theory is needed; that is, a design theory that coulfidotvely applied across
diverse application areas where rich haptic communication rmhghtseful. Among the
several theories for touch-based information delivery theé been proposed, including
tactile icons (Brewster & Brown, 2004)haptic icons(MacLean & Enriques, 2003)
(Enriguez, MacLean, & Chita, 2006) amibbratese(Geldard F. A., 1957), such a design
theory is still needed. Our approach begins by exploring the struofusematié
building blocksfor touch-based information delivery, toward the creatiors@mhatic
languagesthat are easy-to-learn, easy-to-use, versatile, expanddfitdent, rich and
robust—attributes needed for practical, useful touch-based informatieergeystems.
Our proposed design theory is inspired by natural, spoken lanqueatjeularly,
how language’s metaphorical building blockbonemesare combined to create words,
of which a small vocabulary can be used to create unlimitgmegsive sentences. In
addition to a theory of design, both an implementation theory and toaltlaeory are
proposed. The implementation theory provides construction guidelnderms of
functionality, performance and usability requirements. The propesgeldiation theory
presents guidelines for testing somatic information delivesyesys with users; and key
objective and subjective attributes that must be assesshdling distinctness and
naturalness of haptic stimulation as it relates to its asedama¢aning. These theories are
combined into one unified theoretical framework caBammatic ABC’dor Articulating
(designing),Building (developing) an€onfirming (evaluating) somatic languages. The

proposed framework is intended to overcome the aforementionadtions of existing

2 The wordsomaticmeans “of or relating to the body”, and comes ftbmGreek word
somatikosand the Greek word for bodspma
3



design theories through enabling designers to create rich aradileesematic languages,
using natural, spoken language as a basis, across diverse applications.

The following sections of this dissertation are organizetbdews. Chapter 2
presents background work beginning with a broad, but detailed, covefabew
biological touch works—specifically, the neurophysiology of touch fromftinetional
characteristics of peripheral touch receptors, to where and hogh teignals are
processed in the brain. This is followed by an in-depth presentitibie psychophysics
and perception of vibrotactile stimulation as both applications used to dssg@seposed
Somatic ABC's framework utilize vibrations to convey infation. Chapter 3 compares
existing approaches for touch-based information delivery, derivilegign and
performance criteria for somatic languages. Existing appreaate divided into three
categories:literal translation alphanumericand conceptual Chapter 4 presents the
proposed theoretical framework, Somatic ABC’s, detailingthiesoretical components
including design, implementation and evaluation theories. Chapted 5 @ach present
the results from two different applications in which Som#®RBC’s was applied to
design, develop and evaluate a language for conveying informatmugthtouch. The
first application, haptic-audio described movies for individuals vane blind, is
presented in Chapter 5. Somatic ABC's was used to haptieallynent audio
descriptions (narrations describing visual content within g fiach that complementary
information could be presented tactually. The second application,tadkfe motor
learning, is presented in Chapter 6. Somatic ABC’s was used igndeevelop and
evaluate vibrotactile motor instructions and feedback for angnte traditional motor
learning. In both applications, Somatic ABC's was found to support tlsggrde
implementation and evaluation processes, effectively crestingtic languages that are

rich, intuitive and practical. Lastly, Chapter 7 discussessipte directions for future
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work that have the potential to open new vistas for researdmaptics and haptic
information delivery; these include the exploration of neurolddieaes for improving
the distinctness and naturalness of communication units within tisofaaguages;
multimodal design approaches for achieving high bandwidth touchibase
communication; and novel applications areas that might benefit Wffoading

information to the skin for fast, parallel processing.



Chapter 2
BACKGROUND

In the first part of this section, the neurophysiology of toualissussed, which provides
an overview of both the peripheral and central mechanisms of touglarticular, how
receptors in the skin, muscles, joints and tendons mediate tmechasions to the brain
through nerve impulses, and how touch centers in the brain inténesst incoming
haptic signals. Interactions between touch centers, as wékiasnteractions with other
areas of the brain, will be described. A thorough understanding of tihephgsiology of
touch is useful as a basis toward guiding the design of soimné&bicnation delivery
systems.

In the second part of this section, human psychophysical and percesptectsa
of vibrotactile stimulation will be explored in preparatidar discussion of the
applications used to explore the effectiveness and usefuth8ssmatic ABC'’s. As both
applications utilize vibrotactile stimulation, an understandinga¥ to design vibratory
signals to optimize human sensitivity, perceptual distinctnessadalness, is critical.
Toward this goal, this section explores the sensibility mdividual vibrotactile
dimensions (frequency, intensity, timing and location) and higherr alsieensions
(rhythms and spatio-temporal patterns) toward distinct and hatotach-based

information delivery systems.

Neurophysiology of Touch
When an object is intriguing, the viewer will often pursue l@ser look” by actively

exploring it with his or her hands, perceiving its texture, matand shape, among many
other properties, through touch. Humans employ various exploratory presedur
(Lederman & Klatzky, 1987) to extract different haptic propertidésobjects; for
example, the lateral movements of the fingers across an 'sbgecface pick up fine
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textural details, as well as imperfections or irregtiesj contours are followed for
precise shapes; an unsupported hold helps estimate an objemls;vand moveable
parts are located and engaged to predict function; among othay procedures for
various object features. These processes of haptic faatognition are mediated by the
peripheral and central mechanisms of touch—in particular, tleptas in the skin, and
their pathways leading to touch centers in the brain.

The skin acts as an interface to the environment, providing bototecpve
boundary and a rich sensory channel through its dense array dbrecéjme sensations
provided through touch are rich and engaging including light to heavgupegesold to
warm temperature, pain, and kinesthesis. The modalities of toachffarded by the
various physiologies of touch receptors, which determine tlegisitivity to external
stimuli. In this chapter, an overview of the peripheral andraentechanisms of touch is
presented related to sensation and perception of stimuli in contacheviskin.

The human brain and nerve cell.lt is often said that the human brain is the
most complex of machines, biological or man-made, and for juséfi@ason: humans
can master both physical and mental skills; invent deviaoes technologies; learn
languages; hold conversations in varied topics; reason about awel cminplex
problems; and articulate and express emotions, thoughts and ideas. Altinaelgrs still
not known about the inner workings of the brain, a solid understandingaioy of its
functions has been achieved through persistent research #ffoghout the nineteenth
and twentieth century to the present.

The central nervous system (CNS) consists of the brain @ndl £ord, and is
protected by the skull and vertebrae, respectively. The brajroméurther divided into
the cerebral hemispheres, brain stem and cerebellum. The pakiplkevous system

(PNS) consists of sensory cells and nerve fibers creatingectivity between receptors
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and the CNS. The brain is divided into a left and right hemisphaob, of which process
information from, and controls movement of, the contralateral sitteedfody. The outer
layer of each hemisphere is called the cerebral cortex (gragrinattd provides much of
the brain’s processing capability through nerve cells and itteirconnections. Below
the outer layer is white matter, which largely consists yélmated fibers, aiding faster
communication of signals among nerve cells in the brain and toffhenperiphery.
Structures below these layers cover functions from memory to emotion.

Figure 1 provides a conceptual depiction of the human brain, indjcttie
brain’s different lobes. The lobes of the brain include the frdota¢, temporal lobe,
parietal lobe and occipital lobe. The frontal lobe largely deéls pvocessing related to
action and planning; the temporal lobe handles processing for hewénparietal lobe
involves processing for touch; and the occipital lobe involvasaVl processing. Folds in
the lobe increase the density of nerve cells over the suafaeeof the brain. The folds

form ridges (gyri) and fissures (sulci).
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Figure 1. Conceptual drawing of one hemisphere of the human brain depicting the
different lobes including frontal, temporal, parietal and occipiaapted from the
Wikimedia Commons: Gray728.svg, http://en.wikipedia.org/wiki/Fii@y®28.svg.

The brain consists of two cell types: nerve cellsjerrons and glial cells. Glial
cells are involved in maintenance, house-keeping tasks and e@mstvictture; the former
cell type, the neuron, is the brain’s most basic processingTurgt.complexity of the
brain is quickly realized by considering the staggering nurob&eurons, estimated at
100,000,000,000 (or 100 billion) neurons (Kandel, Schwartz, & Jessell, 200t0)
many, many more interconnections between neurons. The neuron rhaglaology
specialized for communication using electrical signals. A neuoosists of a cell body
(soma), axon and dendrites. Dendrites receive electrical sigraah other neurons.
Based on the type of neuron and number of dendrites, a nerve cell may receive@mput f
anywhere between one to 100,000 neurons (Purves, et al., 2008). If the ins@nadg
once integrated, is enough to alter the voltage differecicessthe cell's membrane, the

neuron “fires”, generating an action potential, beginning at the ef the axon and



traveling its length, which can range from 0.1 mm to 3 m (Kandbélw&dz, & Jessell,

2000) depending on the type and function of the neuron; and although a neest’ at
continues to fire, its firing rate is significantly reduced. Toaduction velocity of the

action potential along the axon ranges from 1 to 100 m/s, lastimgé1l ms at 100 mV
(Kandel, Schwartz, & Jessell, 2000). If an axon is myelinatedjghatrapped in layers
of insulating tissue produced by glial cells, conduction speedasese this technique is
useful for communication across long distances between nedroasnd of the axon
divides into presynaptic terminals, which come in close proxjrbiy do not touch, the
dendrites of other neurons. Interneuronal communication occung atyhapse where a
presynaptic terminal transmits an electrical or chensizalal to a postsynaptic terminal
over a gap called the synaptic cleft.

A neuron may be classified as a sensory neuron, motor neuroregreumon.
Sensory neurons facilitate our basic senses. They convey exdemnmali, as sensed by
receptors in the periphery, to the brain and spinal cord. The sénieuch is mediated
through pseudo-unipolar neurons located in the dorsal root ganglitheeagrtebrae of
the spinal cord. These sensory neurons convey information from thpdharg (skin,
muscles, tendons and joints) to the spinal cord via a single akaech begins at touch
receptors, and ends at motor neurons and/or interneurons wittgpitiae cord. In turn,
the spinal cord relays information to the brain—in particulee, somatosensory cortex of
the parietal lobe—uvia interneurons for further processing. Bagethe results of this
processing, the environment may be acted upon through motor neuronb, sehid
activation signals to muscles and glands.

The human skin. The human skin is a remarkable sensory organ that covers our
entire body with functions critical to survival and perception @ifrrounding

environments. The sense of touch is known as the “mother” aérakes in that the skin
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is the first sensory organ to develop, from which all othersgrwgans form (Montagu,
1986). It is also the first sense to become functional during theexabryonic stage of
development (Montagu, 1986). Our skin provides critical protectiorodio underlying

soft tissue, preventing damage from harmful environmental stiragll, preventing

exposure to bacteria and heat. Therefore, it should be no sutpasevithout the

protection provided by skin, survival would not be possible. The skinidg®wmany

more critical functions, such as temperature regulationcantrol—but the focus here
will be the function of skin as a receptive channel for environmaritamation.

Sensation of environmental stimuli in contact with the $&imediated through
the skin’s dense array of receptors. The skin's recepteoes t@ned to specific
environmental stimuli such as temperature, vibrations, defansaéind pain. The skin is
an impressive receptive surface at 19 sq. ft. and 8 Ibs. (12B& obtal body weight) for
the average adult male (Montagu, 1986)—the largest sensory iartfa® human body.
The thickness of the skin varies across the body from"zof@ millimeter to 3-4 mm
with the skin being thinnest on the eyelids and thickest on thes@nd soles (Montagu,
1986).

The anatomy of the skin consists of two layers: epidermis andigieTine
epidermis is the outermost layer of the skin, and providestagtive boundary between
body and environment. It is nonvascular, but contains nerves, spkgifltare nerve
endings, and if the skin is hairy, mechanoreceptors. Cells in the topayesof the skin
eventually die and are shed to make room for new cells that peistwiay up from the
bottom layer of cells of the epidermis. The dermis is a #nitkyer below the epidermis,
composed of connective tissue, and containing a variety of nentegjlands. The
boundary between the epidermis and dermis is known as the egdidenmal junction.

The epidermis and dermis together form what is called tlie @&lthough not part of the
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skin, between the dermis and muscles is subcutaneous titsué&r{@awn as subcutis or
hypodermis). This layer is composed of fat and connective tiasdeconnects the skin
to the muscles. It provides additional protection from harmfulteliac as well as
nourishment for the dermis. Touch receptors are found throughout therrepl-dermal

junction, dermis and subcutaneous tissue. Our two skin types indaldews (non-

hairy) skin and hairy skin. Glabrous skin, found on the fingertips,and soles, has
greater tactile sensitivity than hairy skin due to ridgesnéar by folds in the skin—a
trick used to increase the density of receptors.

Figure 2 provides a conceptual drawing of the anatomy of timeirstiuding its
layers and some of its receptors. The following section preseutsscription of the
mechanoreceptors of the skin. This focus was chosen, as opposed terbngs that
mediate temperature and pain sensations, given that the appbcat Chapter 5 and 6
utilize vibrotactile stimulation for somatic informationlidery, which is mediated by

mechanoreceptors.
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Figure 2. Anatomy of the skin including the epidermis, dermis and hypodermsthe
location of cells and structures relative to these laygdapted from the Wikimedia
Commons: Skin.jpg, http://en.wikipedia.org/wiki/File:Skin.jpg.
Mechanoreceptors.Mechanoreceptors are a type of touch receptor sensitive to
mechanical deformations including light to hard pressure applidtetekin, movement
across the skin, skin stretch, vibrations, muscle contractions, mussienteamong other
stimuli. Proprioceptors are mechanoreceptors within the nsjgeledons and joints that
aid proprioception—the sense of limb position and movement. Mechanoreceptoed, a
as other receptor types in the periphery, communicate with thalceatvous system via
the peripheral nervous system through nerve fibers and sensoopsieBensory neurons
innervate receptors, providing a pathway to the brain and spirthl touch receptors of
the trunk and limbs are innervated by pseudo-unipolar cells wtithidorsal root ganglia

near the vertebrae of the spinal cord. There are four aésilmaimmon across all sensory
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systems (Kandel, Schwartz, & Jessell, 2000): modality, locaitimensity and timing,
where modality is determined by the type of receptor aetivdbcation is determined by
where the activated receptors are within the skin ordjsistiensity is determined by a
receptor’s firing rate as well as the total number of rexepctivated, dependent on the
amplitude of the stimulus; and lastly, timing is determined bydilmation a receptor
fires, dependent upon when the stimulus is introduced and then remanedhe
adaptation properties of the receptor.

Mechanoreceptors transduce mechanical energy into a regeqtential—a
depolarization of membrane potential, creating a voltagerdifice between the inside
and outside of a cell—thereby creating an action potential,ree mapulse, that travels
to the sensory neuron. The amplitude and duration of the receptatiglote dependent
on the intensity of the stimuli. If a mechanoreceptor is seadivo an applied stimulus,
dependent upon its structure, stretch-sensitive sodium ion charpeis causing an
influx of ions (current), which in turn generates the voltafference, causing a receptor
to send nerve impulses, or fire. The following discussion provigesvarview of
mechanoreceptors in terms of density variations, adaptation, ecebtive field
characteristics—for reviews see (Johansson & Vallbo, 1983)Ib@ya& Johansson,
1984).

The basic senses are mediated by millions of nerve endingsouldr alone,
millions of nerve endings mediate the different modalitfe®och. The glabrous skin of
the human hand is estimated to be innervated by 17,000 sensory neuhansgdn &
Vallbo, 1979), which each may innervate anywhere from one to meogptors
depending on its type. Mechanoreceptors are distributed throughout bothahd
glabrous skin. Glabrous skin contains four types of mechanorecdptiransson &

Vallbo, 1979): Meissner’'s corpuscles, Merkel disk receptorsinRa corpuscles and
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Ruffini endings—the names of which follow their respective aliscers. Hairy skin
contains Pacinian corpuscles, Ruffini endings and Merkel digpters, but exclusive to
hairy skin are hair follicle receptors and field recep{(®fallbo, Olausson, Wessberg, &
Kakuda, 1995). The density of mechanoreceptors various across thevhbbdyenser
receptor populations found in distal bodily regions compared to pabbody regions
(Johansson & Vallbo, 1979); significant proximo-distal variatiares present for Type |
receptors with more subtle variations for Type |l receptaigh roughly even
distributions in glabrous skin.

Mechanoreceptors will eventually adapt to stimuli, but the @ adaptation
varies depending on receptor type (Vallbo & Johansson, 1984): samalgting (SA)
mechanoreceptors (Merkel disk receptors and Ruffini endimgs)odnsistently during
constant pressure applied within their receptive field whenegfirate increases with
stimulus intensity; whereas rapidly adapting (RA) mechanorecep{Meissner’'s
corpuscles and Pacinian corpuscles) fire during changes &supee indicating the
velocity and acceleration of skin indentation.

The receptive field of a mechanoreceptor is the area ofatldme the receptor
that when stimulated, deforms the structure of the receptonpressing its nerve
terminal and causing an action potential. Receptive field miag be small with sharp
borders (Type 1) or large with obscure borders (Type II) (Joband®78). Given their
structure, size and position in the superficial layer of tle, skerkel disk receptors (SA
I) and Meissner’s corpuscles (RA 1) have small recefdialds. More specifically, since
a single sensory neuron directly innervates multiple SA | orl Réceptors, it is more
useful to refer to the receptive field size of the sensmyron itself. These sensory
neurons innervate the same number of receptors across thargkisp receptor density

variations create receptive field size variations, Iteguin spatial resolution changes
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across the body—in patrticular, reduced resolution from dixtdly parts to proximal
body parts. Pacinian corpuscles (RA 1) and Ruffini endings|(Biave larger receptive
fields with obscure borders given their structure and deepdiguoii the skin, and are
less numerous compared to Type | cells. Sensory neurons innerRa&ingor SA Il
receptors each innervate one receptor, and therefore, havéairgptt” directly above
the cell, in contrast to SA | or RA |, which have multiple bBpbts since they combine
many receptive fields. Type |l receptors are distributeate uniformly compared to
Type | receptors. Figure 3 summaries adaptation propertiegeangtive field sizes
across mechanoreceptors. Figure 4 and 5 provide a detailedtloeteptive field size
and structure for Type | and Type Il receptors, respectively.

The following explores the physiology of mechanoreceptors in morail,det
beginning with those in glabrous skin, followed by hairy skin, and fthally,

mechanoreceptors in muscles, tendons and joints (proprioceptors).

RECEPTIVE FIELDS

Small. sharp borders Large. obscure borders
FA | FA Il
Fast,
no static / \ / \
= .
| reewonee L 1 1 L
= T 1 T I
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Z| sow | SAI SAl
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present “”""”I”“l || | I””I””ll”l

Figure 3. Adaptation characteristics for slowly adapting and rapatgpting (or fast
adapting) Type | and Il receptors: SA and RA (or FA) respelgt Reprinted from
“Tactile sensory coding in the glabrous skin of the human hand,” by JoharRs&n, &
Vallbo, A. B., Jan. 1983, Trends in Neuroscience, 6, p. 27. Copyright © 1983dwekEl
Reprinted with permission.
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Figure 4.Receptive field characteristics for Type | receptors: bfeds's corpuscles (left)

and Merkel disk receptors (right)—FA | and SA I, respetyivEhe black dots indicate
receptor clusters (15 individual receptors) innervated bingles sensory neuron. As
depicted, Type | receptive fields are distinct and sharp witineliers ranging between 2-

8 mm. The sensitivity threshold plots show the multiple hot spiotsese fields due to

the innervation of multiple receptorReprinted from “Tactile sensory coding in the
glabrous skin of the human hand,” by Johansson, R. S., & Vallbo, A. B., Jan. 1983,
Trends in Neuroscience, 6, p. 28. Copyright © 1983 by Elsevier. Re&pninit
permission.
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Figure 5.Receptive field characteristics for Type Il receptoeifan corpuscles (left)

and Ruffini endings (right)}—FA Il and SA II, respectively. Thlack regions indicate
innervation by a sensory neuron via a single receptor. As depicgpd, IT receptive

fields are less distinctive and much larger compared to tho3gpa | receptors. The
arrows within the receptive fields of the Ruffini endingslicate the direction of
maximum sensitivity to skin stretch. The sensitivity thidd plots show the single hot
spot of these fieldsReprinted from “Tactile sensory coding in the glabrous skin of the
human hand,” by Johansson, R. S., & Vallbo, A. B., Jan. 1983, Trends in Neuroscience,
6, p. 30. Copyright © 1983 by Elsevier. Reprinted with permission.

Mechanoreceptors in glabrous skin. The Merkel cell (SA I) is a nearly rigid
structure of epithelium surrounding a nerve terminal (Kar&tHwartz, & Jessell, 2000).
Merkel cells are found in clusters beneath the ridges of therogia skin in the
epidermal-dermal junction—that is, between the epidermdptive top layer of skin)

and dermis. The structure of Merkel cells and their smediptve fields enable them to

sense fine points of constant pressure, conveyed by a stdadypfttern where firing
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rate, along with the number of receptors activated, indicatestiresity of the applied
pressure. Merkel cells are also present in hairy skin, but are fourd wdbke epidermis.
The Meissner’s corpuscle (RA 1), depicted in figure 6, isracture of flattened
cells arranged in a column within fluid where a nerve termivralps around the cells
(Kandel, Schwartz, & Jessell, 2000). Similar to the Merlkal, @t is found in the
epidermal-dermal junction in the dermal papillae. The structuhdeigsner’s corpuscles
combined with their small receptive fields enable them to simsehanges in pressure,
conveyed by a firing rate indicative of the rate of presstadation. Meissner's

corpuscles are not present in hairy skin.

Figure 6. Anatomical sketch of Meissner's corpuscle as faithfulproduced from
Gray’'s Anatomy: (a) dermal papilla; (b) Meissner’s corpeis@) nerve terminal; and (e)
end of nerve terminal.Adapted from the Wikimedia Commons: Gray936.png,
http://en.wikipedia.org/wiki/File:Gray936.png.
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Pacinian corpuscles (RA 1), shown in figure 7, are found in the theers of
the dermis and subcutaneous tissue in both glabrous and hairyThki receptor has
concentric layers of thin tissue, or lamellae, with av@germinal contained in the fluid
filled center of the structure (Kandel, Schwartz, & Jes&€00). Like the Meissner’'s
corpuscle, the Pacinian corpuscle’s structure allows deteofi changes in pressure as
opposed to constant, steady pressure. Deformation of its stroctupresses the nerve
terminal, generating an action potential, but the structure caklyjueshape, reducing
effects of compression, and ceasing activation for constansypeesGiven their
structure, Pacinian corpuscle’s can detect low-amplitude -fnégjuency vibrations
applied to the skin—even centimeters away given their lergeptive fields (Kandel,
Schwartz, & Jessell, 2000). Regarding vibrotactile stimahatithe frequency of a
mechanoreceptor’s firing rate will increase with increasesibration frequency. The
intensity of a vibration is conveyed by the number of activatechamreceptors given
that high intensity vibrations propagate farther across the skin. Theagtie sensitivity
of mechanoreceptors varies with Merkel cells being seasitMow frequencies within
the 5-10 Hz range; Meissner’s corpuscles being sensitivedenmate frequencies within
the range 20-50 Hz; and Pacinian corpuscle having the highedivign vibrations
around 250 Hz, and the largest range of detectable frequencid®06dz (Kandel,

Schwartz, & Jessell, 2000).
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Figure 7. Anatomical sketch of Pacinian corpuscle as faithfully repreddmom Gray’s
Anatomy. The nerve terminal is denoted rbyAdapted from the Wikimedia Commons:
Gray935.png, http://en.wikipedia.org/wiki/File:Gray935.png.

Ruffini endings (SA 1), depicted in figure 8, have a spindle-l&tructure in
which stretching of the skin compresses the nerve terminalingatie receptor to fire
while slowly adapting to constant stimuli (Kandel, Schwartz, &sé#, 2000). Like
Pacinian corpuscles, they are located in the deep layehe afermis and subcutaneous
tissue in both glabrous and hairy skin. Their receptive fieldslamge with stimuli

evoking larger responses when the direction of skin stretchsaligth the receptive

field’'s direction of maximum sensitivity.
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Figure 8. Anatomical sketch of a Ruffini ending as faithfully reproducesnf Gray's
Anatomy.  Adapted from the Wikimedia Commons: Gray937.png,

http://en.wikipedia.org/wiki/File:Gray937.png.

The combined activations of the aforementioned mechanoreceptdrdwento
our haptic perception of an object (Kandel, Schwartz, & Jessell,)200&kel cells
respond more rapidly to higher curvature (e.g., a point) comparddttsuffaces; the
activation patterns of both Merkel cells and Ruffini endindateeto the shape of an
object; Meissner’s corpuscles detect surface irregulaidtnel edges; Pacinian corpuscles
respond to vibrations and rapid movements; and Ruffini endings iedideen our grasp
needs to be tightened to prevent slippage. All of these seimgars are combined to

create rich, tactual experiences.

Mechanoreceptors in hairy skin. The mechanoreceptors of hairy skin include
Pacinian corpuscles, Ruffini endings, Merkel cells, hairidiell receptors and field
receptors (Kandel, Schwartz, & Jessell, 2000). Similar to glebskin, receptive fields
in hairy skin vary over the surface of the body with recefdield size increasing from
distal to proximal bodily regions. A hair follicle receptorAR found only in the hairy
skin of the body, is a sensory nerve that wraps around thdolimile. This structure

allows the sensory nerve to detect changes in hair positiore @hethree types of hair
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follicle receptors: down, guard and tylotrich—each of \uhiliffer in sensitivity. Lastly,
field receptors (RA) detect skin stretch over the joints of the .body

Mechanoreceptors in muscles, tendons and joints. Proprioceptors are
mechanoreceptors in the muscles, tendons and joints that sensmnaey information
for proprioception—our sense of limb position and movement. rleagptors include
muscle spindle receptors, Golgi tendon organs and joint receptaasidition, Ruffini
endings, Merkel cells (hairy skin) and field receptors prowa@neous proprioception
needed for facial and lip movements (Kandel, Schwartz, & Jessell, 2000).

Muscle spindle receptors (Kandel, Schwartz, & Jessell, 20@@jcted in figure
9, are widely distributed deep within muscles. A muscle spirsieptor has a spindle-
like form with sensory nerves (primary and secondary) tap around intrafusal
muscle fibers (static nuclear bag fibers, dynamic nuclearfibags and nuclear chain
fibers) contained within and arranged in parallel to extrafusadcle fibers. A muscle
spindle has two to three nuclear bag fibers, and around fiveamwahain fibers. A single
primary muscle spindle ending wraps around the central, non-ciiletr@gions of the
static and dynamic nuclear bag fibers, and the nuclear chais.fdenaximum of eight
secondary muscle spindle endings wrap around the central, non-ttentesgons of the
static nuclear bag fibers and nuclear chain fibers. The disgabns of the intrafusal
fibers are contractile.

When a muscle is lengthened (stretched), muscle spindlesretehed, causing
their sensory nerves to stretch, and consequently, fire. Meoifisglly, primary muscle
spindle endings convey information pertaining to muscle length andtthef change of
muscle length via their firing rate. Secondary muscle spiedidings are slightly
sensitive to variations in muscle length, but mostly conveyrnmition about static

muscle length. Muscle shortening decreases stretch, and henagsdscfiring. This
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enables muscle spindle receptors to convey information about the positionsftheir

movements and their relative angles. Motor neurons, namelyngamotor neurons
(Kandel, Schwartz, & Jessell, 2000), innervate the distal coitdraegions of intrafusal
muscle fibers, providing a means for varying the sensitivitymofcle spindles; in
particular, gamma motor neurons are activated during musclteacobon to lengthen
muscle spindles so that they may maintain sensory input—adteermuscle spindles
would not be useful during contraction, and muscle length and rateaofje could not

be accurately assessed.

Figure 9. Anatomical sketch of a portion of a muscle spindle receptor &noradult cat
as faithfully reproduced from Gray's AnatonAdapted from the Wikimedia Commons:
Gray939.png, http://en.wikipedia.org/wiki/File:Gray939.png.

The Golgi tendon organ (Kandel, Schwartz, & Jessell, 2000), ddpictégure
10, connects a tendon to muscle fibers. These receptors are thiuregirenervated by a
single nerve fiber that splits and weaves through colladpsnsf within the receptor’s
structure. An increase in muscle tension causes these msceptsiretch, and in turn,

stretch their inner collagen fibers, which compress the sensove endings. Therefore,

these receptors sense muscle tension and changes in muscle tension.
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Figure 10. Anatomical sketch of a Golgi tendon organ as faithfully repeced from
Gray’s Anatomy. Adapted from the Wikimedia Commons: Gray938.png,
http://en.wikipedia.org/wiki/File:Gray938.png.

Joint receptors (Purves, et al., 2008) include the Type Il medahaeqiors of the
skin, namely Pacinian corpuscles and Ruffini endings. Joinpt@seare located in and
near the joints of the human body. Although joint receptors domseseccurate
positional information—except for in the fingers (Purves,akt 2008)—they signal
movements of flexion or extension, and warn of joint angles beyafel ranges of
motion.

In summary, the rich input received from mechanoreceptorhefskin and
proprioceptors of the muscles, tendons and joints during object graspingxploration
guides grip adjustment and fine motor control. Proprioceptors etsomunicate
information about object shape based on the positions of fingersnalpsl lin the next
section, the central mechanisms are described in terms bfan areas that receive the
aforementioned peripheral signals, and how they integrate thesdssig form a percept.

Somatosensory cortex.The parietal lobe of the brain receives and processes
peripheral input from touch receptors of the skin, muscles, tendongiats. It contains
several processing areas for touch input (Kandel, Schwartzs2ille2000): the primary
somatosensory cortex (S-1), the secondary somatosensory cottexaiif-the posterior

parietal cortex. S-l is located on the postcentral gyrus (fifjlije-the ridge of a fold on
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the cerebral corienear the frontal lobe’s motor cortex on the prticd gyrus. Thes
gyri are separated by a fissure called the cesatdalis, which is where-1 begins. -l is
posterior to S-in the parietal operculum, which lies on the ftatesulcu—a fissure

dividing the temporal lobe from the frontal and paridtdles. Lastly, the posteri

parietal cortexs immediately posterior tc-I.
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Figure 11.Surface sketch cthe left cerebral hemisphere of the braiith the parieta
lobe highlighted.Adapted from tt Wikimedia CommonsGray726 parietal_lobe.pr,
http://en.wikipedia.org/wiki/File:Gray726_parietdbbe.pnc

SH consists of four are (Kandel, Schwartz, & Jessell, 200Brodmann’s aree
3a, 3b, 1 and 2, which are arrancrespectively on the postcentral gyrus. Area
receives proprioceptive input from the proprioceptof the periphery, whereas area
receives tactile input from the cutaneous recembtde periphery. Te output of thes
areas issent to the adjacenreas 1 and 2, which is where processing becomes
convergent. These areas also receive input froameous and proprioceptive inputs,

areas 3a and 3b receive more afferent nerves. Ask&-l project to SH and the

posterior parietal cortex.-Il subsequently projects to areas related to emotiar
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memory. Within the posterior parietal cortex, area 5, whichiimsediately posterior to
S-I, receives input from S-I and associational cortice=a drlies immediately posterior
to area 5, and receives input from S-I, associational cortices, and vigutallihese areas
project to the motor cortex (area 4), and are interconnectiétdanéa 5 and 7 of the
contralateral hemisphere of the brain via the corpus callosum.

Similar to mechanoreceptors, the cortical neurons of S-1,a8&dlthe posterior
parietal cortex have receptive fields. However, theddsfiare much larger given that
cortical neurons in the somatosensory cortex receive input ftany sensory neurons
via interneurons. Size continues to increase as higher laxelseached from areas 3a
and 3b, to areas 1 and 2, and then on to areas 5 and 7 (Kandel, Sc&wiaszgll,
2000): for example, area 2 has much larger receptive fields &efmger or multiple
fingers) compared to area 3a, 3b and 1 (e.g., fingertips)—and ameh b lzave even
larger fields compared to area 2 (e.g., bilateral fields romyeboth hands via
interconnections through the corpus callosum).

The topographic organization of cutaneous and proprioceptive inputsttieom
periphery is preserved throughout each area of S-I. This internal body map orpbjogra
representation, called a sensory homunculus (Penfield & Rasmussen, 186igse
accurate localization of skin and proprioceptive inputs. The amount of tepaee in S-
| for a particular body part depends on innervation density—for tteggens of the body
that are highly sensitive and densely innervated, more cosgjeale is provided. For
example, even though the hand is not as physically big as the abdomen, it is more densely
innervated, and therefore, has a larger representatiod. i@ internal representations
within the homunculus are “plastic” in that cortical spacwl (geceptive fields) may vary

with experience.

27



A cortical neuron receives input of a particular modalityierkel cells,
Meissner’s corpuscles, etc.) and adaptation (SA or RAp@KR Schwartz, & Jessell,
2000). Within the cortex, cortical neurons are arranged in columnsach column,
cortical neurons respond to the same modality, are of the sdapgation type and
correspond to the same location on the skin. Area 1 is sensttiie@uch input
(specifically, rapidly adapting cutaneous input), whereas area 2 iggnatut from both
proprioceptors and cutaneous receptors (RA and SA), and mutigadalities. Area 1
and 2, but mostly area 2, are tuned to more complex features of tomoh such as
edge orientation, directionality of strokes, spacing of ridgasyvature, etc. In
combination with proprioceptive inputs, the feature detectors ed ar aid in three-
dimensional object perception.

Topographic organization is present in only S-1 of the somatoseosdex—S-
Il and the posterior parietal cortex feature a functional orgtiniz given their high level
representations (Kandel, Schwartz, & Jessell, 2000). Area 5iassocutaneous and
proprioceptive input to derive postures (such as the posture lo&titewhile grasping)—
and with cutaneous, proprioceptive and visual input, the asseciaitical neurons of

area 7 assist with visuo-motor coordination during object grasping angutaiun.
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Psychophysics and Perception of Vibrotactile Stimulation
This section explores the dimensions of a vibratory signatriooding information. For

each dimension, relevant human psychophysical and perceptutd sesupresented, and
design guidelines are described. This work forms the basis @jndes vibrotactile
communication systems, the results of which have been takemadotwnt during the
design and development of the applications described in Chapter 5 and 6.
Vibrotactile sensitivity and vibration frequency. A rotating mass vibration
motor consists of a DC motor with an off-center weight, whiclt astates, causes the
unit to vibrate with a sinusoidal oscillation. This is the mashimon type of vibration
motor for handheld portables and wearable cyberphysical sysisnt is inexpensive,
easy to use, small and lightweight. It is often found in dedines and other products in
the form of coin vibrating motors (also known as a pancakéons) or cylindrical
motors. The number of cycles per second, measured in Hertz, ietjuencyof the
vibration signal. Upon actuation, receptors in our skin may or may not thengibration
depending upon characteristics of the vibration and our vibrotactile séysitiv
Vibrotactile sensitivity. Perceptible vibration frequencies fall within the
approximate range of 20 Hz to 1,000 Hz (Gunther, 2001), where Gunther found tha
below 20 Hz, the vibration signal is no longer perceived asbiation, but rather,
motion. Up to and above 1,000 Hz, our sensitivity to vibrations rapidbgtes(Verrillo
& Gescheider, 1992); i.e., larger amplitude thresholds (the amphkaide of which the
vibration is just perceptible) are encountered. Additionally, hardWimitations come
into effect: as vibration frequency increases to levels above HP0® may be difficult
to generate amplitudes above the amplitude thresholds found athigbhsiEequencies
(Wilska, 1954). Across our body, we are most sensitive to Jimstfalling in the

frequency range of 150 Hz to 300 Hz (Jones & Sarter, 2008). Tiige 1@ frequencies
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requires the smallest vibration amplitude for perception cordparérequencies outside
this range. The vibration frequency we are most sensitive 260sHz (Verrillo R. T.,
1963) in that, at this frequency, the lowest amplitude threshotubigdf If we compare
the skin’s frequency detection range with that of the ear—2® 129,000 Hz—we see a
substantial difference between touch and hearing in terms ofefreguresolution,
making hearing much more apt for frequency discrimination.

Depending on the location of vibrotactile stimulation across thacaiiof the
skin, amplitude thresholds vary (Jones & Sarter, 2008) due tweban the density of
receptors in the skin and variations in the underlying tissuadimg muscle and bone
structures. Wilska (1954) investigated vibration amplitudestwlds across the body for
different frequency values, specifically, 50 Hz, 100 Hz, 200 Hz, 400ndz880 Hz.
Overall, 200 Hz achieved the lowest amplitude thresholds, wlaobged from 0.07
micrometers for the fingertip (and even lower at 0.02 micromdte 270 Hz) to larger
values for the abdominal and gluteal regions, where the lataess were the largest
among the smallest amplitude thresholds. The results found itskaAsuggest that
vibrotactile sensitivity lessens from the distal anatohstaictures (hands, feet, etc.) to
the proximal structures (abdomen, hip, thighs, etc.). Figure di2tde bar chart created
by Jones et al. (2008), but based on original data collected Iska)Vitonsisting of
amplitude thresholds for different bodily regions for frequendi@0 Hz and 200 Hz.
Although Wilska’s results are limited in that only a singtetactor area size of 1 ém
was used as well as involving a limited number of subjectgethdts clearly show that
vibrotactile sensitivity varies with respect to both body sitel frequency. Similarly,
Verrillo and Chamberlain (1972) found vibrotactile sensitivitydexrease from regions
of higher density to regions of lower density, specifically, frdra fingerpad, to the

palm, and finally, to the forearm; however, this result veamd only when a surround

30



was used to prevent the spread of vibrations across theVgkimut a surround, the
sensitivity of the palm became greater than the fingerpad, [gedugpto the activation of
more mechanoreceptors by the propagating vibration, as speculatgertijo and
Chamberlain. This suggests that the total number of adlivasechanoreceptors, rather

than the innervation density of the region, largely determines serysitivit
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Figure 12. Amplitude thresholds, measured in micrometers, for differegions of the
body at 100 Hz, shown by white bars, and 200 Hz, shown by black bars. Mote th
difference in sensitivity between 100 Hz and 200 Hz, and how setysitaiies across

the body.Reprinted from “Tactile displays: Guidance for their design and appta,”

by Jones, L. A, & Sarter, N. B., 2008, Human Factors: The Journal of tharHum
Factors and Ergonomics Society, 50(1), p. @2pyright © 2008 by Sage Publications,
Inc. Reprinted with permission.

Verrillo (1963) explored the relationship between amplitudesttold, frequency
and contactor size on the palm of the right hand. Figure 13 and 14 dettude
threshold as a function of contactor area and frequency, regdectn both figures, we
see that for small contactor areas—specifically 0.005 ana 0.02 cri—vibrotactile

sensitivity is independent of frequency. This is more obviousgurdi 14, but it is also

shown in figure 13 by the cluster of data points at 0.005 amd 0.02 crhon the
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horizontal axis. Also, in both figures, we see that for smedjdency values—25 Hz and
40 Hz—sensitivity is independent of contactor area. Verrillecsfated that amplitude
threshold’s independence of contactor area for small frequeacidsindependence of
frequency for small contactor areas, might be due to thiseilations activating
pressure-sensitive receptors that are not responsive to shamgerger vibration
frequencies or contactor areas, rather than those moriveeihs vibrations. Another
important observation from both figures is that as contactoriacegases (at least 0.08
cn’ and above), our sensitivity to vibration increases, i.e., amglitaesholds lessen.
For these larger contactor sizes (0.08 eamd greater), as frequency varies from low to
high, the slope of the curve exhibits a U-shape—see figure 14diphm the curve
represents maximum sensitivity within the frequency ran@d0300 Hz with a peak of

approximately 250 Hz (Verrillo & Gescheider, 1992).
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Figure 13. Plot of amplitude threshold as a function of contactor area foousm
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32



Dependencies between frequency, amplitude and pitch. Both physical and
perceptual dependencies exist between these dimensions. Shelefrendence is a
physical interaction between frequency and amplitude, caused bydiga dé rotating
mass vibration motors. For these motors, the frequency dbratian is increased by
increasing voltage, which in turn, increases the speed ohther’s rotating mass; this,
subsequently, decreases the vibration’s amplitude. Simitigtreases in frequency slow
the speed of the rotating mass, increasing amplitude. Theréborthis type of vibration
motor, frequency and amplitude cannot both be used to convey sepdioateation
within the context of vibrotactile communication. If thesmensions must be

independent, other options exist including solenoid vibrating motors.
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Figure 14.Plot of amplitude threshold as a function of frequency forouaricontactor
areas.Reprinted from “Effect of contactor area on the vibrotactifgeshold,” by
Verrillo, R. T., 1963, The Journal of the Acoustical Society ofridene85(12), p. 1965.
Copyright © 1963 by Acoustical Society of America. Reprinted with peomissi
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The second dependence is a perceptual interaction between frecaraptijude
and pitch.Vibrotactile pitch—or perceived frequency—varies with changes in amplitude
and frequency as provided by the stimulation. (In subsequent discugsiohggefers to
perceived frequency, whereas frequency and amplitude refer tupénating values of
the vibration motor.) In general, as the suprathreshold amelincreases, so does pitch.
In a study conducted by Morley and Rowe (1990) where vibrations £3fnH 150 Hz)
were delivered to the index fingertip of the left hand, nmmgijects perceived pitch
increases with amplitude increases, even though frequency remametinged.
However, large inter-subject variability was found with two obitthe eight subjects
experiencing opposite effects, and one subject experiencing no shangetch as
amplitude changed. Moreover, conflicting results were found in\ague study by von
Békésy (1962) in which for larger frequencies (at least 100ahtt higher), pitch
decreased with amplitude increases while frequency rethainehanged. Morley and
Rowe present convincing claims pertaining to flaws in von Békédydy such as an
experimental design that allowed for adaptation of vibrationseblyepossibly causing
the observed decrease in pitch with increases in amplitude.

Vibrotactile pitch has also been found to change with frequencyifisplbg, the
density of mechanoreceptors in the skin, and underlying tissuausésicaffect how
vibrotactile pitch changes with frequency (Jones & Sarter, 20fi8areas of higher
density, more rapid increases of pitch are perceived witteases in frequency. Hence,
even when frequency remains unchanged, how we perceive it varies with leody sit

Relative and absolute frequency discrimination. Given our skin’s limited
frequency resolution and discrimination capabilities, in additiomteractions between

vibration frequency and motor design (such as contactor sizepgaimteractions with
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other vibration dimensions, such as amplitude and body site, dhialienging parameter
to use for vibrotactile information delivery. For frequencycdisination, humans excel
at relative (comparative) frequency discrimination as opposedbsolute frequency
discrimination (Brewster & Brown, 2004); but for vibrotactile goamication, the latter
may be more useful. Smaller frequencies—below 70 Hz—are wliscernible than
larger frequencies, and discrimination difficulty increasepidip with frequency
increases (Geldard F. A., 1960). Alternatively, frequency may Meedtiin another
form: amplitude modulated vibration signals—discussed in tHewilg section. By
modulating a vibration signal of a certain frequency with anatigmmal of a different
frequency, different perceptual “roughness” levels may be emteddence, roughness
might be used as another dimension wherein vibrations feel roughsemoother) than
others. This dimension was proposed by Brown, Brewster and Pur(@%) for
communication via tactile icons, who revealed its potentiah aseful dimension for
vibrotactile communication; although much more useful and teliphrameters exist
such as rhythm and body site (described in later sections).

Vibration intensity. Amplitude or intensity is the magnitude of a vibration, and
is measured in terms of either the orthogonal displacement oflitaing element, or
skin indentation. The amplitude of a sinusoid may be defined in a nwhbeys, but
for vibrations, the most common definition is either peak aog# or root-mean-square
(RMS) amplitude, where the latter is the standard deviatiomefoscillating signal.
Given the extremely small displacements of vibration motedstle large range of these
values, displacements are usually visualized as a logariwale using decibels with a
typical reference level of one micrometer, or micron. In sugkot, one micron is 0 dB,
and each +/-20 dB represents a displacement difference byoa ¢&d 0; for example,

compare 1 micron (0 dB) to 10 microns (20 dB), or to 0.1 microns (-20 dB).
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Vibration amplitudes are first perceptible at their déte threshold—the
smallest amplitude value that can be detected—which dependbration frequency
and body site. The upper limit of useful amplitudes for vilmtidta communication is
about 55 dB above the detection threshold, above which amplitudes o jgain
(Verrillo & Gescheider, 1992). As with frequency, the range adnsities perceptible
through touch is relatively small compared to those intessitierceptible through
hearing—up to about 130 dB above the detection threshold (Verrilloe&cliider,
1992). However, regarding 55 dB as an upper bound for intensity, thd tesefe of
vibration amplitudes for vibrotactile displays and communizatievices is much less:
Gunther (2001) recommends a value of around 15 dB above the detdcéshold,
which he describes as a “comfort zone.”

Dependencies between amplitude, frequency and sensation magnitude. The
term sensation magnitudeor loudness refers to the perceived vibration amplitude in
contrast to the operating amplitude of the vibration motor. Thectebf amplitude
variations on human perception of frequency was previously disdudut changes in
frequency also affect human perception of intensity, even wheniigtenkept constant.
This is demonstrated in figure 15, which depicts curvesgofal sensation magnitude
(Verrillo, Fraioli, & Smith, 1969) (Verrillo & Gescheider, 1992fpr the palm of the
hand; that is, each curve represents the vibration amplitude neetiedespect to a
particular vibration frequency, to achieve the sensation maggindicated by the curve.
These curves are useful for adjusting vibration amplitulermwa particular sensation
magnitude is desired. The plot also shows that when amplitudetiscérstant while
increasing frequency, this will cause an increase in sensagmitude, but only for
frequencies up to approximately 250 Hz; and if frequency is kepstant while

increasing amplitude, this will cause an increase in sensation todgni
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Figure 15.Plot of equal sensation magnitude curves across frequenciesbaation
amplitudes with sensation magnitudes specified at the staatbfaairve Reprinted from
“Sensation magnitude of vibrotactile stimuli,” by Verrillo, R., Fraioli, A. J., & Smith,
R. L., 1969, Perception & Psychophysics, 6(6A), p. 371. Copyright © 1969 by
Psychonomic Society, Inc. Reprinted with permission.

As shown in figure 15, sensation magnitude increases with gegen
amplitude, but the rate of increase depends on body site. Withr@uisd to contain
propagating vibrations, Verrillo and Chamberlain (1972) found thaaensmagnitude
increases faster, with respect to increases in vibratiglitade, at body sites of lower
innervation density compared to those sites of higher densityeWowresults also
showed that when the surround was removed, and vibrations were allovepdetd
across the skin, the sensation magnitude increased slowhe fpalm than it did for the
fingerpad; clearly, though, the fingerpad has a higher densitynexhanoreceptors
compared to the palm. As with vibrotactile sensitivity, Veriand Chamberlain

speculated that as the number of activated mechanoreceptaases; irrespective of

innervation density, so too does sensation magnitude and the nateeafsie of sensation
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magnitude. Supporting this claim is evidence that magnitude teanskepends on the
density of actuated vibration motors (Cholewiak R. W., 1979), wiheeeases in
vibration motor density translates to activating more mechanutse Cholewiak found
that as the number of vibration motors—arranged in a cloggdges 2D array—
increases, so too does the sensation magnitude of the vibration, regafdlee intensity
of the motors (assuming each motor is actuated with the s#ervesity). This effect is
also seen with more sparsely spaced vibration motors.

Relative and absolute amplitude discrimination. As with frequency, humans are
also better at relative amplitude discrimination rather thiasolate discrimination.
Geldard and his colleagues found 15 just noticeable intensigreiies on the chest,
starting at an indentation of 50 micrometers, which is the lowesation amplitude that
can be detected 100% of the time for the chest region (1957). Tustseoticeable
differences are depicted in figure 16, which range anywhere from &0 micrometers.
In terms of absolute intensity discrimination, Geldard recomneetittee values spaced
generously along the range of just noticeable differences;fispélgj intensity values
that translate well to the concepts of “soft,” “medium” and “loadhsations (1957). As
with frequency, amplitude is a challenging dimension to use fomzomtation given its
interaction with frequency as well as variations in sensatiagnitude across the body
due to changes in innervation density and underlying tissue wsactGeldard F. A.,
1960). Moreover, intensities that are too high may be uncomfortablendulpashereas
intensities that are too low may be difficult to perceive, andeiase the difficultly of

perceiving other vibration dimensions (Brown, Brewster, & Purchase, 2005).
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Figure 16.Plot of intensity values versus size of just noticedifferences for the chest
region of three subjectReprinted from “Adventures in tactile literacy,” by Geldard, F.
A., 1957, American Psychologist, 12(3), p. 119. Copyright © 1957 by American
Psychological Association (APA). Reprinted with permission.

As described earlier, frequency and amplitude cannot be codtsdfgarately in
rotating mass vibration motors. Intensity is altered througtagelchanges affecting the
speed of the rotating, off-center mass; but these changesgaebtly, alter frequency as
well. In a more pragmatic study by Brown and Kaaresoja (2006),seseicognition of
vibration intensity was explored using a standard vibration matomwon among cell
phones (realizing, of course, frequency variations). Partigpactieved 75% overall
recognition accuracy on three intensity values (produced bygeslt®.93 V, 1.16 V and
1.38 V) as part of a multi-dimensional tactile icon; the otilienension was tactile
rhythm. Below 0.93 V, the vibration motor was not reliable, and 1.38 Vaolwasen as
the maximum voltage; 1.16 V was chosen to be between therafiotiened voltages.
For rotating mass vibration motors, intensity offered an impnave over roughness in
terms of being a parameter for vibrotactile communication.

Varying amplitude over time: Complex waveforms as a parameter. It is known

that humans can differentiate between simple, distinct wawst specifically, a sine
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wave and a square wave (Gunther, 2001); but more complex wavefayrsenutilized
for vibrotactile communication. One possible waveform variaisoroughnesgBrown,
Brewster, & Purchase, 2005). The roughness of a vibration isdviriough sinusoidal
amplitude modulation in which a vibration signal of a base frequenayultiplied by

another vibration signal of a different frequency; see figure d&rfexample.
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Figure 17.Example of a “rough” waveform generated by multiplying a 25Gidmsoid
with a 30 Hz sinusoidReprinted from “A first investigation into the effectivenes
tactons,” by Brown, L. M., Brewster, S. A., & Purchase, H. C., 2005, acdedings of
the First Joint Eurohaptics Conference and Symposium on Hapticdoésrffor Virtual
Environment and Teleoperator Systems, p. G$hyright © 2005 by IEEE. Reprinted
with permission.

In the first investigation of roughness as a parameter by lBr@newster and
Purchase (2005), TACTAID and C2 tactors were explored. A frequein2y0 Hz was
chosen as the base signal, and 20 Hz and 50 Hz were chosen to beechwliipl the
base as Brown et al. found that at 20 Hz, the waveform begael todigh, and above 50
Hz, the waveform began to feel smooth. Experimentation reveaédrthun-modulated
sinusoid at 250 Hz feels smooth, and is distinct from rough feawe; and as the

frequency of the second waveform increases from 20 Hz to 50thdzperceived

roughness decreases. Using the TACTAID actuators, three roughkiakes were
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recommended for absolute identification: an un-modulated 250 Hz ®inud® Hz
modulated sinusoid and 50 Hz modulated sinusoid. Using the C2 actuatars, fo
roughness values were recommended for absolute identification: an unted@d8 Hz
sinusoid, 20 Hz modulated sinusoid, 40 Hz modulated sinusoid and 50 Hz modulated
sinusoid. Overall, the C2 tactor produced sensations wherein rosgvasseasier to
perceive and more intuitive for participants compared to TACTAIDtact

In a second experiment using only the C2 tactor, roughness wastased
communicate information combined with tactile rhythm. In this expeni, Brown et al.
used three values—an un-modulated 250 Hz sinusoid, 30 Hz modulateddsiausioa
50 Hz modulated sinusoid—where 30 Hz and 50 Hz modulations indicgteough and
rough, respectively. Although roughness did not perform as wethghm in terms of
recognition (80% recognition accuracy on average versus 93%nigongaccuracy on
average), it may still be a useful parameter when pedect recognition performance is
not required.

In a follow-up study, Brown, Brewster and Purchase (2006a) evdluate
roughness combined with both rhythm and body site. Unfortunately, thheesvir
roughness degraded performance (59.47% roughness recognition accuraeyage,a
and 48.8% complete tacton recognition accuracy on average). komadsexperiment,
Brown et al. found that reducing the number of roughness levels thicee to two
improved recognition accuracy (82.4% roughness recognition accuraayeosage, and
80.56% complete tacton recognition accuracy on average), but performascstill
lacking compared to tactile rhythm and body site.

It is important to note, however, that human performance usihgaCtors
(solenoid vibration motors) may differ from human performance usdgting mass

vibration motors (pancake or cylindrical vibration motors), whitse latter is more
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commonly found in cell phones. To explore these differences withatekpeoughness
and other parameters, Brown and Kaaresoja (2006) conducted a corapsitaty using
a standard mobile phone vibration motor. Due to the limitations ofhdrdware,
roughness could not be generated using the method described; it wagehaimulated
by varying the speed of on-off pulses. Very short on-off pulsexjoél duration were
used to create “rough” (10 ms) and “very rough” (30 ms) sensatiohsol#te
identification of roughness using a mobile phone vibration motorsigagicantly worse
compared to using a C2 tactor (55% versus 80% roughness remogmituracy on
average). In this regard, roughness may not be a useful paramtetn using rotating
mass vibration motors.

Another possible temporal variation of vibration amplitude ismrelopewhich
is the gradual increase and/or decrease of amplitude with téspmoe (Gunther, 2001).
In a study by Brown, Brewster and Purchase (2006b), envelopesnvestigated using
a TACTAID device placed on the index finger. Brown et al. foundghaicipants could
discriminate between gradual linear or exponential amplitude asese tactile
crescendos gradual linear or exponential amplitude decreases; anddéwelli, i.e., no
amplitude changes with time (100%, 92% and 95% recognition accureenall,
respectively). Gradual logarithmic amplitude increases and desr@gre also explored,
but their performance in terms of recognition accuracy wasdesipared to linear and
exponential variations. These results show the possible usmvelopes as a new
dimension for vibrotactile communication. Moreovetiacks (sudden changes) and
decays(gradual changes) could also be added before or after the enV@opther,
2001). Brown et al. explored attacks prior to the envelope usicije sforzando-
crescendasi.e., a short pulse with large amplitude prior to the staat grladual increase

in amplitude. A sforzando-piano is used to direct attention, aaide rmusical envelopes
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more obvious; but in Brown et al.'s study, participants found tacit®zandos-
crescendos to be confusing, and they failed to improve recogniti@ctdé crescendos,
although they did not hurt performance. It should be noted, however, tbatgihe
experiment, participants were not informed about the meaning apdfpose of the
tactile sforzandos-crescendos, which may have caused the absmwéusion. In
applications that have utilized vibrotactile bursts as attegtiabbing cues before pattern
presentation, these alerts have worked well in terms of uigeattention (McDaniel,
Goldberg, Villanueva, Viswanathan, & Panchanathan, 2011).

Vibration timing and rhythm. The burst durationof a vibration is the amount
of time from start to end of motor actuation. The length of a pbeseeen vibrations
delivered by the same motor is known asititerstimulus intervaland the time between
the start of vibrations of two different motors is knowrsasiulus onset asynchrongr
SOA (van Erp, 2005). Vibrotactile pulses or bursts, of same farelitt burst durations,
may be temporally linked and separated by pauses, totémtite rhythms Geldard and
his colleagues (1957) found that below 100 ms, vibrotactile pudgdegst those of 60
Hz) are perceived as pokes or nudges. They also found that bursordurmaf two
seconds or greater might be too slow for vibrotactile commtiorcaapplications.
Typical values of burst durations, as used for vibrotactilenoonication, fall in the
range of 80 ms to 500 ms (Jones & Sarter, 2008). Vibrotactilespiliate have too short
of a duration, i.e., below 50 ms, may be perceived as having tooof@atkensity, even
to the point of not being detected (Kaaresoja & Linjama, 2005).maisbe due to how
rotating mass vibration motors operate: shorter duration tings prevent vibration
motors from reaching target operating values, which may explainvéai intensity

perceived by participants in Kaaresoja and Linjama’s study.eb@r, with shorter
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durations, we may not have enough time to perceive particular donahsalues such
as frequency, amplitude, body site or rhythm.

Relative and absolute temporal discrimination. With respect to relative
discrimination of burst durations, Geldard (1957) reported thatinwils recommended
range of 100 ms to 2000 ms, there are 25 just noticeable diftx¢INDs), the smallest
of which was found to be 50 ms—see figure 18. The plot shows thstinfdter temporal
differences, there’s a linear relationship; but for largéues the relationship is
curvilinear. Hence, as burst duration increases, so must the tnaifterence if two
burst durations are to be distinguished. This result follows Wehewv in that the just
noticeable difference depends on the value of the burst duratiasthén words, the
larger the burst duration, the larger the difference mudiehween burst durations for

accurate discrimination.
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Figure 18. Plot of burst durations versus size of just noticeable rdiffees for four
subjects.Reprinted from “Adventures in tactile literacy,” by Geldard, F. A957,
American Psychologist, 12(3), p. 119. Copyright © 1957 by American Reyd#
Association (APA). Reprinted with permission.
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In terms of absolute discrimination, for accurate identificatiGgldard
recommended three burst durations spread across the shortemdusifigure 18 where
the slope is linear—specifically, 100 ms, 300 ms and 500 ms. lora racent study
(McDaniel T. , Krishna, Balasubramanian, Colbry, & Panchana®@®8), participants
were asked to recognize burst durations of 200 ms, 400 ms, 600 ms, 868 &B00 ms
of a 170 Hz vibration applied to their waist. Shorter burst durations of 200 ms ané400 m
were more easily identified compared to larger durations of 6)@nmd greater, where
participants often confused durations of 600 ms, 800 ms and 1000 msdl,indese
results support Weber's Law. Confusion might be overcome by usivgr burst
durations, and a wider separation between these durations.

Tactile rhythm. One popular parameter used in many applications of vibrotactile
communication igactile rhythm Tactile rhythms have been successfully used in systems
requiring absolute identification of vibrotactile patternschs as tactons wherein each
pattern is assigned an arbitrary meaning. With the proper deaigiie trhythms are
generally easy to recognize, which is in contrast to absdisteimination of frequency
and intensity. Many other tactile rhythm designs have been evaluatedtita variety of
applications including navigation (van Erp & van Veen, 2001) (Lin [gerigy, 2008);
tactile music (Gunther, 2001); and assistive technology for thai$ who are blind
(McDaniel T. L., Krishna, Colbry, & Panchanathan, 2009) (McDaniel.TVillanueva,
Krishna, Colbry, & Panchanathan, 2010).

Absolute identification of tactile rhythm has been investigan a number of
studies. As part of their research on tactons, Brown, Brevestdr Purchase (2005)
explored the recognition accuracy of three tactile rhythms apmdi¢he index finger via
a C2 tactor; two parameters were explored in total with tbenskbeing roughness. The

tactile rhythms consisted of a rhythm of seven short pusdssthm of four long pulses,
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and a rhythm of one short pulse then one long pulse. Participantsesithievmpressive
average recognition accuracy of 93% (see earlier discussiaudghness recognition
accuracies). In a follow-up study, Brown, Brewster and Purc{286a) added a third
parameter in addition to rhythm and roughness: body site; specifically gitpuebistantly

spaced vibration motors on the volar forearm with endpoints atriseand elbow joint.

An average recognition accuracy of 96.7% was found for rhythm 9&it6% for body

site. In both experiments, the rhythms remained constant, but inatteg bstudy,

vibrations were applied to the volar side of the forearm rathen the index finger.
Using standard vibration motors found in pagers and cell phones, tiadine€?2 tactors,
Brown and Kaaresoja (2006) explored the same rhythm designs ehatswccessfully
used in the aforementioned studies. During the experimentpaatitipant held a phone
in his or her non-dominant hand as tactons were delivered whereiectsubad to

recognize roughness/intensity and rhythm. An average recogritionaay of 93% was
found for rhythm, showing that similar performance is achievalstandard vibration
motors compared to C2 tactors.

If more than three tactile rhythms are required, careful atiestiould be paid to
the intuitiveness of the rhythms so that they better represent$b&nad meanings in an
effort to reduce cognitive load and improve recognition; moreoveg bdaythms should
be explored as another method to improve recognition accuracyn Agample, the
analogy of a heartbeat inspired the design of tactile rhytbmgse in an application to
communicate interpersonal distance to individuals who are blind dwodal
interactions (McDaniel T. L., Villanueva, Krishna, Colbry, & Pandthan, 2010). In
this system, faster heartbeats indicated a closer prgxohpeople in front of the user,
whereas slower heartbeats indicated larger distances. Pargdipandl the rhythms to be

intuitive, and achieved an average recognition accuracy of 94.3f6rmal heartbeat
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rate was used as the base rhythm in which participants veéned to compare this
rhythm with all other rhythms to aid recognition; feedback fparticipants revealed the
base rhythm to be very helpful.

Lastly, it is important to mention differences between monotonicl{gdachange
over time) and distinct (or discrete) tactile rhythms. Bdilgthm types have been
explored in a number of applications including navigation (van Erp.,Jva® Veen,
Jansen, & Dobbins, 2005) in which rhythm was used to inform the user of hisr
distance to a target destination. For absolute identificati@tindi tactile rhythms are
recommended given that changes between monotonic rhythms vary éavhinfor
exact rhythms to be recognized. Monotonic rhythms might be more @isesignaling a
specific event, such as when a user is beginning to close tineondestination in the
context of navigation.

Body site. The location locus or body siteof a vibrotactile stimulation on the
body’s surface is a powerful dimension for communication given theegsive expanse
of the skin. Vibrating a specific area of the skin may bed useconvey information
through a variety of methods; for example, tactile icons (Bew&tBrown, 2004), may
arbitrarily assign concepts (meanings) to different body,sstesh that when a vibration
is localized, the user recalls from memory what the syseattempting to communicate
based on the respective stimulated body site. Localized vibrationad the waist have
been successfully used for navigation and orientation applicationrs.efample,
regarding the former application, the location of stimulation arob@dvaist informs the
user of which direction to travel (van Erp J. B., van Veen, dai&®obbins, 2005): a
user simply follows the vibrations around his or her waistaeelrfrom his or her current
location to a target destination. In the latter application, ipedirections, such as

magnetic north, are communicated to the user through stimulagngréa of the skin
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nearest this direction. Pilots (Rupert A. H., 2000) (van Veen & vam #01) and
astronauts (van Erp & van Veen, 2003) may utilize such arsy8tebetter orient
themselves through awareness of the gravity vector. Many afbhgications have
utilized the location of vibration on the surface of the body to cprirormation
including virtual reality (Lindeman, Page, Yanagida, & Sibert, 20849 assistive
technology for individuals who are blind (McDaniel T. , Krishna, aBabramanian,
Colbry, & Panchanathan, 2008).

Before discussing vibrotactile spatial acuity, we will pdava brief introduction
to spatial acuity based on theo-point limen or two-point threshold E.H. Weber
(1834/1996), a German physiologist and anatomist, devised the twoHp@sihold task
in the early 19 century to explore how sensitivity varies with respect to lredion. In
the two point threshold task, when two points of pressure aresdppinultaneously to
the skin, a subject responds with whether he or she feels dwe @oints. If the points
are applied sequentially, then the task becomes point loaatizat which the subject
must respond with whether the two sites of stimulation were the sadiéerent. Weber
explored two-point thresholds across the body, and verified émaftiwity depends on
the body part; in fact, his results suggested that spatial acuity iegph@m our proximal
(trunk) to distal (face, hands, etc.) body parts, with skin jo#ats having higher acuity
compared to skin near the middle of limbs. Weber suggestedethsitigty variations
across the body are related to how receptor density varessabe skin, which might be
influenced by how often a body part is used to explore the environmenhetalel of
movement control over this limb.

Well over a century later, Weinstein (1968) conducted a studgrify Weber's
two point thresholds; an updated study was needed given thefldekails with respect

to Weber's experimental procedure and subject population. Weirstgliored pressure
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sensitivity, and spatial acuity measures including the two phirgshold and point
localization, across the body for both males and females, ankeféeft and right sides
of the body. Weinstein verified that spatial acuity improfres proximal to distal body
parts, and that the amount of cortical space, and subsequently thg densteptors, is
related to spatial acuity.

Within the context of vibrotactile communication, the aboveltssare of little
use, but they do provide a starting point as focus now shifibttotactile spatial acuity
but first it is worth noting why two-point thresholds should betused to guide the
design of vibrotactile communication systems that utilize botty as a parameter: (1)
pressure and vibrotactile stimuli each engage different sesgetems, each with their
own characteristics; and (2) pressure and vibrotactile stieadh affect the skin in
different ways with the latter causing vibrations to propagatess the skin and through
deep tissue (Jones, Held, & Hunter, 2010). The distance the vibratioceth surface
wave may travel depends on the characteristics of ithelation as well as the body site,
but even for small vibration motors, the surface wave magltfav many centimeters
from the source (Cholewiak & Collins, 2003). Given that vibratEpread as opposed to
the contained effects of point stimuli, localizing vibrationmizre difficult compared to
localizing points of pressure; cf. (Weinstein, 1968) (Cholew@ia€ollins, 2003) (van
Erp, 2005).

It's also important to differentiate between vibrotactile #gemty and
vibrotactile spatial acuity. The latter, rather than thenfw, should be used to guide the
design of vibrotactile communication systems that utilize body site. Inas®y however,
they do share similarities: recall Wilska's (1954) exploratof vibrotactile sensitivity
across the body discussed earlier; amplitude thresholds feredif frequencies were

found to lessen from proximal to distal body parts—a shared redtltthét of spatial
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acuity using the two point threshold task; cf. (Weinstein, 1968hoAgh studies
exploring vibrotactile spatial acuity are limited compared to vibrikssénsitivity, of the

few studies that have been conducted, much information can be gl@hiedection
begins with a discussion covering four key concepts for absauogdization within a
linear array of vibration motors; these amatomical reference pointendpoints odd
sites andspacing versus number$hese design concepts are based on two important
positioning concepts (Cholewiak & Collins, 2003) (Cholewiak, B&lISchwab, 2004):
place and space both of which affect the ability to localize vibrations on #ien.
Following this discussion, two-dimensional arrays and relalbgalization will be
covered.

Anatomical reference points. In two seminal studies, Cholewiak and his
colleagues showed the usefulness of anatomical reference pomntsibfotactile
localization on the forearm (Cholewiak & Collins, 2003) and arounal tibrso
(Cholewiak, Brill, & Schwab, 2004) when using vibration motors that hawtasic
surround. In the 1“9century, E.H. Weber also discovered the usefulness of anatomica
reference points in which spatial acuity, as measured by thepdint threshold task,
improves from the middle of a limb to its endpoint (joint).

In the former study (Cholewiak & Collins, 2003), vibration frequertegtor
spacing and the number of tactors were varied across the \d#dasfghe left forearm for
two subject populations: students (18 to 33 years old) and seniory€66s-old). Here,
results are summarized for the former population group, and only thamgiments
within the study related to anatomical reference pointsdaseribed. In their first
experiment, seven custom piezoceramic tactors were spacastaRI5 cm apart, from
center-to-center, from the wrist joint to the elbow joint.tiegrants were asked to

localize the vibrations delivered through the seven tacabrene of two possible
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frequencies: 100 Hz or 250 Hz. Overall localization accuracyrét and elbow
endpoints were better (above 65%) compared to localization assiea®ther sites (30-
40%)—see figure 19. No significant difference was found fequdency. Moreover, in
subsequent experiments within this study, specifically, thetoorsk and fourth
experiment where frequency was evaluated in a similar wagigmificant difference
was found. These limited frequency variations produced only a sffedt with respect
to localization performance, with lower frequencies generally sigwnproved, albeit
minimal, localization accuracy. This might suggest that shprshold frequency
changes (and, perhaps, suprathreshold amplitude changes, as bothseffeation
magnitude) have little effect on our ability to localizérations, given the redundancy
and quantity of receptors in our skin. In their second experiment, ChklaniaCollins
centered the same array of tactors on the elbow joint. lzagialn accuracy at the elbow
joint was still comparable to the results found from the &sgieriment, and superior to
other sites in terms of localization accuracy—see figureAl$o, note the impressive
localization performance at the shoulder joint endpoint, but naittier endpoint, which
falls on the middle of the forearm.

One might speculate that the superior localization perforenaht¢he wrist and
elbow joint in the first experiment could be simply due to e¢hgsints being co-located
with the endpoints of the array. While endpoints may be helpful, wese results are
compared to the second experiment, it is clear that the elbow pcting as an
anatomical reference point, is assisting with localizaéisnt now falls in the middle of
the array. Moreover, the endpoint, now falling between the wristgaidithe elbow joint
in the second experiment, is more difficult to localize congpdcewhen it was co-
located with the wrist joint during the first experimentstly as clearly shown by figure

19, the closer a tactor is to an anatomical reference point, the easterlocalize.
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Figure 19.Localization accuracies for seven piezoceramic tactotbewrolar side of the
left forearm either centered between the wrist and elbow, jointentered at the elbow
joint. (Note that these results pertain only to the student grdMpen the tactors are
centered between the wrist and elbow joint, overall accuragies & U-shaped curve,
showing superior performance at the endpoints and nearby points. Véhgante tactor
array is centered at the elbow joint, the shoulder joint elbdw joint have superior
performance, whereas the endpoint, opposite the shoulder, drops in aeceratcy.
These results clearly show the positive effect of anatdmeéarence points on localizing
vibrations.Reprinted from “Vibrotactile localization on the arm: Effectsptdce, space,
and age,” by Cholewiak, R. W., & Collins, A. A., 2003, Perception & Psyckmshy
65(7), p. 1068. Copyright © 2003 by Psychonomic Society, Inc. Reprintéd wi
permission.

Whereas the previous study showed the usefulness of joints,icgBcithe
wrist, elbow and shoulder joint, as anatomical reference pfminiscalizing vibrations,
another study by Cholewiak, Brill and Schwab (2004) showed the saniefoavel and
spine of the torso. The number of tactors, separation of tactatstha orientation of
tactors, in addition to the waveform of vibration, were exploredstess participants’
abilities at localizing vibrations around the lower abdomen acH. Bchese results will

be discussed throughout this section, but for now, discussion is litoitdase results

relevant to anatomical reference points. In the first experiwmietiie study, twelve C2
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tactors were spaced equidistantly around the waist sucloribatactor was centered on
the navel, one tactor was centered on the spine, one taatarentered on each side, and
two tactors were placed between each of the aforementionedlmaiadization accuracy
at the navel and spine were near perfect, and neighboringstastoe easier to localize
compared to tactors at the sides and tactors neighboringdé® ais depicted in figure
20. This is another example of how anatomical reference pointsssast with localizing

vibrations. Similar results for the torso were achieved loyEsgo (2005) but for relative

localization.
Navel
9 3
—ua— G2 Tactor, Lower Belt
7 5 —o— €2 Tactor, Upper Belt
- @ P2 Tactor, Lower Belt
Location Around Abdomen  Spine - -o- P2 Tactor, Upper Belt

Figure 20.Localization accuracies for twelve tactors around the lawerpper part of

the abdomen and back. No significant difference was found for latializperformance
between the upper and lower torso. With respect to C2 tactorsharower abdomen

and back, the following results can be summarized: localizationaagcat the navel and
spine were near perfect; nearby points were next best éeti@ 75%; points at sides
followed with accuracies between 67-72%; and finally, pointshyesides were 64% or
below. Overall accuracy was 74%eprinted from “Vibrotactile localization on the
abdomen: Effects of place and space,” by Cholewiak, R. W., Br{ll,, & Schwab, A.,
2004, Perception & Psychophysics, 66(6), p. 976. Copyright © 2004 by Psychonomic
Society, Inc. Reprinted with permission.
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Endpoints. An endpoint of a tactor array is the first or last taofoa linear array
of vibration motors. As these motors have one less neighboring, tac@lizing them is,
in general, easier compared to tactors falling in the middlarofarray. Revisiting
Cholewiak, Brill and Schwab’s study (2004) investigating absolatalization of
vibrations around the torso, their third experiment, when comparecheofitst
experiment, shows a significant improvement in performance when erslpoénatilized
at the sides of the torso—even when tactor spacing has not chamgeir third
experiment, a semi-circle of seven C2 tactors, with equidispacing similar to the
twelve tactor array used in the first experiment, was eteduander four different
placements: centered at the navel, spine, left and right Istbalization performance
was better when the semi-circle of tactors was centered attrel or spine, compared to
the sides; in both cases, anatomical reference points—the nadelspine—were
exploited, but the difference in performance, as pointed out by ClaieBrill and
Schwab, are the artificial reference points created byetiipoints at the sides of the
torso, which were easier to recognize given that only one taaimhbors them.
However, in the case where the tactor array is centerdte deft or right side of the
torso, the anatomical reference points overlap with the endpoamd therefore,
vibrations at the sides are not as easy to localize; seaudt depicted in figure 21.
Moreover, these results seem to suggest that, as with acaltoeference points, tactors
nearby artificial references are easier to localize.

Results may seem to conflict with figure 19, which depictsva (between 40-
50%) localization accuracy for an endpoint tactor (as welltsasieighboring tactors)
falling between the wrist joint and elbow joint. Even though thisams endpoint,
localization performance depends on a number of factors, one of istiattor spacing.

In this case, the spacing of tactors, at 2.5 cm, may have begnet¢al to performance;
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compare this spacing to that of the tactor arrangement irefigirwhere spacing was
approximately 6.4-8.2 cm depending on the waist size of a participn general,
however, tactor array endpoints may be used as artificiakerefe points to potentially

improve localization accuracy.

Location Around Spine

Abdomen
i T Tactors, Left g T Tactors, Navel Centerad
==C== T Tactors, Right —o— 7 Tactors, Spine Centered
= wp= =12 Tactors Around Trunk = == - 12 Tactors Around Trunk

Figure 21.Localization accuracies for seven C2 tactors around the lpamtrof the
abdomen and back, centered at either the left or right sider, the navel or spine, B.

The left and right sides showed similar performance; ashdidront and back of the
torso. Localization performance improved when the tactor arrag&vdered at the navel

or spine, compared to the sides. Moreover, a significant differen performance was
found between the 12 tactors, and the 7 tactors centered at theonas@he (B).
Reprinted from “Vibrotactile localization on the abdomen: Effesftplace and space,”

by Cholewiak, R. W., Brill, J. C., & Schwab, A., 2004, Perception & Hegyuysics,
66(6), p. 980. Copyright © 2004 by Psychonomic Society, Inc. Reprinted with permission.

Odd sites. Another type of artificial reference point is add site(Cholewiak &
Collins, 2003). An odd site is a vibration that is intentionallyeddht, in terms of a
specific dimension such as frequency or intensity. Depending ondiésgn, odd sites

may be easier to localize given their differde€l compared to surrounding sites of

vibration.

55



In their investigation of localizing vibrations on the volatesof the left forearm,
Cholewiak and Collins varied frequency in an attempt to crenteld site that would act
as an artificial reference point (third experiment in tleidy). Within an array of 7
tactors, the middle tactor’'s frequency was varied to craatedd site: 250 Hz while all
other tactors were vibrated at 100 Hz. This change in frequenosyded a significant
increase in localization accuracy at the odd site, but lotalizgperformance at
neighboring tactors did not see the kind of improvement that migkekjpected. When
frequencies were switched, that is, the middle tactor wtdrat 100 Hz, and all other
tactors vibrated at 250 Hz, localization performance at the otld ssw less
improvement; Cholewiak and Collins suspected that at 100 Hz, lnatien is much
more “quiet"—and hence more difficult to localize—compared tosthenger sensation
felt at the odd site when it vibrated with a frequency of 250 His fesult, of course,
seems to conflict with their first experiment of the sastedy where no significant
difference was found in terms of localization accuracy for vitmatof 100 or 250 Hz. It
may be that in the case of the odd site, a vibration of arlémgguency may be more
discernible among vibrations of smaller frequencies. It is imapbtb note, however, that
as odd sites require distinct vibration signals, overusing odsl siay reduce the desired
distinction, causing confusion and reducing localization accutheyefore, they should
be used sparingly.

Spacing versus numbers. Does thenumber of tactors in an array affect
localization performance, or is it tlpacingof tactors? It turns out that a fewer number
of tactors may not always provide increases in localizatiofoqmeance. The ability to
localize vibrations is a complex function of spacing, refezgpaints and proximity to
reference points. To shed some light on this question, the second exgewithin

Cholewiak, Brill and Schwab’s study (2004) is revisited—see ths fourth experiment
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of Cholewiak and Collins’ (2003) study in which increases incisyga improved
localization performance.

In Cholewiak, Brill and Schwab’s study, the number of tactors ardumerttire
torso were reduced from twelve to eight, and then to six, whille nsintaining
equidistant spacing. Upon reducing the number of tactors, and tleer@foreasing
spacing, localization accuracy significantly improved: fi,s82% for eight tactors, and
then to 97% for six tactors, with localization of vibrationsttee spine and navel still
exhibiting superior performance. These results will now be coedpa those of the third
experiment in this study in which the 12 tactor array was #ieglto a 7 tactor semi-
circle array while maintaining the same spacing. Although atacBor array was
simplified to a 7 tactor array, based on user performance,atiah accuracy dropped
between these experiments even though the number of tactorssddci®ae difference
between these tactor arrangements is the spacing; theoBdaety has a larger spacing
between tactors compared to the 7 tactor array. Localizatidorpance, therefore,
depends on tactor separation, among other parameters, rathdrehramiber of tactors
in an array. Finally, it's important to question the role of the nunolbegactors in the
following comparison: a significant improvement in localizatiomfguenance between
the 12 tactor array and the 7 tactor array (when centetbd atvel or spine) was found,
even though spacing remains constant. It turns out that this impeavésmot due solely
to the reduction in the number of tactors. As Cholewiak, Brill &etiwab suggest,
localization performance increased due to the effective @isenatomical reference
points, endpoints and proximity to reference points. Therefar®rtapacing should be
guided by not only the desired resolution, but also suitableizatah performance.

Increasing spacing may improve localization accuracy, buefpons on the body where
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space is limited, taking advantage of useful tactor placésnto improve localization
accuracy is critical.

Vibrotactile sensitivity, age and other factors. While Cholewiak and Collins
(2003) found localization performance to change across skinceitkistent vibrotactile
sensitivity, in the same study, vibrotactile sensitivity daggear to have some effect on
localization performance. In addition to conducting each experimehntsivitients, the
results of which were previously described, Cholewiak and Goliam the same
experiments on senior participants. They found that overalljests’ localization
performance was significantly better compared to that of senibis difference,
although relatively small, shows that vibrotactile sensytiwthich has higher thresholds
for seniors compared to students due to fewer touch receptors shasl &ffect on the
ability to localize vibrations. In any case, the localmatperformance of seniors, when
compared to the student group, is impressive given their redilmedactile sensitivity.
Therefore, when choosing a site on the body to deliver vibratioais need to be
accurately localized, the decision should be based less on eifleotensitivity, and
more on how the body site will accommodate enough space and refgreimts to
achieve the desired accuracy and resolution. While identifyinghafody sites have the
highest vibrotactile spatial acuity is useful, it is diffictd determine given the varying
size and reference points among body parts. The chosen bodylldaegely depend on
the resolution of the vibrotactile display: if more tactoms i@quired while maintaining
high accuracy, then a larger surface of skin is needed; on the other hassltéfctors are
required or localization accuracy isn’'t of much concern, sskatl surfaces may be used.
And, of course, criteria of unobtrusiveness and comfort need tomsdered when
choosing a body site for such stimulation. Lastly, if localoraissues continue to arise,

surrounds should be utilized to prevent the spread of vibrationsparid securing
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vibration motors too tightly to the skin as this will cause \tibres to travel through bone
structures (Brewster & Brown, 2004).

Two-dimensional localization. Our discussion regarding absolute and relative
localization of vibrations on the surface of the skin has be@tetl to one-dimensional,
linear arrays of tactors. Given that the skin is a surfaneobvious and common form
factor for vibrotactile displays is a two-dimensional arranget where tactors are placed
in rows and columns. Several studies have explored absolute&ticaiof tactors in 2D
arrays on both the back and forearm. Studies in which the backeleasthe site of
stimulation are described first.

Lindeman and Yanagida (2003) found an overall localization accura8g%f
when encased pancake motors were arranged into a 3x3 arfagy lmack of a chair, with
a center-to-center motor spacing of 6 cm, and a vibratigqudrecy of 91 Hz. Similarly,
Jones and Ray (2008) arranged a 4x4 array of encased pancakeandtedack, with
a horizontal spacing of 6 cm and a vertical spacing of 4 cm, aimtadion frequency of
115 Hz; they found an overall localization accuracy of 59% witlividual localization
accuracies for tactors ranging from 40-82%. Certain taatem®e significantly more
difficult to localize than other tactors. In contrast to thseults of Lindeman and
Yanagida, who found the uppermost row of tactors to be more diffecidcalize, Jones
and Ray found the uppermost row to be the easiest to localize, whgrared to other
rows, with the corners having high accuracy. Within the 4x4 arraggrsawithin the
middle of the array in the second and third row had the loleslization performance.
However, if near perfect localization accuracy is not reglliand localization can be off
by at most one tactor, then overall localization accuragyawes to 95% for the 4x4
array. This, of course, will depend on the intended applicationlyl dsines and Ray

found columns to be localized more accurately than rows: 87% to 68%, respedtiegly; t
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speculated that this difference in accuracy might be dthreetdifference in spacing: 6 cm
provides a wider spacing between columns, compared to the smaltergspa 4 cm
between rows. Similar to linear tactor arrays, inter-tagparcing plays a prominent role
in how difficult it is to localize vibrations within a 2Draly. From a 3x3 to a 4x4 array,
the drop in overall accuracy is most likely due to a decreasgeintactor spacing caused
by an attempt to place more tactors within the same space.

Focusing now on the forearm, Oakley, Kim, Lee and Ryu (2006) arranged
pancakes motors into a 3x3 array, spaced 2.5 cm apart (tewcemter) on the dorsal
side of the left forearm near the wrist; overall locdi@a performance was 46% with
individual tactor accuracies ranging from 22% to 76%. Rows tdrsagacross the arm)
were significantly easier to localize compared to columnsactors (along the arm).
Chen, Santos, Graves, Kim and Tan (2008) evaluated a 3x3 arragt@stspaced 2.5
cm (center-to-center) on the dorsal (first experiment), volaofekexperiment) and both
dorsal and volar (third experiment) sides of the left foreagar the wrist using a
vibration frequency of 150 Hz. In the first and second experiment, agesrranged
from 25-72% and 34-70%, respectively. Localization performanaeslightly better for
the volar side of the wrist than the dorsal side, and lot@liz@erformance for tactors
near the wrist were better compared to other tactors. In bothireepes, tactor columns
were accurately localized more often than tactor rows, whaetilicts with previous
results; cf. (Oakley, Kim, Lee, & Ryu, 2006).

Although both of the aforementioned studies found a similar range of ktoatiz
accuracies for the dorsal side of the forearm, the canflicesult of what is easier to
localize, a row or a column, might be for a number of reasons, such as diéfenerfiorm
factor, differences in location of tactors on the foreasmdifferences in the vibration

signal itself (frequency and/or amplitude). Furthermore, rd¢ical Jones and Ray (2008)
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found columns to be easier to localize compared to rows, but thig hdve been due to
spacing differences, as noted by the authors. The difference lizdtica accuracies for
the forearm, when compared to the back, is, again, most likelyodine smaller inter-
tactor spacing given the smaller surface of the forearm compaitieel back.

Upon observation, localizing vibrations within a two-dimensionalyaseems
more difficult compared to when using a linear array. Inteiletagpacing is, of course,
important, but revisiting the usefulness of reference ponayg provide insight into the
difference between these accuracies. The usefulness of anatoefécance points for
linear arrays was previously discussed, but for two-dimenisarays, these points may
be limited. In Lindeman and Yanagida’'s study (2003), although a column of tactoes in th
middle of the 3x3 array fell on the spine, localization wasi@antly worse for this
column compared to the rightmost column. Further, for Jones and RayKs(2a18),
tactors in the middle of the 4x4 array were the most difficult to localize, teeigh they
were close to the spine. The problem might be that tactorsheeng anatomical
reference points. For example, in Lindeman and Yanagida’'s expdrinather than one
tactor resting on the spine, three tactors rest on the spieh imcreases the number of
neighboring tactors for those resting at the anatomicataete point. In Chen et al.’s
study, tactors near the wrist had slightly better localimaperformance compared to
other tactors. They speculated that this could be becauseritteisvan anatomical
reference point, which is valid, but in addition, it could also be ki®atactors at the wrist
are endpoints. For both Lindeman and Yanagida's study and Jones dmsdstady,
tactors on the spine did not benefit from being endpoints in addit anatomical
reference points.

As discussed, endpoints are useful for linear tactor arragacksendpoint has

only one neighboring tactor, making localization easier. In the afasgo-dimensional
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tactor arrays, tactors at the edges could be considered endptuntsver, given that
they still have a large number of neighbors, they might naisbeseful as those in the
linear case. Corner endpoints have three neighbors when considegogal tactors.
Endpoints between corners have five neighbors; compare thigtdestéalling within the
two-dimensional array, which have 8 neighbors. It seems intuliaeléss neighboring
tactors will lessen the difficultly of localizing a vibratiohones and Ray (2008) found
corner tactors to have higher accuracies compared to ottierstdsee figure 22), and
tactors falling within rows or columns at the edges of the-dinensional array
generally had higher accuracies compared to those in the mifitihe array. Lastly,
Oakley, Kim, Lee and Ryu (2006) speculated that tactor row®ggic¢he arm) were
easier to localize than tactor columns (along the arm) asidbe of the arm provided an

anatomical reference point.

Figure 22.Conceptual drawing of the 4x4 tactor arrangement used by dodeRay
where the darkness of the grayscale is proportional to theZatiah accuracy at that
tactor. Reprinted from “Localization and pattern recognition with tactile daggl” by
Jones, L. A., & Ray, K., 2004, in Proceedings of the Symposium on Hudptfades for
Haptic interfaces for Virtual Environment and Teleoperator 3yste. 36 Copyright ©
2008 by IEEE. Reprinted with permission.

The difficulty of localizing vibrations in a two-dimensionalctor array might
stem from the inability to exploit reference points as welliraginear tactor arrays.

Nonetheless, sufficient inter-tactor spacing is critical dccurate absolute localization.

Spacing will ultimately be determined by the desired resolwimhwhere the display is

62



placed on the skin. If near perfect localization accuracynds required, e.g., if
localization may be off by at most one tactor, then more flexibility isilpless

Relative Localization. There has been little work exploring relative localizati
of vibrations across the body. In a study by van Erp (2005), he edplilveotactile
spatial acuity on the abdomen and back, and its interaction wmthgt In the first
experiment of the study, three tactor arrangements were exphboredrizontal, linear
array of 14 tactors on the back; a horizontal, linear array oadibrs on the abdomen;
and two vertical, linear arrays of five tactors each on Hum@men—one at the midline
above the navel, and another off-center at the left sidleechbdomen. All tactors were
miniVib-4 tactors, and operated at a frequency of 250 Hz. The guoedor relative
localization was as follows: after feeling a brief vibntile pulse from one tactor,
another tactor was vibrated with a brief pulse after a gfarse of some interstimulus
interval. After this presentation, participants were asked $¢send pulse was to the left
or right of the first pulse. This procedure was repeated. iffofisant difference was
found between localization performance on the horizontal and vetécair arrays.
However, a significant difference in localization perfornamas found between tactors
located at the anatomical reference points (navel and spine)hasel that were not,
providing a vibrotactile spatial acuity of approximately 1amal 2-3 cm, respectively; cf.
(Weinstein, 1968). These results show that anatomical referenus, mbscussed earlier
for absolute localization, are also useful for relativalization. The advantages of large
versus small spacing for relative localization is obvidug, further experimentation is
required to learn if endpoints and odd sites are useful for relativiezian.

The interaction between timing and relative localization waglored in the
second experiment of van Erp’s study. The apparatus and procedurdlas snthe

previous experiment, but rather than use a linear array of sadtar pairs of tactors
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were placed on the back, and the burst durafigid) and stimulus onset asynchrony
(SOA) were varied as participants had to relativelyaliae vibrations. Figure 23 shows
that relative localization accuracy improves with increaseBD and/or SOA, although
for small SOA values, BD has little effect on performancéiil&timing seems to be
important for accurate localization, we may not always have the luxury esgxe pulse
durations. In these situations where communication must be fastEfp suggests a
larger spacing if larger BD and/or SOA values are nottigedfor an application. And
although no experimental results have been gathered, it is obvidukrar burst
durations—up to some extent—may help improve absolute localizatidarmpance
given (1) the time required for motors to reach full intensityd (2) the time required to

direct one’s attention to the site of stimulation in order to localizetthmulation.
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Figure 23. Contour plot showing the interaction between timing paraisietburst
duration (BD) and stimulus onset asynchrony (SOA)—and lodaizgperformance,
where the grayscale variations denote the percentagectcoimereases in darkness
translate to improved accuradyeprinted from “Vibrotactile spatial acuity on the torso:
Effects of location and timing parameters,” by van Erp, J. B. F., 200Braceedings of
the First Joint Eurohaptics Conference and Symposium on Hapticdoésrffor Virtual
Environment and Teleoperator Systems, p. 83. Copyright © 2005 by IEEEntB@&pr
with permission.
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Spatio-temporal patterns. A spatio-temporal vibrationis a vibrotactile
stimulation that varies in terms of both time and spdua is, timing and body site,
respectively. A simple example would be a vibration that tsageross the skin over
time. Given that spatio-temporal vibration patterns utilize botllybgite and
timing/rhythm, it is often easier to create a relativelggé set of perceptually distinct
vibration patterns, as opposed to when using only a single domedsother advantage
of spatio-temporal patterns is that they may be used to eigibus vibrotactile
perceptual illusions to enhance the intuitiveness of a sitionland improve recognition
accuracy. One illusion is of particular interest headtation This perceptual illusion is
described in Chapter 6 where it is used in vibrotactile motor pigins to elicit apparent
motion for intuitive movement cues. Spatio-temporal patternse haen used in a variety
of applications including navigation (Jones, Lockyer, & Piate¥y6); military (Jones,
Kunkel, & Torres, 2007) (Jones, Kunkel, & Piateski, 2009); motor lear8pglmezan,
Jacobs, Hilgers, & Borchers, 2009) (Rosenthal, Edwards, Villanueva, Krisiosgriél,
& Panchanathan, 2011) (McDaniel, Goldberg, Villanueva, Viswanathan,
Panchanathan, 2011); and assistive technology for individuals whaliad or visually
impaired (Krishna, Bala, McDaniel, McGuire, & Panchanathan, 201()oidth studies
have explored spatio-temporal pattern recognition across maeyediffoody parts from
the hand (Krishna, Bala, McDaniel, McGuire, & Panchanathan, 2010h(i&;i8ala, &
Panchanathan, 2010), to the foot (Magana & Velazquez, 2008), and #d@oskole
body (Spelmezan, Jacobs, Hilgers, & Borchers, 2009) for spepijjiccations, the focus
here will be more commonly used bodily sites for vibrotactdenmunication, namely
the forearm, torso and waist, and more general spatio-tempdt@ingaapplicable to a

variety of applications. In particular, Jones and her colleaguesdmnducted numerous
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studies exploring vibrotactile pattern perception on these body, fiaidsthese studies
that are discussed here to gain insight into how to best design spaimrdépatterns.
Piateski and Jones (2005) mounted a 3x3 array of tactors, withes-teesenter
spacing of 24 mm, on the volar side of the forearm. Two types of spqgtancake and
cylindrical, were evaluated at 115 Hz and 180 Hz, respectivelsectional cues,
intended for use in navigation applications, were designed, gae 24, and presented
through the tactile display. Overall recognition accuracy usingaytial motors (93.5%)
was significantly higher compared to pancake motors (85%erRdt was found to be
the most distinct, and patterns that travelled the width ofdheafm (C, D and E) as
opposed to its length (A, B, and F), were easier to recogniateski and Jones
speculated that the improved recognition accuracy for the forntermmamight be due to
our utilization of the sides of the forearm as anatomical neder@oints; indeed, these
results compare well to those found in Oakley, Kim, Lee andsRstwidy (2006) which

explored two-dimensional localization on the wrist.
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Figure 24. Spatio-temporal patterns, A through H, for Piateski and Jopatérn
recognition experiment using the volar side of the forearm. Each circle negrasgngle
motor within a 3x3 tactor array. The arrows, numbers, grayscalativas represent
activation order. For each pattern, each pulse had a bursioduoh 500 ms, and an
interstimulus interval of 500 mReprinted from “Vibrotactile pattern recognition on the
arm and torso,” by Piateski, E., & Jones, L., 2005, in Proceedings ofitts¢ Joint
Eurohaptics Conference and Symposium on Haptic Interfaces for VEtuatonment
and Teleoperator Systems, p. @dpyright © 2005 by IEEE. Reprinted with permission.
In a follow-up study using pancake motors, Jones, Kunkel and PiaR&d)(
introduced several new patterns for the forearm: figure Picdetwo sets of patterns,
each consisting of eight patterns, for experiments 1A and 1B, teshecThe overall
recognition for each of these sets was 62% and 85%, respectividty,the only
difference between experiments being two patterns (each expeshened six of the
same patterns). A small difference in stimulus set redutt a large difference between
overall recognition accuracy as the two diagonal directions ped¢terns E and F, caused
confusion among many of the patterns of experiment 1A given tlmitasties;

specifically, E was often confused with C, F was often confus#dD, and A was often

confused with F. Patterns C, D and H had the highest recognitionaai@s across the
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experiments. Notice that these patterns, once again, travel abeossidth of the

forearm.
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Figure 25.Two sets of spatio-temporal patterns for Jones, Kunkel anesRia pattern
recognition experiment using the volar side of the forearm, wiheréop set, A through

H, was used for Experiment 1A, and the bottom set, of the samenipti@as used for
Experiment 1B. Each circle represents a single motor within atéx8r array. The
arrows, numbers, grayscale variations represent activattay. dfor each pattern, each
pulse had a burst duration of 500 ms, and an interstimulus interval eh&®printed
from “Vibrotactile pattern recognition on the arm and back,” by JoredA., Kunkel, J.,

& Piateski, E., 2009, Perception, p. 56. Copyright © 2009 by Pion Ltd, London,
http://www.envplan.com. Reprinted with permission from publisher and firstrauth

Piateski and Jones (2005) mounted a 4x4 array of pancake motors orkhe ba
with a vertical spacing of 40 mm, and a horizontal spacing of 60 Tim®.patterns,
depicted in figure 26, provided impressive recognition accuatly being recognized

nearly 100% of the time. In a follow-up study (Jones & Ray, 200@&),number of

patterns was extended to twelve; see figure 27. The ove@pnition accuracy was
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95%, which is impressive given the number of patterns used. Patterns G and K vmere ofte
confused with patterns L and E, respectively. Jones and Raylaige that spatial
overlap might have created the confusion. Lastly, spatio-tempattdrns have been
explored for the waist. Using a linear waist-based tactéiplay, Jones and Ray (2008)

found an impressive recognition accuracy of 99% using six patterns; seeZgyur
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Figure 26. Spatio-temporal patterns, A through H, for Piateski and Jopatérn
recognition experiment using the torso (back). Each circle septe a single motor
within a 4x4 tactor array. The arrows, numbers, grayscale ieasatepresent activation
order. For each pattern, each pulse had a burst duration of 500 nas) enterstimulus
interval of 500 msReprinted from “Vibrotactile pattern recognition on the arm and
torso,” by Piateski, E., & Jones, L., 2005, in Proceedings of thd Bommt Eurohaptics
Conference and Symposium on Haptic Interfaces for Virtual Environraadt
Teleoperator Systems, p. @bpyright © 2005 by IEEE. Reprinted with permission.
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Figure 27.Additional patterns for recognitionimilar in timing and activation those of
figure 26; namely FH, K and L.Reprinted from Localization and pattern rcognition
with tactile displays, by Jones, L. A& Ray, K., 2004, in Proceedings of the Sympo:
on Haptic Interfaces for Haptic interfaces for Vial Environment and Teleoperat
Systems, p. 3CTopyright © 200 by IEEE. Reprinted with permission.
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Figure 28.Spatio-temporal patterns, A through F, for Jones and Ray’s pattern remognit
experiment using a belt consisting of eight, equidistantly spg@@etake motors,
depicted as circles, with spacing between 80-100 Reprinted from “Localization and
pattern recognition with tactile displays,” by Jones, L. A.,, &yRK., 2004, in
Proceedings of the Symposium on Haptic Interfaces for Haptidaoés for Virtual
Environment and Teleoperator Systems, p.Gdpyright © 2008 by IEEE. Reprinted
with permission.

From the aforementioned studies, it is clear that a keprfatfluencing spatio-
temporal pattern recognition performance is the distinctnesgebe patterns. If too
much spatial overlap is present, as in patterns E & C, F & D, afadr Ain figure 25 (top
set), then confusion arises; see also patterns G & L inefi@ir However, certain
patterns exhibiting spatial overlap have shown to work very, veeich as simple
directional cues; see, for example, patterns A through D in figer®verall, a distinct
set of simple patterns seems to be the best choice. To adhsinctness, the display
area need not be limited to the same body part and/or display; in fact,itbéedy may

be used, as in Spelmezan, Jacobs, Hilgers and Borchers’ study i(2@@28¢h vibration

patterns were used to cue different movements for the purposetof learning. Posture
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must also be taken into account (Jones, Kunkel, & Piateski, 20089y be the case the
vibration patterns will be delivered while the stimulated bpdst is in different postures.
Careful attention must be paid to how the body part will change atiemtduring
application use, and if the patterns will be invariant to these glueeges. Another key
factor, described next, is naturalness.

The tactile torso-based display developed by Jones and her cofidapialso
been used in a military inspired application where a varietyilmotactile patterns,
depicted in figure 29, convey different hand signals (Jones, KunkBlia&ski, 2009).
Overall pattern recognition accuracies of 91%, 91% and 93% wmned while
participants performed different tasks, namely walking, joggind a cognitive task.
Jones, Kunkel and Piateski found that with minimal training that do¢focus on
teaching the mapping between stimulation and what the stimulatems tef in this case,
hand signals, performance will significantly drop when a visdateace guide, showing
activation patterns, is taken away (specifically, from 98%586). Proper training is
therefore critical for users to sufficiently learn th@pping between stimulations and
their meaning. To ease this process, patterns should intuiawelynaturally represent
their assigned meanings, such as directional cues conveying travigaections. If
patterns are not carefully designed or arbitrary meaningsassigned, this may only

lengthen training time and increase cognitive load.
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Figure 29. Intuitive spatio-temporal patterns, A through G, for Jones, Kuakel
Piateski’s pattern recognition experiment using a torso-basti tdisplay for military
applicationsReprinted from “Vibrotactile pattern recognition on the arm and badtk;”
Jones, L. A., Kunkel, J., & Piateski, E., 2009, Perception, p. 60. @bpy& 2009 by
Pion Ltd, London, http://www.envplan.com. Reprinted with permission fromspeabli
and first author.
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Chapter 3
RELATED WORK

A variety of approaches have been proposed toward using the $émsehcas a channel
for information delivery and communication. These approachesbmeagategorized in
several ways including the type of interactidruman-to-humanhuman-computeior
mediated interpersonal interactiomm which two or more people interact indirectly
through a computerized device. Other categorizations may be maeiens of specific
design parameters including tlesel of abstractioror signal parameter association

The level of abstraction of the information to be conveyed mayeraogliteral
(low level) to symbolic (high level). In aliteral translation information is directly
presented to the sense of touch from a different modality—tiypidaion or hearing. To
accommodate the new modality, cross-modal transformations aredapgierein the
original message remains largely unchanged. This includes caimpdtsystems for
sensory substitutiorsuch as tactile-vision and tactile-audio assistive aidsvelk as
human-to-human interaction approaches including tadoma and tsigiilelanguage.
Theoretically, no learning should be required, but given intetahdifferences including
sensory and perceptual differences, it often takes sigmifizaining and practice to
become acclimated with the new sensory input. Toward ther etid of the spectrum, a
symbolicmapping provides a high level of abstraction in that it represefarmation in
a conceptualized, often metaphorical form. Here, the userrbdsmve access to a high
resolution channel as with literal translations; instead, dbmputer communicates a
high-level representation of the data in the form of discretesages (or patterns, cues,
etc.) whose associations must first be learned.

Signal parameter associatiomsinge fromarbitrary to intuitive mappings of

meanings to the different dimensions of a stimulation (i.e., animgas assigned
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arbitrarily or intuitively to each dimension of, e.g., a vilmatsignal, which might
include frequency, amplitude, duration, etc.), where intuitiveiatural, associations are
subjective but decided based on heuristics and empirical reésaltsling participant
feedback. With an arbitrary mapping, there is no correlation leetivee stimulation and
its associated meaning. Such a design strategy may presentraorcgnarily high
learning curve when large sets of stimuli are used (Gela#d, 1957); but even small
sets of stimuli that have arbitrary signal parameter assocs (Enriqguez, MacLean, &
Chita, 2006) tend to have much greater learning curves compargditive associations
(Chan, MacLean, & McGrenere, 2005). Intuitive associations providieaa relationship
between stimulation and its meaning, supporting faster learnwen gihat stimuli
naturally relate to their intended meaning. Ideally, stimulatemsuld naturally elicit
their intended meaning, i.e., without additional training. In generalgbheny outside of
simple sensory substitutions and therapeutic mediated hajtierpersonal
communication technologies that simulate touching (DiSalvo, GeeypEdrlizzi, &
Montgomery, 2003) (Bonanni, Vaucelle, Lieberman, & Zuckerman, 20@yal
stimulationsthat elicit their intended meaning are difficult to provide.an example of
this challenge, consider Spelmezan, Jacobs, Hilgers and Borchersgatvest(2009) of
vibrotactile stimulation for eliciting motor movements for snowboardirgey found that
participants’ natural interpretation of vibrotactile stimigdas without prior training
varied considerably and were often vague; therefore, a conssasudifficult to obtain
for most patterns, most likely due to inter-subject sensomngeptial and experiential
differences.

In the context of a theoretical design framework for somatforination
delivery, both a high level of abstraction and intuitive signahipater association are

critical to ensure a reasonable amount of training and practicadstery; and although
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eventual mastery may be possible with extensive trainingpeaadice regardless of how
practical or intuitive a language design might be, thera isadeoff betweetearning
effort andperceived value of learning the languadfea high learning curve isn’'t worth
the user’s time nor energy, it may not be practical for thetagaursue, and therefore, he
or she may lose motivation. A high level of abstraction amditive signal parameter
association are not the only attributes of a theoretiGdiork for designing a
functional (expressive, configurable and expandable) prattical (easy to learn and
easy to use) somatic communication language; such a framewmtkbeversatileand
support the design @xpandableefficient rich androbustlanguages, defined as follows:

e Versatile: Framework can be used to design languages relevant and
applicable to diverse application domains.

e Expandable It is simple and straightforward to add novel
communication unitas well as combine existing units.

e Efficient: Fast communication speeds are possible to ensure usefulness
within a variety of application domains including those in whiaihh
level concepts must be conveyed in real time.

¢ Rich: Expressive communication possibilities, even from a snealbs
communication units, through the usecohtext(environmental settings
including body sit¢ and stimulation variations (similar to tonal
variationsfound in natural language).

e Robust Stimulations are hard to miss and/or redundant. This includes
the use of attention-grabbing cues; redundant spatial, temp@phto-
temporal signals (without repeating the entire signal); and/or adapéng t

signal to the conditions of the environment to ensure successful delivery.
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For the remainder of this section, approaches are categorizeins of theype
of information delivered to the skinliteral translations (e.g., sensory substitutign
alphanumeric information(letters, numbers and common words) atohceptual
information (metaphorical representations). Note that overlap may benprbseveen
categories. Table 1 presents a summary of proposed approachesnm@adnatic
ABC's, with those attributes that have been met, asatelitby a checkmark, and those
which have not been met, as indicated by a blank entry. In thewioli sections,
approaches are described and related to table 1. For presenpatiposes, literal
translation approaches are summarized under the hdatiéngl Translationsin table 1;
this is similarly done for alphanumeric approaches. As shown bialihe, the proposed
approach, Somatic ABC'’s, meets all of the aforementionedatits, which is later
verified by both design considerations and experimental rediies.following three
sections cover each type of information delivery, and providdigasion for the criteria

given in table 1.
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Table 1

Summarization of Proposed Approaches in terms of Desired Design andniRerie
Criteria for Achieving Functional and Practical Somatic Languages

High Level of
Abstraction
Intuitive
Mapping
Versatile
Efficient
Rich

Literal Translation'

Alphanumeric?

Mediated Channel®

Tactile Icons?

Haptic Glyphs®

Haptic Icons®

Somatic ABC’s?

Note.A checkmark indicates that the proposed approach has mespeetiee criterion;
an entry that has been left blank indicates that the proposed appamciot met the
respective criterion. Proposed approaches include literal atirshpproachéstadoma,
tactile sign language, haptices (Lahtinen, 2008), Optacon (LidvilBliss, 1966),
Optohapt (Geldard F. A., 1966), TVSS (Bach-y-Rita, 1972) and tactile-aubstitution
systems; alphanumeric approachdraille, Morse code and Vibratese (Geldard F. A.,
1957); mediated haptic interpersonal communication technbldggndJive (Fogg,
Cutler, Arnold, & Eisbach, 1998), InTouch (Brave & Dahley, 1997), ComToubhr(g,
O'Modhrain, Jacob, Gunther, & Ishii, 2002), Shake2Talk (Brown & \ildian, 2007),
HIM (Rovers & van Essen, 2004) and Contact IM (Oakley & O'Maodhi2002); tactile
icons (Brewster & Brown, 2004) (Brown, Brewster, & Purchase, 2005) (Brown,
Brewster, & Purchase, 2006a); haptic glypkRoberts & Franklin, 2005) (Borst &
Baiyya, 2007); haptic icoR§Enriquez & MacLean, 2003) (MacLean & Enriques, 2003)
(Chan, MacLean, & McGrenere, 2005) (Enriquez, MacLean, & Chita, 2CG08);
Somatic ABC’S.
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Literal Translations via Touch
Literal translationis the direct presentation of sensory input to an alternative

modality (here, the focus is tactile-vision and tactile-auditgr application of a cross-
modal transformation in which the content of the original ngsssalargely unchanged.
Literal translations are found in both human-to-human communication as tadoma,
tactile sign language and tactile fingerspelling; and competerg/stems for sensory
substitution, all of which are described below. In human-to-humamaictions, cross-
modal transformations to convert from one modality to another,vavderally feeling
the stimuli originally intended for (a) sight, as in theecabtactile sign language; or (b)
both sight and hearing, as in the case of tadoma; whereasyssuabstitution systems
apply an algorithmic transformation (e.g., discretization, resolutaluction, bandpass
filtering, etc.) to the original input data.

Although these approaches provide many benefits including intuitive assogia
and rich communication possibilities that are robust (redundaudat interactive),
expandable and efficient (table 1), their inherent literal esions between modalities
using cross-modal transformations create challenges; in yarticdheir low level of
abstraction usually produces high learning curves given tlainttion of a new sensory
input to a potentially suboptimal modality. Significant trainigugd practice are often
needed to overcome perceptual limitations created by mismatched apd/or temporal
acuity between modalities. Moreover, the versatility of theséhods is limited in that
they are not practical for a wide array of applicatiomstotna, tactile sign language,
tactile fingerspelling, and social-haptic communication requiee aefsthe hands; and
sensory substitution systems tend to work best in controledlitions that lack

environmental noise and interference. The following sectiatsscribe the
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aforementioned approaches for human-to-human communication and rysenso
substitution, respectively.

Human-to-human literal translation. For individuals with severe visual and
auditory impairments, touch offers a useful communication channeltbeaemaining
basic senses of taste and smell. For individuals with heampgirments who have
learned sign language, if vision begins to deteriorate, tastija language, tactile
fingerspelling and social-haptic communication are obvious extenglessr{bed later).
Another technique, less in use today, is Tadoma—a method fde taptechreading
(reading of the lips and other features of speech production inglticroat vibrations
and mouth/nasal airflow). Ultimately, the communication method chagédepend on
many factors related to an individual's condition includinggmence, education and age
of onset (Reed, Durlach, & Delhorne, 1992). The communication ratelgisd of tactile
sign language (ASL) is higher compared to Tadoma, which both hhigher rate than
tactile fingerspelling (Jones & Lederman, 2006).

Tadoma. Tadoma is a form of human-to-human communication in which a
Tadoma user feels actions of the speech production procesachygph hand on the face
of a talker. The precise position of the hand in contact with teeviaries between users,
but roughly the thumb is placed across the lips, the middle threerdiage placed along
the jaw, and the little finger is placed on the throat (8gB0). As the partner speaks,
tactile and kinesthetic sensations of lip and mouth motions, thifwmations, and airflow
are indicative of articulations (Jones & Lederman, 2006). Tadeasafirst used in the
United States in the 1920s by American school teacher SopteenAo teach students
who were deaf-blind. Since its introduction in the United Statesl the 1960s, Tadoma
was extensively used for the education of individuals who weaéhlied for speech

reading and production; but after this period, its use hagdilstelzclined to where only a
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handful of Tadoma users are in the United States (Reed, DurlaBell®rne, 1992).
Tadoma is named after its first students: Winthrop ‘Tad’ Chapman and Omao8imps

Tadoma has several limitations. Given it low level of abkstta, Tadoma
requires considerable training and practice to sense and veetfegitures of speech
production through touch. In particular, training typically occurs thmoaig extensive
education program over many years. Less accessible feafigpsech production, such
as tongue position, can create interpretation problems, which dragted researchers to
explore kinesthetic and tactile displays, in the form of meichh skull models, to
emulate the speech production actions of a speaker (Reed, Ri#inbwrlach, &
Braida, 1985). Lastly, Tadoma requires close physical contactsdimdited to human-
to-human interaction, which reduces versatility.

However, Tadoma allows individuals who are deaf-blind to experieicbe
communication through haptic perception of speech, showcasing the paietdiath as
a communication channel. While not as efficient as listerongptech, it still provides
communication speeds of roughly half that of the normal convensétspeaking rate

(Reed, Durlach, & Delhorne, 1992).
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Figure 30. Visual demonstration of Tadoma method for haptic human-to-human
communication by individuals who are deaf-blifReprinted from “Natural methods of
tactual communication,” by Reed, C. M., Durlach, N. I., & Delhorne, L. A., 1992Rn
Summers (Ed.), Tactile Aids for the Hearing Impaired (p. 220), London, Eng\ndr
Publishers Ltd. Copyright © 1992 by John Wiley and Sons. Reprinted with Permissio

Tactile sign language and fingerspelling. Users of tactile sign language
typically adapt their fluency in sign language, learnedyeiarllife with the onset of
deafness, to haptic reception during the onset of blindness,(Redach, & Delhorne,
1992). In tactile sign language, the receiver’'s hand(s) iseglan contact with the
sender’s hand(s) as signs are produced (figure 31). Through thedegregs of freedom
of the hands, rich and expressive signs have been designed throughhaselsifape,
location, orientation and movement (Reed, Durlach, & Delhorne, 198&)y sign
languages exist, such as American Sign Language (ASL) anchBigi English (PSE);
the language taught to an individual who is deaf-blind will depend oor tier onset of
impairments, education and environment (Reed, Durlach, & Delhorne, 1992).

In terms of perceptibility, isolated signs are more easitypgnized compared to
signs within sentences (Reed, Delhorne, Durlach, & Fischer, 19®&3d et al.
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speculated that this might be due to isolated signsingrrgore meaning in addition to
more processing time as handshapes are held for longer dusatiengsolated. Tactile
sign language is slower and less accurate compared to thé pésaaption of sign
language: 1.5 signs/s compared to 2.5 signs/s, respectively (Relbdrrie, Durlach, &
Fischer, 1995). And although it requires considerable training anctigerait's a
relatively fast communication method compared to Tadoma andrdmgtng, even
approaching communication rates of spoken language, making éfd fm of haptic
human-to-human communication. It is therefore more widely tadgint Tadoma and

fingerspelling.

Figure 31.Visual demonstration of tactile sign language for haptic hutmdruman
communication by individuals who are deaf-blifeprinted from “Natural methods of
tactual communication,” by Reed, C. M., Durlach, N. |., & Delhorne, L. A., 1992Rn
Summers (Ed.), Tactile Aids for the Hearing Impaired (p. 225), London, Eni\ndr
Publishers Ltd. Copyright © 1992 by John Wiley and Sons. Reprinted with Permissio

In tactile fingerspelling, the receiver places his ar m@nd in contact with the
sender’s hand, who produces static or dynamic handshapes (fB)usaéh of which are
uniquely associated with a letter, and produced sequentially to buwildrd. The
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handshapes depend on the chosen manual alphabet—in the United Sta#{ewrtban
One-Handed Manual Alphabet (AOHMA) is the most commonly used mafpizdbet
(Reed, Durlach, & Delhorne, 1992).

Accurate perception of handshapes, either tactually or visub#yldtter in the
case of individuals who are deaf), is possible by experiencad a$ natural, manual
production rates of 2-6 letters/s (Reed, Delhorne, Durlach, & h&isc1990).
Fingerspelling is considerably slower compared to normal speakieg at about a
guarter the speed, but has higher communication rates comparee@r@lptranumeric
approaches such as Morse code and Vibratese (Reed, Delhorne hDé&rl&escher,

1990).

Figure 32.Visual demonstration of tactile fingerspelling for haptic hoft@human
communication by individuals who are deaf-blifteprinted from “Natural methods of
tactual communication,” by Reed, C. M., Durlach, N. I., & Delhorne, L. A., 1902 R.
Summers (Ed.), Tactile Aids for the Hearing Impaired (p. 223), LondonamahgiVhurr
Publishers Ltd. Copyright © 1992 by John Wiley and Sons. Reprinted with Permissio
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Social-haptic communication. For over 25 years (1980—2007), Riitta M.
Lahtinen, with help from Russ C. Palmer and colleagues, developpdnded, and
evaluated a theoretical framework for social-haptic commupitgtiahtinen, 2008) to
facilitate human-to-human communication for individuals withesewisual and hearing
impairments. The approach was developed and evaluated around theircoation
between an individual who was deaf-blind, and an individual with nouisadn and
hearing. Although the basis of theory is haptic communicatiomay readily be
combined with spoken/written language and/or sign language—tdtymahe forms of
communication used will depend on a user’s preference and dégisea and hearing
impairment.

The basis of the framework is leaptice—a social-haptic message conveyed
through touch. Each haptice is composedhaftemes-building blocks, or lower order
dimensions, used to construct a haptice. Examples of haptices inmafiemation
(yes/no); social quick messages (identifying oneself, w@kimg, feedback, etc.);
guidance and orientation (directions, pointing, etc.); drawing/signirntgehody (block
characters, layout of a room, etc.); emotional expressions;ssipne of art, music and
games; among many other social-haptic messages. The building iflaptemes) of
haptices include duration, intensity, repetitions, rhythm, movemeritsctidn of
movements, body site, orientation between sender and receivencdibistween sender
and receiver, social body space and the modalities involved.

Haptices may be considered the “words” of a social-haptic lgegwehich may
subsequently be combined to create rich sentences. Other featuratural, spoken
language, such as context and intonation, have been explored withineb&hsocial-
haptic communication framework. Similar to spoken language, inbonatay be used to

change the meaning of haptices. Possible intonations include pressigéons,
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direction variations, speed variations, frequency variationd, duration variations,
among others. Somatic ABC’s also borrows intonation from spakegubge, and it is
utilized for both changing the meaning of words and to ensure thesstidagelivery of
words.

Context also applies to social-haptic communication in that ltantes the
meaning of haptices based on the social situation in which itiieedsd. Body site, i.e.,
where the stimulation is delivered to the skin, is dependerfteoadcial setting, relative
location between the sender and receiver, and the message Heiagedeln contrast,
Somatic ABC's utilizes body site as a channel to changeméaning of words for
enriching vocabularies while limiting training time.

Empirical results thus far have shown haptices within sociatitha
communication to be an effective, rich method for haptic humdmHean
communication for individuals who are deaf-blind. Depending on theaigegéa user’'s
impairment, it may be more efficient than tactile fingergpgland tactile signing. It can
easily be expanded to accommodate more messages, which natccally over time as
users become familiar with the communication paradigm, and theforeemre haptices
arises. It eventually allows for discreet communicatiommasements become smaller
over time as the sensory and perceptual capabilities of tmemime accustomed to the
new input. However, given its low level of abstraction, itsdoequire extensive training
and practice to build large vocabularies. And like the aforememtiboenan-to-human
literal translation approaches, its versatility is lirdit® human-to-human social-haptic

communication.
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Computerized systems for sensory substitutionSensory substitution systems
may be divided between those for tactile-vision, tactile-auditjle-tactile and tactile-
vestibular. Tactile-tactile devices are applicablestmate touch applications, or assistive
aids for individuals with tactile sensory impairments inickhtactile information,
detected through pressure sensors at the affected sitetlfe.pand), is presented to an
unaffected body site (Kaczmarek, Webster, Bach-y-Rita, & TamspKk 991). Tactile-
vestibular systems assist those with impaired balance byidprgv orientation
information, detected through motion sensors, and presentedovidagtile stimulation
around the waist (Wall Ill & Weinberg, 2003) or electrotactilmslation on the tongue
(Bach-y-Rita & Kercel, 2003).

Given the extensive research efforts toward tactilenisand tactile-audio
devices, focus will be given to these two sensory substitudreas. The cross-modal
transformations involved in tactile-vision and tactile-audie pictorial-to-tactile and
frequency-to-location translation, respectively. Tactilearissystems are first presented,
followed by tactile-audio devices.

Tactile-vision trandation. Tactile-vision sensory aids may be divided between
devices aimed at converting printed material to touch, descfitstd and those for
converting general visual images to touch, such as the Tactim\8sibstitution System
(TVSS).

Tactile perception of printimproving the accessibility of printed material for
individuals who are blind is a problem that has been imastigfor decades. Today,
pages are captured via a mounted camera, such as with tieeR€ader (Hedgpeth,
Black, & Panchanathan, 2006); or with a point-and-shoot style easech as with the

Intel Readet which also has a mounted camera option. After visual kaptytical

3 http://www.careinnovations.com/Products/Reader/Di&taspx
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character recognition (OCR) is applied to the text of the,page results are outputted
through audio. Before these solutions, however, tactile-vision sessbstitution was
explored where the visual image of a character was directlynpeelst the skin of a user
after a visual-to-tactile transformation. Two such devices;heutilizing different
presentation approaches, are described next.

The Optacon (OPtical-to-TActile CONversion), proposed by Uirand Bliss
(1966), is a handheld optomechanical device in which the visusenof a printed
symbol (letter, number, etc.), captured using an 8x12 array of photosensils, drives
an 8x12 array of vibrating pins. (These dimensions were eventnattased to 6x24 to
accommodate more lenient camera placement for visual eapfucharacters.) Each
photosensitive cell is coupled to a vibrating pin in which théenof a page or black of a
character turns the corresponding motor off or on, respectivelpeasensor is moved
across the text of a page. Through a controlled computer siomula which text was
scrolled across the tactile display of the Optacon, Linuidl Bliss found reading rates of
20 words per minute after 17 hours of training, and 30 words per minut®@teurs of
training. In another study through a training program by the manufacilelesensory
Systems Inc., who manufactured the device for over two decdes 1971, 10-12
words per minute was achieved by participants after nine daygpallg reaching 30-50
words per minute with continued training (Craig & Sherrick, 1982)hctlgh reading
rates are considerable slower than visual reading rateggensive training is required
due to Optacon’s low-level, literal translation, the targetrr ywpulation found it very
useful for reading printed text.

Another computerized approach for reading printed material througih,tou
developed around the same time as the initial version oDftacon, is the Optohapt

(Geldard F. A., 1966). The setup of this system is depictedyimefi33. Printed text
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scrolls across a vertical array of photosensitive cellsutfit use of a typewriter
augmented with a motor and weights to ensure slow and smooth teld acroks the
sensors. Each photosensitive cell is coupled to a vibratimtiormeach attached to a
different body site: one on the abdomen, and two on each arm and leggioviltmotors
are driven much the same way as with the Optacon, thereliingraaique spatially and

temporally varying vibration patterns as characters are movedsahe vertical sensors.

KECORDING 9 PHOTOCELL 9 SENSITIVE
MILLIAMMETER AMPLIFIERS RELAYS

OPTOPHONE FIELD

BASE
A~ LLUMINATION
o E 0

LOW=
VOLTAGE
SUPPLY

Figure 33.System setup of the Optohapt. Nine vibration motors, spread dlceobsdy,
are driven by a vertical array of photocells which detessimg characters. Optohapt
enables users to literally feel a character through unigquBogpeporal vibration
patterns. Reprinted from "Cutaneous coding of optical signals: The optohapt,” by
Geldard, F. A., 1966, Perception & Psychophysics, 1, p. 379. Copyright © 1966 by
Psychonomic Society, Inc. Reprinted with permission.

Given the spatial and/or temporal similarities betweenaciiars when translated
to touch, punctuation marks were much easier to discern compardphsmwmeric
characters. Therefore, to ease recognition, coding was founessagg in which
alphanumeric characters were associated with uniqgue symbashteve perceptual

separation in terms of spatial and temporal characteridtids latter approach was not
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evaluated, but in any case, the low level of abstraction andaaybtignal parameter
association of Optohapt would likely involve high learning curves.

Tactile-vision sensory aid$n 1968, Bach-y-Rita and colleagues developed the
Tactile-Vision Substitution System (TVSS)—an optomechanitvice that converts
captured visual images to touch stimulations felt on the biack 20x20 matrix of 400
vibrating solenoids (Bach-y-Rita, Collins, Saunders, White, & Scgadde69). The
original setup is shown in figure 34 where a dental chastdthe back display, driven by
input from a television camera mounted on tripod with controls famually adjusting
pan, tilt, zoom, aperture and focus. Each captured image of \ngeb is divided into
blocks of pixels, each coupled to an actuator, vibrating ortheitorresponding intensity
is above a threshold.

Early studies (Bach-y-Rita, Collins, Saunders, White, & Saadti@69) (White,
Saunders, Scadden, Bach-y-Rita, & Collins, 1970) (Bach-y-Rita, 1972) W8S
provided much insight related to perception and learning of visual mpdiated by the
skin, and the general usability of substitution systems faidavision. Visual lines in
horizontal, vertical and diagonal orientations could be immedialisiserned; as could
simple motions such as back-and-forth movement. After prelimitrarging, subjects
could accurately discriminate between basic shapes (cistjeares, etc.) when allowed
to move the camera for active exploration. Passive exmarati which no camera
movement was allowed resulted in poor recognition performancé0%0recognition
accuracy). Subjects could also distinguish between commont®kjeth as a telephone,
chair, etc. Considerable time, between 5 — 15 minutes, was chéeddentify new
objects, but this latency decreased with repeated presentatisngid- the time to

recognize novel objects. Through these initial experiments, $sigacountered visual
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concepts through touch including perspective, shadow, occlusion and dtiensdiip

between size and distance.

IMAGE 15 V. CAMERA QBJECT
TRANSMITTED

TO BACK WVIA
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Figure 34. Original apparatus of TVSS with vibrotactile display on derghair,
moveable camera and monitor for visual observatiteprinted from “Seeing with the
skin,” by White, B. W., Saunders, F. A., Scadden, L., Bach-y-Rita, P.,l&L@&. C.,
1970, Perception & Psychophysics, 7(1), p. 23. Copyright © 1970 by Psychonomic
Society, Inc. Reprinted with permission.

To overcome the limitations of the first prototype—intgatar, its bulkiness
and high power demands—Bach-y-Rita and colleagues developed a pdnébge
(1972) utilizing an electrotactile display (8x8 matrixaéctrodes). The new prototype
enhanced wearability and portability, providing users with improvedaictien with
their environment, leading to discoveries of hand-“eye” coofidina Bach-y-Rita
subsequently explored smaller electrotactile displays (7x7¥dasory substitution for

the fingertip (Frisken-Gibson, Bach-y-Rita, Tompkins, & Webster, 198rd then

finally, the tongue (Bach-y-Rita, Kaczmarek, Tyler, & Gaicaaa, 1998). Compared to
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the fingertip, the tongue offered ideal conditions for eledtgtimulation, requiring less
voltage given that touch receptors are close to the tongudacs, and good electrical
contact is afforded by the mouth’s saliva. Since the late 198@s aforementioned
tongue-based display for sensory substitution, eventually callebotigue Display Unit
(TDU), a conceptual drawing of which is depicted in figure B&s evolved into the
BrainPort vision devicke a wearable, portable, rechargeable tongue-display driven by a

small head-mounted camera system.

CP:L ?amera

—— 144-channel ribbon cable
Video cable
—TDU

TREMNDS in Cognitive Scisnces

Figure 35.Tongue Display Unit (TDU) version of TVSS. An electrotactile disjplaced

on tongue conveys a “blurred” image captured by the head-mounted cdoeera.
Reprinted from “Sensory substitution and the human-machine interféage Bach-y-

Rita, P., & Kercel, S. W., Dec. 2003, Trends in Cognitive Sciences, 7(12), p. 543.
Copyright © 2003 by Elsevier. Reprinted with permission.

The basis of TVSS is neuroplasticity in which the braiolsch centers interact

with the visual cortex to eventually reorganize visionteen to visually interpret

4 http://vision.wicab.com
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incoming somatosensory signals (Bach-y-Rita & Kercel, 2003;tiB/-Rita, 2004). As

the brain interprets incoming sensory signals as patterimspofises, any type of input
can be delivered to a modality for interpretation as londghagdceptors mediating that
modality are sensitive to the stimuli.

The main shortcoming of TVSS is the intensive training, bothrmdef camera
control and tactile perception, for proficient use—many of thgestinvolved in the
aforementioned studies underwent 40+ hours of training. Moreoveanténaal detail of
objects and cluttered backgrounds are difficult to perceiveaf2011 (over forty years
since its inception), clinical trials are underway, prepatihg device for eventual
commercialization.

Tactile-audio trandation. Tactile-audio sensory substitution systems convert
sound (environmental sounds and/or speech sounds) into vibrotactleotrotactile
stimulation through bandpass filtering and noise suppressionithlgs. These devices
are usually geared toward speech, and are utilized by individualangtdeaf to improve
speech production, and/or lip and speech reading. The teletactor (Saudile &
Franklin, 1981), figure 36, was an early tactile-audio devViet ised bandpass filters to
convert acoustic information, gathered from a microphone, into 82trefactile
stimulations delivered using a wearable waistbelt. Eleatitéastimulations carried
timing information related to the speech signal, and the intemsitgach location

corresponded to the intensity within the respective frequency band.
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Figure 36.Teletactor device for audio-to-tactile conversion using 3#ipass filters and
a waistbelt of 32 electrodes for electrotactile dispRsprinted from “A wearable tactile
sensory aid for profoundly deaf children,” by Saunders, F. A., HillAW& Franklin,
B., 1981, Journal of Medical Systems, 5(4), p. 2B@pyright © 1981 by Springer
Netherlands. Reprinted with permission.

More recently, the Tactaid line of devitedy Audiological Engineering
Corporation (AEC), were commercially available for 25 yeansesthe early 1980’s.
These devices were available in different models includiagtaid I, Tactaid Il and
Tactaid VII. Each device was portable and wearable, witheaibfe, attachable
vibrotactile display. The Tactaid | provided only one channelashrounication, but
presented rhythmic and temporal information related to acougiut. An additional
channel was later added with Tactaid I, enabling users to afitiate between different
types of sounds based on signal frequency. More channels wisegsiently added with
Tactaid VII in which seven channels enabled rich sound diffietean that was ideal for
speech training. Numerous studies have since explored theveffess of the Tactaid

devices (Weisenberger & Percy, 1994) (Reed & Delhorne, 1995)itAdactile-vision,

intensive training and practice are needed for proficient use détaatlio sensory aids.

5 http://www.tactaid.com/
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Alphanumeric Information Delivery via Touch

Approaches whose communication units are alphanumeric provide riainwooation
languages that are robust, versatile and expandable, but taljinsaffer from their
inherent arbitrary associations and lack of efficiency irmse of fast conceptual
communication (table 1). Examples of approaches that fall uhiecategory include
Braille, Morse code and vibratese, all of which represent aipharic units (letters,
numbers and/or common words) with some form of arbitrarily asdigienulation
applied to the skin, either passively or actively. Although these appsopotvde a high
level of abstraction in which characters are converted ictmad form for perception, it
is the arbitrary association between form and meaning teates extraordinary high
learning curves. These high learning curves are further datedrby the large character
sets that must be encoded and learned. Moreover, since comnmmnaziurs at the rate
of character transmission (or common words at best), high level conceptsgppjaces,
ideas, etc.) may take significant amounts of time to convegnwusing these verbose
methods; even when impressive word rates are achievable,afy@ssches are not as
useful for applications requiring real-time communication aoaceptual level rather
than verbal level.

Although alphanumeric approaches utilize a high level represemtatiach
communication unit represents a low-level concept—in particlatters, numbers or
common words. Because these languages themselves represergdatigeaare highly
versatile, rich and expandable. Moreover, this representationdpeofor robustness in
that if a character is missed during passive or actiesdation, the respective word may
still be perceived through use of the context provided by other charattbesword, and

surrounding words.

95



Braille. Braille was developed in 1825 by Louis Braille as a method for
individuals who are blind to read and write. Each character dlfifebet, in addition to
punctuation marks, numbers and commonly grouped letters such as ANAWITEH, is
represented by a Braille cell—a simple, structured pattern (3x2) efirdats (figure 37).
Braille cells are written horizontally and read sequentiaigilar to written characters.
But unlike written characters, which are perceived visuaiti a large field of view and
high acuity, Braille is read with the fingertips, and is thenefperceived within a small
field of view and with much lower spatial acuity—necessitatthe need for simple
patterns (Foulke, 1982). Braille topics ranging from reading behand ability; haptic
perception of the tactile patterns; and display variations, bega extensively explored
through user studies (Foulke, 1982).

Braille reading rates are much lower compared to visualimgadhtes: on
average, visual reading rates are two to three timdsrféisan the reading rate of
experienced Braille users (Foulke, 1982); but exceptions do exist vexéraordinary
Braille readers have reading speeds that compete withl vesagers. As described, the
arbitrary associations of meaning to dot patterns resutigh learning curves. Unlike
Morse code and vibratese (described next), both of whichpassive interaction
techniques, Braille is perceived through active exploratidingsrs glide across Braille
cells. This interactivity further strengthens Braille’s rdbess as characters and words
may be revisited.
® O ® O ® O (ON ® O ® O ® O
® O o0 ON© ® O ® O ® O (ON
OO ® O N0 OO ® O ® O OO

Figure 37.Example of Braille cells spelling the word ‘braill&dapted from Wikimedia
Commons File: “File:800px-Braille.png”.
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Morse code.Morse code was invented and refined from 1832 to the mid 1800’s
by American inventor Samuel F. B. Morse, and his assistéinedA/ail. Developed as a
method to write from a distance (telegraphy), opening and closiagitah on the
operator side generates patterns of tick marks, recorded bgchanical pen on the
receiver side, whose associations to letters and numbers loeulmbked up using a
codebook to decipher messages. These tick marks, or codes, araspattiots (short
tick) anddasheglong tick). In 1850, “writing from a distance” was replaced byrttoge
efficient auditory presentation of Morse code using beeps; wafieeh, auditory Morse
code became the form most commonly used. Morse code users with hearing entgirm
however, opted for an alternative communication channel through tyuplacing their
hands on the speakers generating the Morse code beeps (Tan, Durlach, Raliteaditz
& Santos, 1997). Since 1832, Morse code underwent several refingraadtafter
satisfying international requests, International Morse Codeauréig38) became the
standard representation of the code.

Morse code is still in use today in aviation (station idemdifon), navy
(communication during radio silence), amateur radio and asststthnology. Regarding
the latter, Morse code offers a promising alternative to both ahtmhuman
communication and access to computer applications (e.g., word proyefsors
individuals with severe physical impairments in that it eesitdommunication through
simple binary muscle movements (King, 2000). Based on the user’'s phygeaimants
and preferences, binary muscle movements may involve the mowverhea limb

up/down or left/right; the blink of an eye; or the puff/sip of a straw.
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Figure 38.International Morse CodAdapted from the Wikimedia Commons
“File:500px-International_Morse_Code.svg.png”

Since the late 1800's, researchers have studiekbdéineing rates associated w
Morse codeMore recently, Tan, DurlaclRabinowitz, Reed and Santi997 compared
Morse code receptioat different words rates (from 12 to , after 7080 hours o
training, between experience(+20 years)and inexperienced Morse code users ac
different modalities: kinesthetic (up and down movementsa finger), vibrotactile
(vibratory pulses) and auditory (bee| Tan et al. found auditory wongtes to b twice
those ofvibrotactile presentati¢, the latter of which was 1.3 times that of kinesit
presentation. Tan et al. ard that this might be due to the auditory modalityiperior
response time and accuracy to dynamic sic Experienced Morse code us
outperformed novices as they utilized chunkingperceive messages at higher le
compmred to beginners who concentrated on-level signal parameters to build

letters and words. And thus, the expert Morse asdes’ abilities in auditory Morse co
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perception transferred to other modalities given that they cowdsfon high level
meanings rather than low level signal parameters.

Like other alphanumeric approaches, Morse code is limitedshyigh learning
curves and slow communication speeds. The sequential pattern af &bals messages
through a 1-bit display, combined with pauses between individualspukssults in an
inefficient presentation: roughly 480 milliseconds per leflem( Durlach, Rabinowitz,
Reed, & Santos, 1997). This is in contrast to vibratese, desdyéed, which utilizes
multiple points of contact and a more efficient design to improve word rates.

Vibratese. In the 1920's and 1930's, research in vibrotactile communication
began in the context of developing tactile-audio sensory sufstitsystems for
individuals with hearing impairments. In the 1940's and 1950’s, Geblderd his
colleagues began to question previous research in vibrotestilenunication (1957). In
particular, they speculated that the learning challenges fageusers of tactile-audio
devices, was due to sensory limitations encountered whenlylipeesenting an acoustic
signal to the skin. They argued that previous work failed so @ne fundamental
guestion: what are the communication capabilities and limitsitof the skin? Their
research efforts were the first attempt at finding guage of the skin. They began by
first identifying dimensions of a vibration signal that might bsed to convey
information: dimensions including frequency, amplitude, duration,sloaaveform, as
well as spatio-temporal patterns such as perceptual ilkisMareover, their aim was to
develop a fast, vibrotactile communication channel that could aepldorse code;
motivated by the fact that Morse code is inherently limitedpayses between pulses,
whereas a new vibrotactile communication method could avoid this, poteatihllgving

faster communication rates.
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To explore the first-order dimensions of vibrations, namely freggeamplitude
and duration, Geldard and his colleagues conducted a number of psychdtysies
(1957) (1960)—the results of which are still used today—to uncmsatrnoticeable
differenceqJND’s) and the limits of human perceptual capabilities. (Tlmiings were
subsequently used as the basis for thiwatese language (1957): an alphanumeric,
vibrotactile encoding of letters and numbers (figure 39). d mensities, three durations
and five loci were chosen to encode meaning into vibration signate. tNat vowels,
which occur most frequently in written and spoken language, have dssigned the
shortest duration, whereas numbers, which occur less frequenttypban assigned the
longest duration. This design choice was made to ensure fast caratamispeeds for
alphanumeric information delivery. The vibratese languageewalsiated through a user
study involving three participants wherein after 12 hours ahitig (Spread across a
couple of days), participants had sufficiently associatedvitwation signals to their
respective meaning, and progressed to learning words and snt&ieen vibratese’'s
arbitrary mapping combined with the unavoidable large set wiukints that must be
learned due to the alphanumeric representation, specifically 4€rrzatfor letters,
numbers and common words, the learning curve is high. In theory, viorass allow
for communication rates of up to 67 words/min (much lower in pradtio@ever—one
participant who received extended training hit a plateau at 38s¥woin); this is in
contrast to communication speeds of experts in Morse code (2isAvon, or a little

higher for some).
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Figure 39. Vibratese language for alphanumeric communication through vibsation
Encoding utilizes three intensity values (vertical axis)ahduration values (horizontal
axis) and five locations spread across the skin of the chestinge45 different
vibrotactile patterns. Only 40 of these patterns were usedor2itters A-Z, 10 for
numbers 0-9 and four for common words including and of andin. Reprinted from
“Adventures in tactile literacy,” by Geldard, F. A., 1957, AmericandPsjogist, 12(3),

p. 120. Copyright © 1957 by American Psychological Association (APA)irfRspwith
permission.
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Automated Conceptual Information Delivery via Touch

A variety of approaches have been proposed for concise, autordeledry of
conceptual information to the skin. Most of these approaches incta@otagh level of
abstraction and intuitive signal parameter association irr thesign, and are often
versatile, expandable and efficient. However, existing theatdtameworks are lacking
in terms of enabling the design of rich and robust somatic lgegug@able 1). Existing
approaches do not take into account variations in contextual e$agemmunication
units and how these variations influence meaning, as in natural {gngte enrich
communication. Heregontextrefers to environmental variations including the body site
of the stimulation; that is, the conditions under which a sa@nmstnal is presented.
Regarding body site, we consider the surface of the human body belingniiaf
regarding the meaning of communication units based on the siienafagton (i.e.,body
contex}. This concept provides expressive communication possibilities, adatetlsee,
for enriching languages with limited vocabularies. Moreoegisting approaches have
not yet explored enriching somatic communication languages thrdygamically
changing the meaning of communication units by varying parametessnaili (i.e.,
stimulation variationg Stimulation variations have a counterpart in natural laggua
called tonal variations in which tonal changes dynamicadlgy the meaning of our
spoken words.

Lastly, existing approaches have paid little attention to impgpthe robustness
of somatic communication for ensuring reliable communicationh(tfie exception of
haptic glyphs which utilize active exploration). Repeated prasens of stimuli are
commonly performed (Brown, Brewster, & Purchase, 2005), and althoughidsis a
robustness through redundancy, such a presentation scheme may not work fo

applications requiring real-time communication or interaction. gkarefficient solution
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is the use an attention grabbing sigredmatic alertor somalerf at the start of a
stimulation as well as encoding redundancy in the signaf gseh as four, rather than
three, brief pulses in saltation signals (McDaniel, GoldbeitarMieva, Viswanathan, &
Panchanathan, 2011). Attention grabbing signals have been explossin& extent
(Brown, Brewster, & Purchase, 2006b), but with adverse resultstauesufficient
training: participants were not told about these primingadgy and therefore, perceived
them as part of the stimulation. The robustness of a somatic gngnast also be
considered in adverse environmental conditions such as thosenwigk or high
cognitive load (workload). Approaches have proposed automass-anodal transitions
to audio from touch when vibrotactile perception is no longerhleli@Brewster, Chohan,
& Brown, 2007); i.e., in the presence of ambient vibrations such as é¢xpseienced
while moving or while riding in a vehicle. An alternative gimi be to alter signal
dimensions (such as intensity or the number of active actydtmmnsure successful
delivery of a message, particularly in situations where othedalities might be
overloaded. Workload conditions of high cognitive load creatahiéty issues (Chan,
MacLean, & McGrenere, 2005), and therefore stimuli must be digrefasigned to
ensure successful delivery; in this scenario, somatic aledandancy and stimulation
variations based on the workload must all be employed to ensure successfny del
The proposed theoretical framework, Somatic ABC'’s, has beegnéeisto meet
these criteria (table 1) to overcome the previously mentidnathtions, achieving a
framework for the design, development and evaluation of functiondl pactical
languages for somatic information delivery. Over the foll@visections, related
computerized approaches for conceptual information delivery eafiewed including
approaches for mediated haptic interpersonal communication, faoti, haptic glyphs

and haptic icons.
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Mediated haptic interpersonal communication technology. Haptic
interpersonal communicationbetween two or more people, refers to any type of
information exchanged through the modality of touch. If the commuaitatiannel is
mediated this information exchange happens throughedliator(computerized system)
that transfers the information from one person to the other. Technologylitatatiaptic
interpersonal communication can be divided into four broad categtirégapy gaming
general communicatioandcomputer supported collaborative wof€SCW). Note that
these categories are not distinct; often a technologybeilapplicable to two or more
categories, whether or not this was intended by the designer. Many propbsedogies
for mediated haptic interpersonal communication provide a mediudevelop novel
communication possibilities. Some of the most significant coritabsi in this respect
are described next.

An early entertainment device, HandJive (Fogg, Cutler, Arn&ldgisbach,
1998), consisted of two interconnected spheres where one is heltlinhand. The
spheres can be shifted from their upright position either forwabdakground, together
or separately, allowing nine possible combinations. Shifting a spbeuses the
corresponding sphere to shift on the interaction partnensldiee, but from side to side
rather than forward or backward. This protocol preventssusem fighting for control,
i.e., users can create and send HandJive haptic signals whilecsiving cues from
their partner without being interfered with or interrupted. Haredias been proposed as
a general haptic communication tool using tiaetilese language. Essentially, the
smallest units (position of the spheres) are used to cseafde movements (patterns),
and in turn, combined to create complex movements (routines).

More general devices for mediated haptic interpersonal conwation whose

intended purpose are for implicit or nonverbal communication beysmekific
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applications such as entertainment or therapy may be gatheredthmdeoad category

of general communicatiorAs communication tools, these devices provide a medium for
exchanging concrete to abstract information; and often, newsfofraxpression develop
through use of this new somatic communication channel, augmemtiigting
communication systems to provide redundant and/or complementary information.

One of the earliest mediated haptic interpersonal communicdtuaites for
general communication was InTouch (Brave & Dahley, 1997). Theraysonsisted of
two three-pin rollers, each controlled by one interaction partrtecommunicate, a user
moves the rollers with his or her hand, and the other rollexggsaaccordingly in real-
time. The communication channel is two-way (bi-directional), @andnput and output
signals are mapped to the same channel (symmetric I/@pintg, operating on the
principle of ashared objecti.e., it is as if there is only one object being manipulated.
InTouch enabled two types of interactigassive where the user’s hand is placed on the
device to feel what his or her partner is communicatingaaiive where both users
manipulate the object, and perceive its output, simultaneously.oAtpgt revealed the
usefulness of the device to convey abstract, subtle communicatés) such as those
found in intimate communication, as opposed to communication in general.

Another example is ComTouch (Chang, O'Modhrain, Jacob, Gunther, & Ishii,
2002): a vibrotactile glove for complementing verbal informatigohanged during a
phone conversation. When a user, aiger A applies pressure through use of the glove,
a vibrotactile signal is sent to his or her partner, eiger B where the intensity is
proportional to the amount of applied pressiwser Bfeels the vibration at his or her
index finger's metacarpophalangeal joidser Aalso feels a vibration, but on his or her
index finger's proximal interphalangeal joint in the form okadback signal, enabling a

way to assess the intensity of the signal being sent, adfust the pressure accordingly.

105



During an audio conversation, experimenters observed that partiocgpeated their own
novel tactile gesturesusually to (1)emphasizewhat they were saying by applying
pressure while saying certain words or phrases; (2) indicatetaking by sending a
vibratory signal before speaking; and/or (@micthe other user by exchanging the same
vibrotactile pattern, which could be used to indicate presenc&oowedge each other.
Although simple in its conceptual design, ComTouch’s addition ¢dictile channel
provided a powerful form of expression, complementing the auditory chamttel
nonverbal information.

Shake2Talk, a cell-phone based system designed and developed byadebwn
Williamson (2007), used gesture-based inputs, such as sttagssetc., to creatudio-
tactile messageffigure 40). For example, a tapping gesture may generatsotivel of
gentle tapping and the sensation of someone tapping; such a messale interpreted
as the caller asking the recipient to call back soon. Ireastsdy involving six couples
(Brown, Sellen, Krishna, & Harper, 2009), some couples develop&dcabulary,
assigning meanings to certain messages; the majority ofesougkd the multimodal
messages for coordination, e.g., “I'm on my way over”, but thesages were also used

for awareness/reassurance, play and social touch.
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User strokes/taps/twists Message is deliverad to

phone to compose audio- recipient who hears
tactile message, then presses and feels the message
send. as it arrives.

Figure 40.Conceptual design of Shake2Talk whspeech andhaptic interactior are
used to create multimodal messa Reprinted from Shake2Talk: Multimod:
messagingdr interpersonal communicatior by Brown, L., &Williamson, J., 2007, In
Oakley ad S. Brewster (Eds.), Haptic and Audio Interactidesign (p. 44), LNCS 48!
Copyright © 2007 byspringe-Verlag Berlin HeidelbergReprinted with permissic

Some work has explored augmenting instant mesgdigg¢swvith haptic signals
to communicate noverbal cues. For thHaptic Instant Messenger (M), Rovers anc
van Essen (2004ugmented simple emoticons (happy, sad, etc.) haptic icons in th
form of vibrationsignals to enrich instant messacContact IM(Oakley & O'Modhrain
2002) usednstant messages in addition to fc-feedback, provided by Rhantor haptic
device, to enable users to chat while throwingrtual ball to each other, providing
familiar, yet subtle and alract form of expressic

Although many of the aforementioned technologiesvigle interesting an
unique haptic communication channels within thespective applicationdesigns ten
to be applicatioreriented and functionally confined, lacking tversatility and richnes

neededor a generic frameworlor somatic information delivery.
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Tactile icons. Tactile icons, otactons are a more general, abstract and versatile

methodology for vibrotactile communication proposed by Brewster andrB(2004),

who defined them as “structured, abstract messages thdiecased to communicate

messages non-visually” (p. 15). Headstractrefers to an arbitrary association between

the vibrotactile stimulation and its conceptual meaningctdres are the tactile

counterpart to icons: visual symbols or representationsctivatey abstract messages.

Brewster and Brown proposed three types of tactons:

A compound tactoronsists of two or more concatenateitpletactons, where
simple refers to the use of a single dimension to conveyessage, such as
rhythm or intensity. By concatenating simple tactons that eachsemtra basic
action, object or concept, more detailed and specific messages nraatael c

A hierarchical tactonbegins with, and adds to, inherited properties fizane
tactons For example, a base tacton representing an incoming caBigreg this
with a particular tactile rhythm; a tacton inheriting frahis base tacton may
slow the tempo to represent a loved one calling, whereasex tastpo may
represent the incoming call of a boss.

A transformational tactorarbitrarily associates meaning to different dimensions
of the vibration signal. For example, the type of call (phone, tex), aiald be
associated with rhythm, and the ID of the caller could be Ededcwith
intensity. The transformational tacton design is the mostlyiaged given its
simplicity and ease of use.

The vibrotactile patterns found in vibratese (Geldard F. A., 195%) bea

considered an early form of transformational tactons. Sincéntieeof vibratese and its

early psychophysical studies exploring just noticeable diffe®ndscientists and

researchers have continued to explore human haptic perceptiondiiiresional values
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of vibration signals including frequency, amplitude, duration, body aitgé spatio-
temporal patterns. This is particularly important for tactsinse they rely on our ability
to learn and recognize individual dimensional values. In thisrdeghree types of
actuators are most commonly explored: Engineering Acousticsi¢®@r§; Audiological
Engineering Corporation’s TACTAID actuatGrand pancake vibration motors.

Tactile rhythm and body site have both been successfully usedigm deliably
recognizable tactons. Brown, Brewster and Purchase (2005) proposed téatile
rhythms: one rhythm of seven short pulses, another rhythm of four Idegspand a
rhythm of one short pulse then one long pulse. These rhythms have bestesvah the
fingertip of the index finger using a C2 tactor with 93% allerecognition accuracy
(Brown, Brewster, & Purchase, 2005); the volar side of theafon using a C2 tactor
with 96.7% overall recognition accuracy (Brown, Brewster, &cRase, 2006a); and in
the palm of the non-dominant hand using a standard vibration motidin(\ei mobile
phone) with 95% overall recognition accuracy (Brown & Kaares@{)6). These
rhythms have inspired similar designs in many applications, andthexeselves been
successfully applied: Lin and Cheng (2008) used the aforementioned rhythmsafimigere
tactons for use in pedestrian navigation to convey the directitbiaval ¢urn right, turn
left and stop where tempo was used to convey the distance to the next change
direction. Barralon, Ng, Dumont, Schwarz and Ansermino (2007) desthnesl tactile
rhythms to convey alert levels in physiological monitoring esdinetized patients; these
rhythms included a single long pulse, two short pulses and thrgeskiert pulses.
Overall recognition accuracy of rhythms was 96.3% when delivarednd the waist
using C2 tactors. The location of the vibration around the waistsponded to another

physiological cue: one of six different physiological events basedloch of the six

8 http://www.eaiinfo.com
" http://www.tactaid.com
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vibration motors were actuated (95.1% overall recognition accurBegwn, Brewster
and Purchase (2006a) also explored body site as a tacton parameieatiocaccuracy
was investigated for three equidistantly spaced C2 tactorheowdar forearm with
endpoints at the wrist and elbow joint (95.5% overall recognitionracgu Both of the
aforementioned explorations of body site as a tacton dimensioredtithe results of
vibrotactile localization studies by Cholewiak and his colleag@holewiak & Collins,
2003) (Cholewiak, Brill, & Schwab, 2004).

Intensity and more complex waveform variations, includegghnessand
envelopeshave also been explored in the context of tactons; but these persitmeve
not been as successful compared to tactile rhythm and body diee @ortext of tacton
learning and recognition. In particular, intensity, as well esguency, are not
recommended given the limited human perceptual resolution of theamedars in
addition to their unwanted interaction in standard vibration motorsh Sini¢ Wu (2008)
explored human perception of four intensity values (low, highgasing or decreasing
intensity) combined with four two-pulse (short-short, short-long, longtsitdong-long)
tactile rhythms. The intensity variations amsvelopesor gradual changes in intensity
over time (Gunther, 2001). They found a higher overall recognitioaracy for rhythm
(90.97%) compared to intensity (74.7% for envelopes, 86.11% for the two stati, lor
80.90% overall). With respect to envelopes, more promisingtsdsave been found by
Brown, Brewster and Purchase (2006b). Using a TACTAID actuaaceglon the index
finger, they found overall recognition accuracies of 100% and 92%gfadual
linear/exponential increases and gradual linear/exponentieleates, respectively.
Differences between actuators and/or stimuli presentation@hganhight have attributed

to these differences in accuracy; in particular, Brown, Bmwsahd Purchase used a
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longer presentation duration of two seconds compared to the sthardgion of 550 ms
used by Shieh and Wu.

Sinusoidal amplitude modulation (multiplication of a signal wih base
frequency with another signal of a different frequency) can bd t create vibration
signals by varying perceiveddughness Roughness as a tacton parameter has received
much exploration, but studies have shown that it is not as usefydazed to rhythm or
body site, especially when standard vibration motors are useuhriicular, Brown and
her colleagues have extensively explored roughness for tactorng hatih C2 tactors
(Brown, Brewster, & Purchase, 2005) (Brown, Brewster, & Purch2666a) and
standard vibration motors available in mobile phones (Brown &ré&soja, 2006); in the
latter experiment, roughness was simulated through speed variation-off pulses due
to hardware limitations. Brown and Kaaresoja found a decreas®drall roughness
recognition accuracy: from 80% (for C2 tactors) to 55% (fandard vibration motors).
In the aforementioned physiological monitoring application (Barralg, Dumont,
Schwarz, & Ansermino, 2007), roughness was used to communicate a chahge
direction of the level of alert: “roughness” indicated anréasing alert level, and
“smoothness” indicated a decreasing alert level; 88.7% ove@bnition accuracy was
achieved.

Given the arbitrary associations between stimuli and meahigd, learning
curves may be encountered particularly when large setsinofilisare used; further,
designs are limited in terms of the number of tacton paramatersliimensional values
that can be used without sacrificing recognition accuracyomacire general enough to
be applied to a variety of application domains, and thereforeaivésatile framework;
however, as satisfactory recognition accuracy is achiewaifieat most two or three

parameters with a few dimensional values each, it iscdiffio create rich, expressive
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languages from tactons (refer back to table 1). Furthetnioréerms of robustness,
repeated presentations are not an option during real-time commtmmicmatic alerts
and built-in signal redundancy needs to be further explored.

Haptic glyphs. Glyphs are visual symbols or shapes that convey information
where typically multiple parts of the glyph encode related @omplementary
information which may be constant or dynamic based on incoming ingu{Riaberts &
Franklin, 2005). This is in contrast to another form of visual commtiarcghrough
symbols, i.e., icons, which are static and convey a single mednamred by glyphs,
Roberts and Franklin (2005) proposkdptic glyphs or hlyphs in which meaning is
associated with force feedback parameters such as attfeigsion, friction or
vibration, depending on the location of the device’s interaction poidD or 3D space.
Haptic glyphs may be explored actively, passively, or asnsbowtion of both where
users are guided to different sections of the hlyph for aetipéoration within a limited
space. Roberts and Franklin presented several design prindplelyphs in that they
should be (1) well-structured such that the act of explorationtigtive and easy to
perform including straightforward transitions between parts tloé hlyph; (2)
compound/multifaceted in that meaning is associated with multipfgh parts to ensure
rich communication possibilities; (3) self-contained such thaiHdystand alone, cover a
small area (to simplify exploration in addition to memorizatiomj have no “holes” to
ensure a user’s interaction point will not “escape” duringraatxploration, which could
create confusion and frustration; (4) endogenous to ensure eagalarfition and reduce
frustration. Active exploration using a force feedback deviceasest while exploring
concave surfaces whereas convex surfaces create opportiamities interaction point to
lose contact with the object; this may be prevented by expltmsgnside of an object,

or by using a boundary to surround the outside of an object; (5) pre-attentiae litygh
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parts haptically “pop out” to grab one’s attention; (6) conceptuah that the
associations of meaning to force feedback parameters amdh lgmponents are
intuitive; and (7) intuitive such that users implicitly undangl how to explore and
navigate the components of the hlyph. Based on their proposee@tibaloframework
and design principles, Roberts and Franklin proposed two examméshlgynoptic
hlyph and cavern hlyph (figure 41). In the synoptic hlyph, differentspair a graph
(maximum and minimum values, roots, etc.) are each assbevitea groove where the
positions of raised and lowered surfaces within the groove cormatenguantitative
data. In the cavern hlyph, a virtual valley with adjustablelwidingth, texture and angle,
is used to convey information through the assignment of meaning téoteenantioned

parameters.

‘lurning poinl exploralion grooave

Figure 41.Two examples of haptic glyphs (hlyphs). Synoptic hlyph (left) elggooves
with raised and lower surfaces communicate attributes of a graph includimgum and
maximum values, roots, turning points, gradients and intersectiotigha cavern glyph
(right) where the metaphor of a cavern or valley is use@tannicate information by
associating it with those attirbutes showikdapted from “Haptic Glyphs (Hlyphs) -
Structured haptic objects for haptic visualization,” by Roberts, J.&CFranklin, K.,
2005, In Proceedings of the First Joint Eurohaptics Conference and Sympos
Haptic Interfaces for Virtual Environment and Teleoperator Systpm373.Copyright
© 2005 by IEEE. Adapted with permission.

Other variants of glyphs exist that are not defined in ternfisroé feedback, but

rather, vibrotactile stimulation. Moreover, as the most gémfinition of a glyph is a
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visual symbol or shape that conveys information, other intetfme$a have been
proposed. Osawa (2006) proposed tactile glyphs in which spatial variatieibsatéctile
stimulation across both hands determined the meaning of tlie glgph; the meaning
of a tactile glyph is defined only by the comparison of spatiahtion patterns between
the left and right hands. This design was proposed for a multinmodeersive learning
environment for teaching programming concepts.

Borst and Baiyya (2007) (2009) proposed haptic glyphs for collabonativel
reality through vibrotactile stimulation using a two-dimensioaalay of vibration
motors. Rather than use a visual heads-up display to communieagosition and
orientation of remote users, a palm-sized vibrotactile amas/used where the following
parameters were adjusted to create haptic glyphs: shapam@ddc curve or line
segment) in which vibrotactile stimulation temporally variezhf one end point to the
other; position of the haptic glyph on the display; orientationgesaaunt of times the
shape was traced; duration of trace; and the intensity profiléhe vibrotactile
stimulation. Moreover, the type/priority of the haptic glyphyntse conveyed by its
presentation. A haptic glyph may take precedence over and interrupt a hggtithat is
currently playing; or a haptic glyph may be superimposed onto &lglpph that is
currently playing. Any of the aforementioned parameters may betosessign meaning
to the haptic glyph; for example, in the application of collabezatirtual reality, Borst
and Baiyya used the position and orientation of a haptic glyphershape of a line
segment to communicate the position and orientation of a remoteansethe intensity
profile of the haptic glyph was used to communicate the identilyeofemote user. User
localization and recognition of the proposed haptic glyphs weraiageal in terms of
position, orientation and intensity recognition performance. Intempsdfiles that rose

then dipped, dipped then rose, or remained constant, werebsgdhaptic glyph traced
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10 times at one second per trace. Participants excelledns tef localization, and
orientation estimation was satisfactory at 21.1 degrees. Intgmsifye seemed to be
challenging with an average accuracy of 25% (3 out of 12).alitleors also explored
individual parameters, i.e., rendering of position, orientation onsitteirrespective of
the other parameters; for position and intensity, the shape eofltftgactile stimulation
was rendered as a point. They found a noticeable differencedretivese conditions
with individual presentations, at least for orientation and intgngroviding better
performance with significant differences. The authors spemilthat the challenges
associated with perceiving the proposed haptic glyphs could be dudtiglernvibration
motors being simultaneously activated as part of the line esgigrihis is likely given
that vibrations propagate and multiple vibration motor actuationsirdarence the
perceived magnitude (Cholewiak R. W., 1979). As with other formsoaiputerized
communication where multiple parameters are used to code meaaiefyl attention
must be paid to the interaction between parameters and how thegnad human
perception.

Although haptic glyphs are useful for specific applications thetisatility and
richness is limited given their structure in that thé éxitent of the surface area of the
skin is not exploited for communication and contextual cuder(back to table 1). Their
robustness, however, is strong, particularly for force feedbaszdbdaptic glyphs
(Roberts & Franklin, 2005) in which an active exploration environmeables users to
explore the components of hlyphs at their own pace. However, hagitsgthat use a
“tracing” function to apply repeated presentations of passiveotaittile stimulations
(Borst & Baiyya, 2007) (Borst & Baiyya, 2009) are not as usetul real-time

communication.
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Haptic icons. Haptic icons, orhapticons (Enriquez & MaclLean, 2003)
(MacLean & Enriques, 2003), in their most general definition, aptidhaignals, tactile
or kinesthetic, in which meanings have been intuitively oitrarily assigned to
individual dimensions of parameters, to be communicated througtypayof haptic
display. Most work related to hapticons has explored programnhafgles, defined by
waveform, amplitude, frequency, and/or duration, delivered pagdhvelugh a 1 degree-
of-freedom force-feedback knob. In this regard, Enriquez and Maql2893) proposed
a development environment for hapticons in which these sigmaikl de visually
designed or recorded in real-time. Simple waveforms could Ugeerisnposed,
concatenated, and locally/globally adjusted. Generated wavefooald be played back
through a knob at a set speed or actively explored at the wsar'pace. Waveforms
were recorded for playback as users manipulated the knob alosiggke axis.
Subsequently, MacLean and Enriquez (2003) explored human haptic percdgiaptic
icons to provide insight into what parameters and dimensionaesahight be most
useful for communication. They created of set of haptic iteaisvaried along amplitude
(12.3, 19.6, 29.4 millinewton meters), frequency (0.5, 5, 20, 100 Hz) and waveform (sine,
square, sawtooth) for periodic waveforms (duration was kept consRenticipants
perceived and rated the similarity between stimulations byngostimuli into groups
(different trials varied the number of groups) based on their astiomof similarity.
Multidimensional scaling (MDS), a dimensionality reduction teghaj was applied to
the perceived similarities (or dissimilarities) betweemuglations, mapping them into a
new Euclidean space in which axes represent the most saauotes. Within a two
dimensional space, MacLean and Enriquez found frequency to be#iesalient. Using
lower frequencies and a smaller range of frequencies (splgifi3, 7, 10, 16, 25 Hz), a

MDS of participants’ dissimilarity ratings revealed sossiency with respect to a
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smooth (sine) waveform and a “jerky” (square/sawtooth) Yesme MaclLean and
Enriquez speculated that larger and more extreme values ofricsguasked waveform,
and therefore, smaller, more contained values of frequencydsheulised to ensure
accurate perception of other parameters.

Chan, MacLean and McGrenere (2005) explored intuitive, vibrotacéfeic
icons in the context of application sharing among remote users.propgsed a novel
turn-taking protocol that used haptic icons, in the form of v@mtde stimulations
delivered through an augmented Logitect iFeel mouse, to convey atformabout
changes in controbf an applicationbeing in controlof an application andaiting for
control of an application. Meaning was intuitively mapped to the dsimns of
vibrotactile signals using a metaphorical interpretation—sde 2. The design of
vibrotactile stimuli for conveying cues fam control as shown in table 2, were decided
using MDS. Frequency (20, 60, 100 Hz), amplitude (500, 2000, 5000, &l06s\given
by Immersion Studio development environment and dependent on frequency) and
duration (a single 1000 ms presentation, or a 700 ms burst, followed @y ms delay,
and then another 700 ms burst) were varied to create 24 stivatlparticipants sorted
based on similarity (the set also included betianges in controlcues to ensure
differentiability fromin control cues).Waiting for controlcues were not included as the
authors were confident about their distinctness and intuitivenBss recognition
accuracy of the proposed cues was explored under various woddoddions: each
participant had to identify the aforementioned cues while paifig, in a random order,
a visual task (puzzle), audiovisual task (puzzle plus listen $peeific word) and control
condition (no task). An average of three minutes was requiredgdiimé learning phase,
which yielded an overall accuracy of 95% regardless of condition. As expectedyadbrkl

had a significant effect on detection time: on average, pamisifgaok longer to respond
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during the visual task (as compared to the control conditionyedlsas during the
audiovisual task (as compared to the visual task). Involving maodalities and
complicating the task seemed to further stretch attentionat@mutive resources. Cues
may be designed to be monatrusive to “break through” distractions and improve
detection time. The authors found aneontrol cue, IN++ (see table), to have consistent
detection times regardless of condition (control versus highklear); this was expected
since the cue was designed to be more intrusive since anodrenaesls to urgently
acquire application control. Overall, the impressive learning tanebe directly linked to
the intuitive metaphorical mapping between stimulation and meanimg.islin contrast
to lengthy learning times for haptic icons utilizing arbigramappings (Enriquez,
MacLean, & Chita, 2006), described next. Although the proposed methodslaggful

for a limited set of cues, building a rich, versatile languageld be challenging.

Table 2

Design of Haptic Icons for Application Sharing

Family | lconID | State Haptic Sensation Study 2 Label

Change | CH+ User has gained control of the shared | A short, weak buzz followed by a | Awake

of application short, strong buzz

Control | CH- User has lost control of the shared | A short, strong buzz followed by a | Asleep
application short, weak buzz

In IN User is in control of the shared applicaticn | A just-noticeable, periodic vibration Low Stress

Control | IN+ User is in control, but someone has gently | A noticeable, but not unpleasant, | Medium Stress
requested control periodic vibration

IN++ User is in control, but someone has urgently | A very  noticeable, somewhat | High Stress

requested control unpleasant, periodic vibration

Waiting | WAIT User has gently requested control A periodic, quick, light tap Bored

for WAIT+ | User has urgently requested control Two quick, light taps, delivered | Really Bored

Control periodically

Note The design consists of the haptic stimulatibaptic sensationin table, and
assigned meaning and metaphsigte and label in table, respectivelyReprinted from
“Learning and identifying haptic icons under workload,” by Chan, A., MacL&ng&
McGrenere, J., 2005, In Proceedings of the First Joint Eurohapticse@rde and
Symposium on Haptic Interfaces for Virtual Environment and TelatpeBystems, p.
435. Copyrighto 2005 by IEEE. Reprinted with permission.

To achieve a rich communication language, there must be an underlyi

framework for combining stimulations to create more complex, but irgyisiimulations
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that map to higher-level concepts. Enriquez, MacLean and Chita)(p8@posedaptic
phonemesthe smallest communication unit of a haptic signal (spetlifica simple
waveform with a fixed frequency and amplitude). Haptic phonemes aasigned
meaning, and then combined to crehtmtic words Enriquez, MacLean and Chita’s
haptic phoneme development follows three guiding principles: (f@rBntiable: haptic
phonemes should be distinct when used separate or together witptuthemes (i.e., as
part of a haptic word); (2) Identifiable: the learned meawing haptic phoneme should
be easy to recall; and (3) Learnable: the mapping between paptieme and meaning
should be natural and easy to learn. Haptic words may be ct®aidd concatenating
haptic phonemes, or (2) superimposing haptic phonemes.

In contrast to Chan, MaclLean and McGrenere's study (2005), Eariqu
MacLean and Chita explored arbitrary assignments of meanirttaptic phonemes
delivered through a haptic knob. Five waveform variations ngteg square, three
intermediates) and five frequencies (3, 7, 13, 18, 21 Hz) were usedate @5 stimuli
with amplitude adjusted across all stimuli for equal semisatiagnitude. These stimuli
were subsequently sorted, based on similarity, by participantsthen dimensionally
reduced through MDS. To ensure perceptual distinctness, nine stierelidecided upon
by selecting those with large separations along salient axes withinthdimensionality
reduced space: waveforms included triangle, square and onenadiate with
frequencies of 7, 10 and 18 Hz. The arbitrary association of meaning to sigeabkains
included conceptgrass flower and tree assigned to frequencies, ardueberry
strawberry and orange assigned to waveforms. Next, the learnability and ideatitia
performance of the nine stimuli were assessed. Participeants asked to learn the
mapping between sensation and meaning of the phonemes, and weteotesteir

ability to identify these associations through a sorting takk. 8ssociation accuracy of
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waveform and frequency were 73% and 81%, respectively, with iatgeand intra-
subject variation.

Most of the incorrect responses were due to learning assosidticorrectly;
indeed, four subjects struggled with incorrectly learning aasons. Rather than more
require extensive training to master arbitrary mappings, imgugissociations would most
likely help in addition to reducing training time; indeed, EnriqueacMan and Chita’s
study required an average of 25 minutes of training, whereas Ghaolean and
McGrenere's study required only three minutes of training and derattsthigher
recognition accuracy. Although the studies are not identicarmst of display device
and information being communicated, this loose comparison clearly shows the bénefits o
natural, intuitive signal parameter associations. Moreduarigquez, MacLean and Chita
found that, for a specific parameter such as frequency or favave intermediate
dimensional values were more difficult to recognize than endpdiiis observation
reflects the discussion earlier within the context ofalagt rhythm, body site and spatio-
temporal patterns are more useful communication parametensaoeunto frequency,
amplitude, duration or waveform, given that large setisiincthaptic signals are easier
to create as the latter parameters span a linear ratgering users to memorize often
closely spaced values and overcome just noticeable differences.

Haptic icons and phonemes lack two features important to a ethobr
framework for somatic information delivery: richness and robust(reser back to table
1). Haptic phonemes do not take into account contextual cues, suuh ersvironment
and/or body site, nor how meaning at the phoneme level influemoss creation.
Moreover, robustness is not included in the framework; themmoiige discussion by
Chan, MacLean and McGrenere (2005) who demonstrated the challengeabhge

intrusive, attention grabbing haptic icons, but this challenge stiliiresn
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Chapter 4
SOMATIC ABC'S

The proposed theoretical framewo&omatic ABC'(figure 42), supports the design,
implementation and evaluation of high level, intuitive, veélessaexpandable, efficient,
rich and robust somatic languages. There are three componémespimcess of creating
a somatic languagarticulate build and confirm or the ABC’s of somatic language
construction. Each is associated with an underlying design, implefoama evaluation
theory, respectively. The proposed design theory guides therwtiwt of the building
blocks of somatic languages, and how to combine them into higher denstructs,
eventual forming a somatic language that is both functional and ptaktipgementation
theory covers a more practical perspective of building aredjiating actuators into an
overall system, and system-level design considerations for functygmaiformance and
usability. Lastly, the proposed evaluation theory discusses hefietctively evaluate a
somatic language for distinctness and naturalness: two aSiltbat are critical for
somatic languages.

The proposed terminology (figure 43) is general to accommodate any madality
touch, from tactile to kinestheti®omatic phonemgsomatemegsare combined to create
somatic words (somatocep)s which are combined to creatsomatic sentences
(somatences For the abbreviation of somatic word, the suffieépt was inspired from
a natural word’s ability to evoke a genetahcept that may be made more specific with
context. These components make up somatic languagésomatuage Terminology
that targets specific touch modalities may also be used. &ailet stimulation
(deformations or movement across the skin), the languaggirgublocks becomeactile
phonemes(tactemey tactile words (tactacept} tactile sentencegtactencey all of

which make up ourtactile language (tactuag®. For kinesthesia, we havkaptic
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phonemes(haptemefs haptic words (haptocepty haptic sentenceghaptences and
haptic languagghaptuagg. Both may be further narrowed if needed. For example, for
vibrotactile stimulation, we hawgbrotactile phonemegvibrotemey, vibrotactile words
(vibrocepts, vibrotactile sentence@ibrotence} andvibrotactile languagdvibrotuagé.
Similar naming conventions may be used for other submodalitigsuch including
electrotactile, temperature, etc. Although the phizsetemeshas been coined before
(Lahtinen, 2008), it was proposed for human-to-human interaction. Ahdugh the
phrasehaptic phonemesvas first introduced for haptic icons (Enriquez, MacLean, &
Chita, 2006), the proposed definition of a haptic phoneme, within thet®oABC's
framework, is different from that defined by Enriquez, MacLemd Chita. In the

following sections, each theoretical component is described.

/ ARTICULATE yo BUILD o a0 CONFIRM .
(DESIGNTHEORY) | (IMPLEMENTATIONTHEORY) | (EVALUATIONTHEORY)
1. Take into account

functionality needs [ L il Gl
N ———— _—
SO ACCONn m 2. Formal evaluation*
performance needs _
—————

1. Identify application

3. Design distinct 3. Take into account *Evaluation of
. 1z : (1) Somatosensorydesign
somatic phonemes usability requirements S torme of distinernss
- — . . & naturalness
4. Design distinct & 4. Build and integrate (2) System functionality,

natural somatic words hardware & software ‘ performance & usability /

——

5. Design somatic Il 3. Improve design &
sentences _ system

Figure 42.Somatic ABC’s theoretical framework to support the creati@chemaluation
of functional and practical somatic languages, and their iritegrinto larger systems.
The theoretical framework has been defined in general, rather than foifec spedality
of touch, so that it may be applied to any type of touch-based stiomjlfxbm tactile to
kinesthetic. The framework consists of three theoretical compmnariculate (design
theory), build (implementation theory) and confirm (evaluation fje@ach theoretical

components involves multiple steps that support and guide theooredta somatic
language.
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Somatic Language (somatuage)

Somatic Sentences (somatences) +—=

A
- \

Somatic Words (somatocepts) <=l I

Somatic Phonemes (somatemes) ¢—=

Figure 43.General terminology, defined in terms of somatic (body releg®ahulation,

to accommodate any modality of touch, from tactile to kinesthBbmatic phonemes
(somateme@sare combined to creas®matic word¢somatocepds which are combined to
createsomatic sentencgsomatences These components make up a somatic language
(somatuage).

Somatic Language Articulation
The first step of incorporating touch-based information delivaety a computerized

system is describing and designing, herein referred dotiaslating, a somatic language.
To aid articulation, Somatic ABC’s provides a theory of desigolving five steps

(figure 42): (1) identify application; (2) identify smallesbmmunication units of
application; (3) design distinct somatic phonemes; (4) desggimeti and natural somatic
words; and (5) design somatic sentences. The proposeghdésiory is inspired by
natural, spoken language. Natural language is an integral part wetkireing providing

an expressive communication tool that we utilize in just abeetyepart of our lives

from social interactions to acquiring or disseminating knowletgeovides a means to
communicate with others either directly through social iatéras or indirectly through
reading/listening to what others have wrote or recorded. &ldamguage is a promising
candidate to use as a basis for a framework for somatgudme creation given its
versatility, richness and well-structured communication constriiceé., words and
sentences). However, these attributes come with a pricecdaimplex phonological,

syntactical and grammatical rules that govern language oswyired with an arbitrary
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association of meaning to words (with the exception of onamanppiage learning a
new language difficult.

Therefore, how might natural language inspire somatic languagigndes
contributing its desirable properties while avoiding high learninges® To achieve this,
Somatic ABC’s commonalities to natural language are metagthoisomatic ABC's
design theory does not attempt to approach the complexity of natural langueges of
its phonological, syntactical and grammatical rules; nos doattempt to approach the
versatility and richness of natural language. It does, howeverpvbanetaphorical
interpretations of natural, spoken language concepts; thesargigsl and contrasts are
outlined in figure 44 where language, phonemes, words and sentencempeged. The
creation of a somatic language begins at the highest levebwinerscope and needs of
the somatic language are identified; next, a bottom-up approadersitawhich somatic

phonemes, words and sentences are designed.

Language
Largely unique set of phonemes and words;
complex rules govern use

Somatic Language
Defined within the context of an application;
specific set of phonemes and words

Somatic Phonemes
Smallestunit of stimulation for application;
cannot be broken down nor has meaning

Phonemes
Smallestunit of speech; cannot be broken down
nor has meaning

==

Words Somatic Words
Phonemes are combined to create morphemes, Somatemes are combined spatio-temporally
which are combined to create words with stand- to create words with intuitive meaning
alone meaning; phonological rules tell us where associations; have root meaning, but based
sounds occur within syllables and words; words on environmental context, meaning may
have arbitrary meaning associations change; loose construction rules
Sentences Somatic Sentences

Words are sequentially combined to create Somatic words are combined sequentially or
sentences using complex syntactical and in parallel to create sentences based on
grammatical rules application needs (loose grammarrules)

|

Figure 44.Somatic language defined in terms of a metaphorical imtiaton of natural

language. Similarities and contrasts are shown between Inktongaiage and somatic
language for different communication components including phonemes]s and

sentences.
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Somatic language A universal somatic language with no limitations regarding
conceptual communication would be ideal, but such a language doe= eatsy; and if
it did, an arbitrary signal parameter association wouldt ikely be needed, which as
previously shown, requires extensive training and practiceata.lénstead, learning may
be simplified through use of intuitive signal parameter assonmtibut at the cost that
each application now has its own somatic language for touch-basedeigelif
information; this, however, is not very different from natulanguage in that most
countries across the globe have their own unique language wits awddohrases whose
meaning stem from societal and cultural norms. Often witlerstime country, multiple
dialects are be found. And just as languages borrow words and glirase other
languages, so, too, may somatic languages whose applicatiorss shdlarities.
Therefore, the first step in articulation isidentify the application for which the somatic
language is intended for. Although this step seems trivial nonetheless important as it
defines purpose and scope.

Within an application, information to be delivered to the user via tebobld be
summarized in terms afliscrete communication unithat may be associated with a
touch-based signal parameter; further, singallestunits of communication within an
application are recommended to achieve small word vocabulaitbs expressive
communication possibilities. This, however, is not a strict guideland higher level
communication units may be selected.

Any application where conceptual information will be conveyed nrbhay
applicable to Somatic ABC’s. Moreover, any application in whicdo@tinuous range of
data may be discretized becomes applicable to the framewtiskinformation delivery
requirement limits applications to those with levels of abstas above literal

translations. For example, sensory substitution approachestapplicable to Somatic
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ABC'’s given that a continuous stream of input is directly preseto the user. On the
other hand, a variety of applications do meet this requiremenéneing theversatility
of Somatic ABC’s in that it can accommodate the creation ofulzges for a diverse
range of applications. Somatic languages themselves camrbatile; communication
units will largely determine versatility where use of 8mallest communication units
may provide the greatest applicability of the language.

Somatic phonemesMetaphorically, in natural, spoken languages, phonemes are
the building blocksof communication in that they are the smallest speech ugdtd to
form words. Natural languages across the globe have diffeegésto§ phonemes, and
therefore, there exists no universal phonemic language. Synwenen considering the
extraordinarily large and diverse range of application domainswhich somatic
communication technology could be applied, achieving a universal sebroétic
phonemes is not likely to be feasible. Rather, each applicafi@@matic information
delivery may utilize its own set of somatemes for word amiesee construction; and
just as phoneme sets of certain natural languages may ovedahare similarities, so,
too, may somatemes of similar somatic communication applications.

Phonemes versus somatemes. Phonemes and somatemes are similar in that they
are metaphorical building blocks for spoken and somatic languagpectively, and
either cannot be broken down into smaller unit (figure 44). Sonestelike phonemes,
do not have meaning until they are combined to create words.igln contrast to
Enriguez, MacLean and Chita’s approach (2006) in which meaningdsiassl at the
level of haptic phonemewhich they define as the smallest communication unit of a
haptic stimulation. The issue of meaning association at the phorlergt (i.e.,
meaningful phonemgss that it limits how phonemes may be combined to creatalusef

expressive word vocabularies. This is clearly demonstrated witempaing to create
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more complex spatio-temporal words from intuitive phonemes: oirerall spatio-
temporal pattern should deliver a single meaning, rather thandividual components,
which may be spatially and/or temporally complex themselvespiidposed somatemes
lack an associated meaning to prevent any restrictions toaweation. As an example,
consider vibrotactile stimulation in which a vibroteme isoealized vibration with a
simple waveform and a fixed intensity, frequency and duration. Inythaaich somatic
language could be created from a very small set of distihobtemes (or somatemes)
when combined spatially and/or temporally to create a vocabulary.

Designing somatemes. During the initial stages of articulating a somatic
language, a critical step is the design of distinct soneggffigure 42); i.e., the smallest
physical stimuli that will eventually form somatic words. Digrithe previous steps of
Somatic ABC’s, an application has been selected, and itslesmatonceptual
communication units identified. These conceptual communication wmiesent the
somatic words of the language. If the proposed somatic word=e gdrameters such as
spatial variations (body site), temporal variations (e.g., rhytbm)spatio-temporal
variations, then only a small set (e.g., one or two) of somatemagy be needed. This is
because parameters such as body site or pauses between(stithel case of rhythm),
don't affect the low level somateme parameters, which, depending on the yadiitt
include

e Speed, indentation and/or duration for tactile stimulation (pressure or
movement across the skin) via tactemes.

e Frequency, amplitude, duration and/or waveform for vibrotactile
stimulation via vibrotemes.

o Force, degrees of freedom, speed, duration, frequency, wavefofar and
refresh rate for kinesthetic stimulation via haptemes. Havdy site is
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defined in terms of not onlywhich body part is moved, but al$mwit is
moved. Therefore, a hapteme applied to the hand which causesithe ha
to move in different directions may all be considered the dzapeeme

but applied under different contexts.

If words are defined in terms of parameters that do afigoakcomponents,
e.g., intensity variations or burst duration variations, then rsoraatemes will be
needed. Such word definitions, however, may be unlikely givenithative signal
parameter associations are easier for higher order stimuli.

Somatic words.In natural, spoken language, phonemes are combined to create
words where phonological rules guide their placement. Similadgatic words are
created from temporal concatenation of somatemes (in adddiepatial presentation
and/or spatio-temporal presentation of somatemes), but witloooplex rules such as
those that enforce natural language. Rules that govern somatits are largely
dependent on the needs of the designer and application. Within 8&B4&is, somatic
words enable rich, efficient and robust delivery of information througttouc

Vocabulary. A set of somatic words is the vocabulary of a somatic largguag
which may be expanded with novel application-specific words, or thogewed from
other languages if they both are intended for applications tha similarities. Just as
natural languages borrow words and phrases from each other, so, josomatic
languages. Borrowed somatic words are referred geasral wordsSomatic words may
also be strictly intended for a specific-application, or lichite the aforementioned
application by its design; these are therefore referreddpg@iation-specific words

For learnability and usability, vocabulary size should be Isrbatt a small
vocabulary size should not deter designers desiring rich, ex@essinatic languages.

Within the framework of Somatic ABC's, small vocabularidacilitate rich
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communication possibilities through context and stimulation variati(@escribed
below). Moreover, the ease at which application-specific neigé words may be added
provides designers with an expandable vocabulary, which is fuetiriched through
sentence construction.

In many instances, vocabularies may need to be augmented witih $tiat does
not follow the proposed somatic language construction nor retatthe intended
application. This is similar to natural language in which we hawels, or rathesounds
that are not made up of phonemes, but are still used to conveyngemmetheless. In
somatic languages, these “sounds” are referred to as soteatscgiven their usefulness
for directing or “grabbing” the attention of a user; or indiegtihe beginning and/or end
of a transmission.

Using context to alter meaning. In natural language, a word typically conveys a
general concept (person, object, event, etc.); it isn't unt8 jpdrceived in a specific
context (e.g., a social setting or topic of conversation), and daiweith a specific
intonation, that it conveys an exact meaning. This is alsofor somatic words in that
they convey general concepts urfélt within a context. Here, context refers to the
environment including thiody sitein which the stimulation is applied. That is, a somatic
word has a general, conceptual meaning, but once applied to the iplityarparticular
environment, a specific meaning is given.

Stimulation variations. In spoken language, tonal variations are commonly used
to ensure a word or sentence is successfully delivered (e.ceasimy loudness at a
cocktail party), or to alter the meaning of a word or sentéaae, make its delivery
sarcastic). Common tonal variations include changes in pitch @osus high), loudness
(volume or intensity changes), speed (duration) and rhythm (Grgé@7). In somatic

languages, transformations that are the equivalent to tanatiens in natural language
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are referred to astimulation variationslt is important to note that stimulation variations
are not affecting the original somatemes per se—but rather theyeptunally alter the
signal at the word level. Recall that somatemes arentifiest physical building blocks
of communication within a somatic language, and therefore, they dshmatl be
individually altered to avoid confusion. Stimulation variations operate on whole words
sentences rather than at a phonemic level, and are designeiitaiddotuitive, relative
recognition to simplify learning.

Using stimulation variations to ensure successful delivifriya messageln
spoken language, given the environment or setting in which communicabeoourring,
we may need to introduce tonal variations to ensure the sudcessivery of our
message. Spoken words are communicated through the auditory chdrdelmay be
noisy, in which case the loudness of a spoken word may be iedremsnsure delivery.
For somatic languages, the communication channel is the body, so we mustéefawa

e Sensitivity differences across the skin; if one body paltss sensitive
compared to another, a more intense signal may be needed.

o Underlying tissue and bone beneath the skin; bone structures may
inadvertently conduct stimulations.

e Surface area differences across the skin; in the chsebwtactile
stimulation applied to different body parts, the spacing and nuotbe
motors may need to change to accommodate variations in body part size
and skin area.

e Range of motion and degrees of freedom of a limb; kinesthetic
stimulation applied to one body part may not be applicable to emoth
body part that varies with respect to range of motion, degrees of freedom,
structure and joints.
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Given these attributes of the communication channel, we may toeapply
stimulation variations to accommodate spatial, structural aensory variations.
Moreover, these variations should be expected to occur across usaraseldawill have
lower sensitivity compared to younger users, whereas some uagreave smaller or
larger body sizes compared to others. Designers should also expeptysrdiferences
across users that must be accommodated individually.

The environment may also interfere with the delivery of theadigA common
problem, particularly in portable systems, is ambient noisest Mell phone users can
attest to missing an incoming call when the vibrating riogetis not felt—which
commonly occurs while walking or riding in a vehicle. In thesenages, ambient
vibrations experienced while moving might be circumvented thraugtincrease in
vibration intensity to ensure successful delivery. This is akin te&song the loudness of
voice during a noisy cocktail party.

Using stimulation variations to alter the meaning of a messagespoken
language, tonal variations are often used to alter the meanmgvofd or sentence; for
example, the same word or sentence can be made to sound serious or sarcastidewnith subt
intonations. Likewisestimulation variationscan be used to change the meaning of
somatic words or sentences. Stimulation variations should be applied topsicarakters
whose variations are indicative of their respective mearkng example, changing the
tempo of a vibrotactile rhythm should intuitively convey the ridied meaning carried
with temporal variations.

Stimulation variations should not introduce significant demandseims of
learning and training—these may be achieved through naturalyeetatinparisons. In
natural language, intonation is usually clearly perceived throetative comparison of

prosodic variations. Likewise, in somatic languages, stimulatemmtions that alter

131



meaning should utilize the simplicity of relative recognitiorotiyh comparisons with a
base signalFor example, a base rhythm, followed by a rhythm with a noteeaimpo
change, would simplify recognition.

Designing somatic words. Referring to figure 42, the next step in articulation is
the design ofistinct and natural somatic words. As discussed, somatic words are not
governed by complex phonological rules like the words of natarajuage. Although
design rules are largely left to the designer based onetbasrof the application, there
are guidelines that should be followed in term$eo€l of abstractionsignal parameter
associatiorandparameter value selection

Level of abstractionAbstraction levels, which were previously discussed, are
reiterated here in the context of articulation. Recall thatlével of abstraction varies
from literal translation (low level) tosymbolic(high level). At the lowest level, literal
translations are without abstraction; that is, informatiocoisveyed directly to the same
or alternative modality often after a cross-modal transfooméhat largely retains the
original content. Symbolic representations utilize a higher lefzabstraction to encode
information in an often metaphorical, conceptualized forns fiaramount that somatic
words utilize a high level of abstraction. Although literal tratishs provide a rich
channel of information delivery, extraordinarily high learning esrare encountered due
to sensory and perceptual differences between modalitieddBraeting the data stream,
only a discrete set of communication units need to be learndukedé tare distinct and
natural, learning is improved. Moreover, for Somatic ABC'daéouseful, applications
must have identifiable, discrete communication units to enabiel-lg@vel encoding;
since literal translations communicate a raw, continuous inpatsleeam, they do not
meet this criterion. Thereforspmelevel of abstraction is needed to at least identify

discrete words.
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Signal parameter associatiofRecall that signal parameter associations range
from arbitrary mappings(no relation between stimulation and its assigned meaning) to
intuitive mappings(stimulation is representative of meaning, or even elictenided
meaning when felt). Signal parameter association has portamt influence on the
learning curve of somatic words: as part of the discussion atedelvork, learning
curves for arbitrary mappings (Geldard F. A., 1957) (Enriquezbtat, & Chita, 2006)
were noticeably higher compared to intuitive mappings (Chan, Magl& McGrenere,
2005). The aforementioned literature suggests that stimulationsewp@sameters
intuitively encode meaning seem to support faster learnimgugh their inherent
naturalness. Therefore, intuitive signal parameter associagi@n<ritical if somatic
words are to be easy to learn and use.

Which association type, arbitrary or intuitive, supports lavgend vocabularies?
Although large word vocabularies have been achieved with arbiigmal parameter
associations (Geldard F. A., 1957), extensive is often requirgthtgyalntuitive signal
parameter associations may help build large vocabularies veltilecing training time.
Although no user studies have explored particularly large word vocgsulzuilt from
intuitive signal parameter associations, some relativgelasets have been explored
(Spelmezan, Jacobs, Hilgers, & Borchers, 2009) exhibiting promiisiirgng times and
accuracies. In practice, however, we must assume that sharkniit to the vocabulary
size at which point impractical training times, extensivectmwea, and reduced
distinctness between communication units will be encountered.at®orABC’s
circumvents this issue with promoting small word vocabularias dle just as rich and
expressive as large vocabularies through use of contextualsixte and stimulation

variations, as previously described.
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Parameter value selectiorJltimately, whichever parameters of a signal are
selected for encoding meaning should facilitate distinctnessiaturalness. Concerning
the latter, the selected parameters will largely dependbath the modality and
application, but in general, spatial (body site), temporal lfrhytand spatio-temporal
variations (particularly, saltation) have proven useful foeatng natural signal
parameter associations in applications ranging from navigatiarotor learning. Lower
order parameters, such as frequency, intensity, duration andowavior vibrotactile
stimulation, may not be as useful for instilling natural meaningth-the exception of
intensity for stimulation variations.

Concerning distinctness, careful attention must be paid to both esomaind
somatic word articulation (as well as when designing wdtition variations) to ensure
phonemes and words are distinct and recognizable from each otheugktsomatic
languages enforce no complex language rules, human psychophysipereeputual data
should be used as a guideline during articulation. For those parartetewill remain
constant (ignoring, for a moment, stimulation variations), a goaa atilthumb is to
select a value that humans are most sensitive to. For example, our sgmaitilatations
is maximum at 250 Hz (Verrillo R. T., 1963). For parameters wilitbe varied to
convey meaning, unique values should be chosen such that they are uadiycept
separable. For example, vibrotactile stimulation’s first ordénensions such as
frequency, amplitude and duration, at first glance, seem to bé&woafita wide selection
of possible parameter values, but humans struggle to learn amifyidaore than a
handful of frequency, amplitude or duration values (Geldard F. A., 1957).

Spatial, temporal (rhythm) and spatio-temporal parameters tgubvime more
opportunities for achieving separable stimuli that are percepuliatinct. But given their

diverse and extensive parameter value possibilities (coafigns, ordering, timing,
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etc.), spatio-temporal patterns may provide the most distincepatable patterns. Care
must still be exercised as spatio-temporal patterns teat siestinct during articulation,
may be perceptually similar once delivered to users. Also,ayverhd actuator sharing
should be minimized as much as possible to further enhance syafdhiDaniel,
Goldberg, Villanueva, Viswanathan, & Panchanathan, 2011). If spatio-tehgaditerns
are to elicit certain perceptual illusions, such as apparentmatirough saltation
(Geldard & Sherrick, 1972), then existing design guidelines should be cloBelyed.

Lastly, robustness must be an integral part of articulattothe word-level.
Previously, somatic alerts were discussed as a way to luiltbustness. Higher order
dimensions, such as spatio-temporal patterns, afford greatestmebs than simpler
dimensions. Regarding the latter, repeating a stimulus or domgtions are obvious
design approaches to ensure a message is noticed and percewedely. However,
such methods are time consuming, and not practical for most realplications.
Spatio-temporal patterns, on the other hand, may be expanded inthaaysprove
perceptibility while not excessively increasing time.

Somatic sentencedn natural language, words are spoken sequentially to create
rich, expressive sentences governed by complex syntactical rangmgtical rules.
Somatic sentences, on the other hand, combine words sequentially or in paralkejrand t
construction largely depends on the needs of the application. Hoglg vaoe combined
should be intuitive based on the application, and the spacing (pausesgrmeavords
should be sufficient (but not excessive) for accurate, timelgepion of individual
somatic words. Somatic sentences, combined with context and siimuwatiations,
have the potential to convey a rich content through limitlesati@ars. The benefit of
somatic sentences is that users need not learn each unigaacee once words are

learned, understanding their spatial arrangements and temporaltesmations should
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quickly follow assuming individual words can be recognized easilytianely. The same
is true for natural language in that sentences nevadhar seen before can be easily
understood assuming the receiver understands the individual wotlds séntence and
its context. Moreover, once a somatic word is learned irrégpeof context, the
specificity of its meaning will generally be straightforward to detased on context and
stimulation variations. This, too, is similar to natural languiageshich known words
used in novel contexts or when delivered with familiar intonatigng unique to the
word), are generally easy to understand.

Somatic words and sentences provide the efficiency neededfgime use in a
variety of applications. Compared to alphanumeric communication, piatieed
information delivery generally provides a faster meangre$entation. Obviously, faster
communication methods might exist once different modalities aredeved (vision,
hearing, etc.), but in terms of somatic communication speedgmireg information at a
conceptual level provides reasonable and practical tranemispeeds. Even when
considering touch alone, modality, of course, matters: particular rhedalsuch as
vibrations, provide a more efficient communication channel compacedsay,
temperature variations or chemical reactions due to presentitnes and delays

between stimuli presentation (Geldard F. A., 1957).
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Building a System for Somatic Language Communication
The first three building steps of Somatic ABC's (refeckbao figure 42) should be

performed simultaneously, taking into accotuntctionality, performanceand usability

needs during the selection of actuators, and their integration iatgea system. Inspired
by design requirements for vibrotactile wearable systemsd@man R. , Yanagida,
Noma, & Hosaka, 2006) (Rosenthal, Edwards, Villanueva, Krishna, McDakiel
Panchanathan, 2011), table 3 generalize these design requiramamidytpe of somatic
information delivery system regardless of portability or nabdity. The following

sections describe each of the three aforementioned requirefoerigilding somatic

language communication systems. Once these requirementsarentakaccount during
component (actuator, form factor, etc.) selection and integrptioming, the remaining
steps of the implementation theory of Somatic ABC’s maykxecuted: hardware and
software development and integration, followed by testing and debugmiegsure the

system is operating as intended.
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Table 3

Functionality, Performance and Usability Requirements during the Consiruatia
Somatic Language Communication System.

Functionality Performance Usability

U  Expressive U Durable U Easyto learn
U Scalable U Reliable U Easyto use
U Reconfigurable U Efficient U Comfortable
U  Portable* U Long battery life* 1 Discreet
U Fast wireless U Easy to don/doff*

communication*®

1 Doesn’t hinder
movement*

* Applicable to portable systems (wearable or handheld)
Note. Criteria for functionality includexpressivenesscalability, reconfigurability, and

portability. Criteria for performance includéurability, reliability, efficiency long
battery lifeandfast wireless communicatiohastly, criteria for usability includeasy to
learn, easy to usecomfort discreetneseasy to don/dofanddoesn’t hinder movement
Functionality requirements. After articulation, the first step is to choose a
relevant actuator whose functionality meets the needseofpiplication and language
design. An actuator should be selected that supports the modalipaamdeter values of
the somatic languageExpressivenessoriginally proposed by Lindeman, Yanagida,
Noma and Hosaka (2006) within the context of vibrotactile displis generalized here
to refer to an actuator that supports access to applicationgeglimensions and values.
Moreover, the interaction between dimensions must be takenasdount to avoid
unintentional parameter variations. For example, in standardvib@tion motor,
frequency and amplitude cannot be varied independently due to harlinveiations—

that is, changing one alters the other. If these parametessib varied independently,

more advanced vibration motors may be sought.
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Scalability and reconfigurability have been recommended for @biite
displays (Lindeman R. , Yanagida, Noma, & Hosaka, 2006), and elabaratéar
vibrotactile belts (Rosenthal, Edwards, Villanueva, Krishna, MGél, & Panchanathan,
2011), but may be generalized across any modality of touch. Sitglabthe capability
of actuators to be added or removed from a system without performance degradiation. T
importance of scalability depends on the application; specifidatiw many body sites
will receive tactile or kinesthetic stimulation, and howlwhis number vary. If multiple
actuators are required with separate or simultaneous tamtivéhe system must support
increases in actuators. Reconfigurability refers to thee eaf system modification
including altering parameters values (via an Application Prograg Interface) and
changing the location of actuators on the body. Reconfigurabilityomagore useful for
designers and developers, but its relevance to users should notobedjgparticularly
when considering sensory, perceptual and body proportion differaomess users where
reconfigurability and adaptability may enhance usability.

Lastly, portability is another important criterion of functibtya but this
attribute’s relevance depends on the application. Desktop applgatinmously do not
apply here; portability is reserved for wearable or handhatéss that are intended to
be used “on-the-go”. With portability comes stringent performaak usability design
requirements not found for desktop or stationary systems, described below.

Performance requirements.The performance attributes of table 3 are borrowed
from vibrotactile belt design (Rosenthal, Edwards, Villanud&ashna, McDaniel, &
Panchanathan, 2011), but generalized here for somatic informativargelystems of
any modality. Real world use necessitates a rigid, durableed® prevent breakage. To
ensure consistent, repeatable system operation, reliabilitytisal. And actuators must

allow for efficient presentation speeds otherwise usersmnwilhave the patience to wait
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for information to be delivered. Without these performance criteridjlitgavill decline.
Lastly, for portable systems, a long battery life and fastléss communication speed
are advantageous and aid usability.

Usability requirements. In terms of usability (refer to table 3), somatic
communication systems should facilitate the initial stagdarofliarity and learning, and
be user friendly to support and welcome continued use while mingnizustrations.
These attributes are attainable through Somatic ABC'’s legél of abstraction and
intuitive signal parameter associations, as previously itbestiWearable systems should
be comfortable; and regardless of portability, if a systemmsed in public, it should be
discreet in terms of physical appear and noise to avoidadisty people nearby
(Rosenthal, Edwards, Villanueva, Krishna, McDaniel, & Panchanathatt).2Gor
portable systems, Lindeman, Yanagida, Noma and Hosaka (2006) edszniearable
vibrotactile system of limited cumber as one that is @éasyon and doff, and doesn’t
hinder movement. These attributes apply to portable somatic iafiomm delivery

systems in general.
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Confirm Somatic Language through Evaluation
After articulation and implementation, the somatic language bievaluated for two

important traitsdistinctnessandnaturalness

Distinctness: Users should easily perceive the differene®geen somatic words
to improve recognition time and accuracy, and reduce confusion atcafien.
Somatic words that are distinct, even after context changes tamalasion
variations, aid usability in terms of both ease of learning and ease of use.
Naturalness: To further enhance learning, and potentially irpregall and
reduce cognitive load, somatic words should be perceptually wetuiomatic
words need not be natural to the extent of literal stimulationdeauting should

be minimized in that it is quick and straightforward.

In addition to distinctness and naturalness, the aforementionediohality,

performance and usability design requirements must be confirmed:

Functionality: Does the expressiveness, scalability and recoalidity of
the implementation satisfy the needs of the application? If ppé&cation
requires a system that must be used “on-the-go”, is the imptatimn
portable in either a handheld or wearable form factor?

Performance: Does the durability, reliability and efficienof the
implementation satisfy the needs of the application? For pergdtems,
many applications require sufficient battery life and fasireless
communication—are these features present?

Usability: Is the system easy to learn, and subsequently,teause? Is the
system comfortable and discreet? If portable, is the mystesy to don and

doff, and by how much is movement hinder?
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Pilot and formal evaluations. The aforementioned criteria and requirements
should be evaluated in two stages: pilot testing, and themmalfevaluation. A pilot test
is a quick, informal user study involving two to three participaAts a first step, the
purpose of the pilot test is to obtain initial insight into distinctness and naturalness of
the somatic language. In this regard, participants should besespative of the target
user population, unless difficult to procure. Moreover, experirhestings need not be
completely realistic for initial test runs. On the other hand, for dewaluations, enough
participants of the target user population should be obtainatstoeerepresentative data
for analysis including significance testing. The experimenttihgeshould be as close to
those in which the system will be used, but it is often usefdegin in a controlled
laboratory setting, and then progress to more complex test envinsimesubsequent
formal evaluations. Both pilot and formal testing should invahree stages, described
below, when assessing the psychophysical response of a somatic langugge desi

¢ Familiarization: Participants are introduced to the sontatiguage, and
invited to feel communication units in an interactive, casual session.

e Training: Participants are randomly presented somatic wdads
recognize in a timely manner. The experimenter confirms dorrec
guesses, and corrects misclassifications. Each participagtegses to
the testing phase only after a certain level of performasmaeached
during a training trial, which is typically accuracy anywheegwveen 70-
90% depending on the application. If performance is not reached, another
training trial is repeated.

e Testing: the testing phase is similar to training with tkeeption that no

feedback is given by the experimenter, and it is more extensieEms
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of the number of trials to confirm that participants have éddiearned
and mastered the proposed somatic language.

To avoid excessive user study durations when evaluating both wadds a
sentences, the training phase for somatic sentences may belsippicipants may be
familiarized, trained and tested on somatic words, and thenybfeaftiliarized with
combinations of words (somatic sentences) before being tastml sentences should
theoretically require no additional learning (beyond a brief fanzbaion).

Objective evaluation. Somatic word and sentence recognition accuracy,
misclassifications and the number of training trials miewbjective insight into both the
distinctness and naturalness of somatic languages. A confuaiom man help visualize
which words were easy to recognize, which were difficult tmgaize, and which were
confused. For somatic words that lie on a continuous, but discreterey® of data, “off
by one” misclassifications may be satisfactory depending erapiplication. Care must
be taken to design a vocabulary where each somatic wordirecgistherwise, stimuli
will be confused resulting in reduced recognition accuracy, whicheeaily lead to
confusion, frustration and reduced usability. Hesitation may bkely sign that the
proposed somatic words and/or sentences are not intuitivesfdtesr response time
during recognition should be recorded and assessed.

Subjective evaluation.A post-experiment questionnaire may be used to obtain
(1) user feedback regarding usability criteria (table 3L ikart scales; (2) an assessment
of the naturalness of each somatic word by first creating derext list of those found
most natural to least natural, followed by grouping those thghtnibe described as
‘excellent’, ‘acceptable’ or ‘unacceptable’ in terms ofunalness. Somatic words rated
‘excellent’ are intuitive and further improvements would bsignificant; those rated

‘acceptable’ could be improved to enhance intuitiveness; ané thsd ‘unacceptable’
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need major improvement as they were not intuitive, possihlgiitg increased training
time, hesitation and/or confusion. Note that distinctness mflienaturalness: somatic
words that are too similar may often be confused, reducingitttaitiveness. Another

alternative to ordering somatic words in terms of naturaliseise use of mean ratings
via Likert scales. Lastly, experimenter observations combingduser comments during
and after the experiment may be useful for drawing connectionedetobjective and

subjective results.

Pilot tests to initially gauge functionality, performance anabilgy criteria are
also recommended. Such quick tests will help with any prelimiradjystments
regarding implementation: form factor, actuators, etc. Aftt pesting is completed,
design and implementation changes should be made before the évahadtion begins.
The importance of this step cannot be stressed enough: piloigtestl help reveal
design and implementation flaws and shortcomings that must be dhangefined to

reduce issues during formal evaluation.
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Chapter 5
APPLICATION #1: AUDIO-HAPTIC DESCRIBED MOVIES

As most content portrayed in a movie is visual, it is notri&ing that movies are largely
inaccessible to individuals who are blind or visually impairedhdlgh access to
conversations, sound effects and musical scores enables pamtialehension, a lack of
visual information (appearances, interpersonal interactioral f@xpressions, etc.)
prevents a viewer from completely interpreting and appreciatifigr. The accessibility
of visual cues may be improved through an audio description (Ben2&k4), also
known as descriptive video service (DVS), which is a narratiah describes a film’'s
visual content largely inaccessible by audio only. The descriptbrise narrator are
added to the existing audio track while avoiding overlap wibhversations, sound
effects and, to some extent, musical scores.

Since first being developed in the 1970’'s by Gregory Frazieyde&, 2005),
audio descriptions have proven useful for improving the aduktgsof films, television,
plays, museum tours and sporting events (Whitehead, 2005). Througpus-based
analysis across 91 audio described films, Salway (2007) founddsefraquently used
words; and through contextual analysis, identified content conynpamtrayed by these
words. The most frequently used words fell into one of the followatggories: actions,
objects, scenes, characters and their body parts; and wezedutdi convey information
pertaining to characters’ appearances, locations, interactiowsioaal states and their
focus of attention.

Audio descriptions have several major drawbacks given thesdivesf the
content they are designed to describe; for example, considerviimsityi of films and

television shows, which may vary in terms of genre, structaezies and characters. The
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following list describes scenarios in film and television whaueio descriptions are
limited:

e As audio descriptions should avoid overlapping all dialogue wighifiim to
avoid confusion and distraction, scenes with continuous dialogue nprese
challenges during description given limited dialogue-free gapis. is also true
for scenes with abundant sound effects or musical scores tha@rgant for
understanding a film. For example, these might be sound effectpettiain to
the actions of characters in absence of dialogue; or background tmatssets
the tone of a scene, or pertains to the emotional state of actdraMany films
have extensive dialogue at least in particular scenes, and rabwsibn
programs, such as soap operas, games shows and news progranostgre m
dialogue.

e Fast paced films, such as action films or other genres thatawion sequences,
are difficult to narrate given the slow communication speefisaudio
descriptions compared to visual depiction. Hence, during scenés shwirt
sequences, each of multiple character actions or eventslifticsit to verbally
describe all relevant information in the allotted time. Evennatirae is available
during silent sections of a film (between scenes, betweeogdel etc.), audio
descriptions are still abridged to fit within silent gaps.

¢ Although audio descriptions aim to convey only the most pertinevisoél cues
that are critical to understanding and enjoying a film, sorfrasfirequire
extensive audio descriptions due to their complexity and wealth of relasaat v
content. In such scenarios, the viewer is aurally overloaded wdthal

descriptions, making the movie viewing experience tiring (Benecke, 2004)
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e Lastly, given the limited time in which an audio descriptioprissented, verbal
descriptions are abridged; but descriptions usually provide enoughatfon to
acquire a vague idea of what is happening in a scene. Often, éroweere
details are useful for aiding interpretation and visuabmabf scenes within a
film. For example, movements and positions of people and objects aneoodym
found in audio descriptions, but this information is presentedivelat losing
accuracy—for example, “John enters the room” or “Mike standstpeRusan”.
As another example, the rich, communicative expressions offate are
summarized such as “Doug smiles” or “Julia frowns”. In thesenarios, the
richness of the visual content is lost, which could attribute to poderstanding

and visualization as well as reduced enjoyment.

To communicate the aforementioned visual cues missed by audio descriptions, an
alternative modality may be employed. Given that vision isvaiteble, and hearing
perhaps overloaded, touch offers a promising channel for preserfongnation during
movie viewer. Several approaches have been explored, desdnbthe following
section, for enhancing the realism of movies with veridioath sensations to convey
character experiences and emotions. Although these approachesmpraye the
experience and entertainment of movie watching, movie comprehemsignstill be
challenging without access to a film’s content such as visual, edralcues.

The following presents an overview of opportunities where h&ypao augment
audio described films to overcome the limitations of narratdé€lovmedia. In particular,
the aforementioned scenarios where audio descriptions are limitexV/reed:

e During situations in which the auditory modality is not avadafor receiving

audio descriptions, such as during continuous dialogue, sounds effeatsior m
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pertinent information may be offloaded to touch. Care must be takem hveipgic
descriptions overlap with audio (discussed later).

e Although the bandwidth of touch is not as high as vision, utiliath haptic
and audio descriptions during fast paced scenes may enablesseatption of
more relevant visual content compared to using only one modalitgxaanple,
during an action sequence, audio descriptions might communicatetithes aof
characters (e.g., “John begins to run away”) while hapticriggisns convey
movements (e.g., a vibration patterns indicating the directiomhich John is
running).

e For films that overwhelm users with seemingly continuous verltsriggion of
visual content, information may be offloaded to the senseumhtto ease the
burden on the viewer’s auditory modality.

e Lastly, haptic descriptions can complement audio descriptlmn conveying
additional, but relevant information. For example, audio descriptiend to
convey movements and positions relatively. However, to actynaseialize a
scene, and appreciate the rich social interaction dynamicedbar, knowledge
of detailed character positions and movements are useful. In gjaisdrehaptic
descriptions may convey more precise positions and movements th&ing
surface of the skin. Other visual, non-verbal cues, such as facial expsessay

be made more accessible by providing further detail though touch.

As a first step toward these goals, the position of onscreemotlies were
targeted in terms of (1) their location across the scre®nthgir distance from the
camera; and (3) their movement across the screen. Theopssénd movements of
characters were associated with vibrations deliverednar the waist using a belt of

vibration motors. Vibrations felt around the waist are known to beiwdupr conveying
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directional information (van Erp J. B., van Veen, Jansen, & DopBDG5). Moreover, a
useful method for conveying distance-based information via touthrasigh tactile
rhythms (McDaniel T. L., Villanueva, Krishna, Colbry, & Panchanatl2&i,0) where
temporal patterns of vibrotactile pulses represent diffezenteptual distances such as

close, middle and far.

Related Work
Haptic feedback has been extensively explored toward enhativingealism and

immersiveness of virtual reality, simulations and gamingugh kinesthetic and tactile
stimulations that mimic or relate to those found in realitywell-known example is
force-feedback joysticks and vibrating controllers for gamiregius enhance enjoyment
through realism and immersion. Within the last decade, resrarahd designers have
begun to explore haptically augmenting video media, in particillas and television
shows. O’Modhrain and Oakley (2003) proposed interactive televisidrguzh TV and
presented criteria for such systems including ease ofindentegration into existing
television use; rich haptic feedback for versatilityd affordability. They developed a
haptic remote control with a two degree-of-freedom knob (figuyewllsich was used to
enhance cartoons by enabling viewers to feel onscreen a¢égty the buzz of a bee) as
well as interact with the visual content (2004). O’'Modhrain andl€yatermed this
presentation interactioim which viewers can alter the presentation of contenthbuits
structure. For example, in one cartoon, viewers watched aaractdr rode a bee, and
felt the movements of the bee across the screen via @ kapti. By interacting with the

knob, viewers could influence the bee’s movements.
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Figure 45.Haptic remote control for adding haptic feedback and interctioivideo
media. Reprinted from “Adding interactivity: Active touch in broadcast mgdby
O'Modhrain, S., & Oakley, 1., 2004, In Proceedings of the 12th Internationgb&um
on Haptic Interfaces for Virtual Environment and Teleoperator fystep. 293.
Copyright © 2004 by IEEE. Reprinted with permission.

Gaw, Morris and Salisbury (2006) developed an authoring tool fongdéptic
feedback to video media. The authoring environment allowed playbad@esf content
at variable speeds while recording the movements of ach@ptce-feedback) device
with the option of adding and editing force vectors to create sharp impulsesneeeed
(e.g., to simulate an impact). While watching the authored movieeveer holds the

joystick of the haptic device, and experiences movements and attiens related to

onscreen characters.

Lemmens, Crompvoets, Brokken, van den Eerenbeemd and de Vries (268€9) we

the first to explore the use of wearable haptic technologyeliciting the emotions of
onscreen characters to enhance immersion. They proposed aj&aie consisting of

64 vibration motors evenly distributed across the torso and amguosg#6). The basis of
their approach is that the bodily reactions that accompanyiamofe.g., those
experiencing fear will often feel chills down their spine) nizy simulated through
spatio-temporal vibration patterns, and used to elicit thepewtive emotions. A user
study was conducted to explore if simulated bodily reactions eataneovie viewer's

emotional immersion. Participants watched seven differeniev@ips (each targeting a

specific emotion such as love or fear); their presentation raadomized, but clips
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without actuation were always presented before those with augghetitbrotactile
patterns. The patterns were drawn from a set of 40, eachredspy idioms or
interactions found in social touching. Questionnaire results Eddhlat participants
experienced greater immersion and emotional response whemgieklys with haptics,

although potential order effects need to be investigated.

Figure 46.Movie enhancing tactile jacket with 62 vibrotactile actuatorsidiged across
the torso and arm$keprinted from “A body-conforming tactile jacket to enrich raovi
viewing,” by Lemmens, P., Crompvoets, F., Brokken, D., van den Eeradpd., & de
Vries, G. J., 2009, In Proceedings of the Third Joint EuroHaptics camfer and
Symposium on Haptic Interfaces for Virtual Environment and Teleopesgisiems, p. 7.
Copyright © 2009 by IEEE. Reprinted with permission.

Cha, Oakley, Ho, Kim and Ryu (2009) proposed a framework for encoding,
decoding and broadcasting haptic media in MPEG-4 videos. Haptiatiseissas part of
the movie viewing experience included passive spatio-temfamtake stimulations (what
they calledinear haptic medig and active haptic exploration of 3D objects and surfaces
(what they callednonlinear haptic medja The framework is composed of three
components: content authoring during which haptic media is cremtagmission of

media, such as streaming over a network; and user viewing atd inggraction during

which a viewer feels linear haptic media through a glove-bagstdms (figure 47); and
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haptic interactivity is mediated through a hybrid haptic devicpire 48). The glove-

based system consisted of two wireless gloves each witHigibraotors attached to the
back of the fingers and hand. Tactile content is authored on ttpe afxisting video

using an authoring/editing tool (Kim, Cha, Oakley, & Ryu, 2009) in whiwes may be

drawn onscreen using tactile brushes of different sizesréndiee is related to vibration
intensity). This input is used to create a low resolutioril¢éadgtdeo where each “pixel” is
mapped to a vibration motor on the glove—that is, 10x4 “pixels” eftlctile video are

mapped to 10x4 vibrators on the glove. A force-feedback device mageldeto mediate
haptic interactivity; Cha et al. utilized a hybrid device conmg force-feedback with

tactile stimulation delivered to the tip of a finger.

Rahman, Alkhaldi, Cha and Saddik (2010) proposed authoring YouTddesv
with tactile content to be displayed by a vibrotactile jackebedded with vibration
motors. They created an authoring/editing environment where gpatfmral vibration
patterns are specified to create a tactile video (arkEselution grid of tactile pixels
where intensity is depicted by brightness). The haptic medmersconverted into XML,
and embedded into any YouTube video. Anyone with a tactile disptajeel the haptic
stimulations embedded in the video while viewing its synchrorézetiovisual content.
The authored haptic content could represent experiences of thoseeongor example,
the impact of a boxer being punched.

Among the aforementioned approaches that have been proposed, those using
force-feedback devices might have too high a cost for the avemagumer. In this case,
tactile displays present a promising alternative. The vibliadisplays and
authoring/editing tools of Lemmens et al. (2009) and Cha e2@09] could be used to
display both emotional content (what characters are experggras well as non-verbal

cues such as position and distance of onscreen characters (tisecofothis work).
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Lemmens et al. focused on emotional content, and did not explawetdrgposition and
distance. Cha et al. explored movement to some extent, but thoroudiojpisysical

testing was not conducted to learn how well users can locdlizatiens as they are
associated with onscreen positions. Moreover, communication of disthbjects in a
scene was not explored. Lastly, these systems were nedgeavard individuals who
are blind or visually impaired—a user population who experienoesies very

differently compared to sighted movie goers; in particularjrtegration of haptic media

with both the movieand audio descriptions must be investigated.

Figure 47.Tactile stimulation felt over time using a glove-basedesydbr experiencing
authored tactile video. Red dots represent actuation, and theisitgteorrelates with
vibration intensity.Reprinted from “A framework for haptic broadcasting,” by Cha, J.,
Oakley, I., Ho, Y.-S., Kim, Y., & Ryu, J., July-Sept. 2009, IEEE Multimesi{i), p. 21.
Copyright © 2009 by IEEE. Reprinted with permission.
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Kinesthetic device Pneumatic controller Pneumatic array

LN

Pneumatic tactile device Pneumatic tubes
Figure 48.Hybrid haptic device for experiencing haptic movies using a fiedback
device combined with a tactile display for the fingeeprinted from “A framework for
haptic broadcasting,” by Cha, J., Oakley, I., Ho, Y.-S., Kim, Y., & Ryu, J.,Shgt-

2009, IEEE Multimedia, 16(3), p. 24€opyright © 2009 by IEEE. Reprinted with
permission.

Proposed Approach
This section presents the proposed somatic language for comrimgittest non-verbal

cues of position, distance, and movement of characters withirerascgnes. The details
of applying the theories of Somatic ABC's to design, developesatiiate the proposed
somatic language are covered including discussions relatedcsigndend performance
criteria.

Articulate. The application was identified as augmenting audio descrilmasl f
with haptics; in particular, complementing audio descriptions wilthations to convey
the position, distance and movements of characters acrossréd@n. The scope of the
proposed language will be limited to communicating the positiomanegments of one
character at any given moment, although scenes may involvepl@uttharacters.
Moreover, as a first step, scenes will be limited to theigh dialogue with limited
movements involving two or three characters. More complerescavith fast paced

movements (such as action scenes) will be explored as part of futle wor
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For any given scene, positions and movements from one camera peespéc
be conveyed, rather than changing the perspective of the s@matounication system
each time camera perspective is altered (which could beptaufimes within a single
scene). This is similar to how audio descriptions setup aescéastly, the
communication units of the proposed somatic language, which wilisbd to form a
haptic description for films, may overlap with audio descriptiand/or audio content
from the film itself. A film with both an audio descriptiomchcomplementary haptic
description &udio-haptic descriptionwill be referred to as aaudio-haptic described
film.

The qualitative distance of a character from the camerades a useful choice
of communication units in that it ensures a small word vocabulary for simpgéaeaing.
Three distances are proposaiose middle and far. While a finer discretization is
possible, more distances may not enhance the visualization eha aod complicate
learning with a large vocabulary. Recall that high level tants, although not as rich as
low level representations, simplify learning. Intuitive sigpatameter associations must
also be achieved. To meet this requirement, tactile rhytfmagetitive temporal
variations of vibrotactile stimulation) were used givenirtlseiccess at communicating
interpersonal distances (McDaniel T. , Krishna, Colbry, & Pamatian, 2009)
(McDaniel T. L., Villanueva, Krishna, Colbry, & Panchanathan, 2010).

The next step in Somatic ABC'’s is the design of distinlbtotemes. To create
three distinct rhythms (representing the words of the lagejughree distinct vibrotemes
were selected: short vibrotactile pulses of duration 1000 ms, 300 ms and 10CauseBe
a higher order dimension, namely rhythm, was utilized in wagdtion, alteration of low

level vibroteme parameters was avoided, and so only a fewtemes were needed.
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Each vibroteme varies with respect to duration—vibratiogueacy, amplitude and
waveform remain constant across these stimulations.

Using the aforementioned vibrotemes, three distinct and irguitibrotactile
words are proposed, depicted in figure 49; these words reptibsetitree previously
described communication units of conceptual distance. As shown lf@rstructure of
these rhythms, distinct representations were sought through vérgyihdourst and gap
duration between the rhythms. Indeed, extensive pilot testing leelvgserceptual
distinctness. Natural vibrotactile words were sought throagtiesign influenced by
common radar systems in which the length of pauses between audipteibdicate the
distance of an approaching threat. If the threat is far, baepspaced far apart; as the

threat approaches, the pauses shorten until the stimulus becomes a asttaem

1000 ms 400 ms

I 100 ms 100 ms 300 ms
f \ "M l 5

I LJUUEL

Near Middle Far

Figure 49.Proposed vibrotactile words for communicating the distance dfasacter
from the camera for use in audio-haptic descriptions. Eaclmhys one second in
duration. The rhythm representing a distance of near is a stiadyion; the rhythm
representing a distance of far consists of well separateds lmirshort duration; and the
rhythm representing a distance of middle falls between #dsemes: it consists of very
short bursts presented in rapid succession. These rhythms are modelediafteystems
where as a threat becomes closer to a target, the tempalibfeabeeps increases until
steady.Reprinted from “Audio-haptic description in movies,” by ViswanathanN.,
McDaniel, T., & Panchanathan, S., 2011, In C. Stephanidis (Ed.), HCI International
2011 - Posters' Extended Abstracts (p. 417), LNCS 173, Berlin, Heidelberog8pr
Copyright © 2011 by Springer Berlin Heidelberg. Reprinted with permission.

To enrich the proposed vocabulary, Somatic ABC’'s use of coniad

employed; in particular, vibrotactile words felt at different boslies represented
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different locations across the screen. Therefore, by combinimglation at a specific
body site with tactile rhythm, a more accurate position ofatdtars within a scene may
be presented. By varying these stimulations both spatially andotalty, complex
character movements may be conveyed. To mediate the presentatiomiaictilerwords
through body context, a vibrotactile belt offers a promising comeation modality.
Vibrations around the waist have been shown to intuitively convegctainal
information—e.g., where to move next for navigation applicatimas Erp J. B., van
Veen, Jansen, & Dobbins, 2005), or where people are standing iniaterattions for
aids for the visually impaired (McDaniel T. , Krishna, Balasotaaian, Colbry, &
Panchanathan, 2008). To ensure accurate localization, a limitedenwh vibration
motors were used; therefore, a discretization of positionssatinesscreen was needed.
Six regions (figure 50) were chosen as they provided a godeofifsbetween resolution
and ease of recognition. Each region maps to a vibration motor around the waist
Another design decision relates to the placement and spaciityaion motors
around the waist. Accurate localization of vibrations is needethsure ease of use and
low cognitive load. Cholewiak, Brill and Schwab (2004) exploredbrotactile
localization around the waist using vibrotactile belts vagyin terms of the number of
motors, and their placement and spacing. They found that vibretattihulation near
anatomical reference points were more easily localized ceup&y other sites.
Moreover, they found that end points also simplified localization.refaee, the
placement of motors within the proposed belt design incorporatedibsation motors
near the navel (one slightly to the ldft,, and the other slightly to the righR]); one at
each sidel(3 andR3 with only one neighboring motor; and to further enhance resolution
while maintaining satisfactory localization accuracy, a mdaietveenLl and L3, and

betweenR1 andR3 were added. Since the motors are associated with a lineaaydispl
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(characters across a scredr§,andR3were placed slightly before the sides to lessen the
“curved” feel of the display. Essentially, vibrations felt on b# side of the viewer’'s

waist correspond to a character on the left side of the screen, and si&e ver

Figure 50.Division of screen into six regions of equal width for auakgtic described
movies. Regions are labeled for referendelapted from the Wikimedia Commons:
Chaplin_The_Kid.jpg, http://en.wikipedia.org/wiki/File:Chaplin_The_Kid.jpg.
Individual vibrotactile words were temporally combined to tesentences
representing the movements of characters across thensemesd/or away/toward the
camera. Within a vibrotactile sentence, words presented teame motor—that is,
variations in distance only—were separated with a 100 ms gapilffotactile sentences
where words occur across different motors, no gap was necdstanrgen subsequent
words. A gap of at least one second was introduced betweesnsesntto separate
movements. These design choices were found to work well duristggsts. Although a

small vocabulary was utilized, through sentence creation antextpra rich and
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expressive somatic language was formed; and since communiisadiba high level of
abstraction—in particular, communication of concepts relatgubsition, distance and
movement—communication of this information is efficient and bbpaf keeping up
with regular playback speeds of films as verified through extensitiage

Regarding versatility, the proposed design applies to any viéelearmvolving
movements belonging to characters or objects. The design m@ybeal applicable to
social interaction assistants for the blind or visually ingghi(McDaniel T. , Krishna,
Balasubramanian, Colbry, & Panchanathan, 2008). Lastly, given thernhhedendancy
in movements—e.g., with simple linear movements, the most iamgocharacteristics
are the start and end points—the proposed somatic languagwasto be robust
through pilot testing. Even with more complex movements, not albtébtile words
need to be accurately perceived to understand movements of characters

Build. After articulating a somatic language to design audio-hagiscriptions,
the stimulations were implemented in a custom vibrotactilefbelhformation delivery
through a custom audio-haptic movie viewer (figure 51 depictsysem setup). The
audio-haptic description system was built under the guidanceoofat® ABC's
implementation theory. Design and performance requirementsiadestified and closely
monitored during construction. First, the design and implementatiomeofibrotactile
belt and its software are described, followed by a degmmigif the audio-haptic movie

viewer software.
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Figure 51.System setup for viewing audio-haptic described movies. Seugtved a
personal computer, headphones and custom vibrotactile belt. Audio ardrhegia are
delivered through headphones and vibrotactile belt, respectively.

Vibrotactile belt. This section presents the design and implementation of a
custom vibrotactile belt for displaying haptic media. Additionaldinare and software
details can be found elsewhere (Edwards, et al., 2009) (RosenthaldsdWillanueva,
Krishna, McDaniel, & Panchanathan, 2011).

Hardware descriptionThe system architecture of the proposed vibrotactile belt
is depicted in figure 52. The system consists of three mairp@oemts (Rosenthal,
Edwards, Villanueva, Krishna, McDaniel, & Panchanathan, 2011): contralle, tactor
module and the belt itself. The belt is made of flat nylon webbingirilsy 8 in.) worn
by adjusting its length through a buckle, which simplified donning and doffing. KWesuc
based implementation allowed for “one-size-fits-all” weditgtand comfort, which also
helped tactor modules maintain close contact with the waistighim contrast to Velcro-
based implementations which are geared toward specific waest and often loosen
during the duration of individual uses. The belt form factor plesia naturally discreet

device in that it integrates well with existing wardrobes.

160



Haptic Belt Command Control

Characterlnterface
/Termmal Menu

-f-ﬂ

Virtual COM port

(with Tactor Controllers)

ras

t Tactor Module

12C Power

Main Controller ie

[UART

Tactors on the belt
™
=y
N
- S

N e e e e e e e e

Control Box

Wireless Controller

-

Figure 52.System architecture of vibrotactile belt and command coReprinted from
“Design, implementation, and case study of a pragmatic vibrotactite’ by Rosenthal,

J., Edwards, N., Villanueva, D., Krishna, S., McDaniel, T., & Panchanathan, S., 2011,
IEEE Transactions on Instrumentation and Measurement, 60(1), p. 117. Copyright ©
2011 by IEEE. Reprinted with permission.

The control module of the vibrotactile belt consists of a microotbet (Arduino
Funnel IO with ATmegal68); wireless module (Bluetooth, IEEE 802.15.1); rpowe
supply; and enclosure (3.15 in. by 1.58 in. by .79 in.) with a pocket cépgily attach
onto belt and slide into position. It provides fast, reliablengl range wireless
connectivity between the vibrotactile belt and a personal computer. The pgyér is a
small, rechargeable Polymer Lithium Battery (3.7 V, 800 mAith & long battery life—
specifically, up to six hours of continuous use when fully charged.

The tactor modules of the vibrotactile belt consist of a eaimntroller (Atmel
ATtiny88); vibration motor; and enclosure (2.125 in. by 1.375 in. by 0.58 i vath a
pocket clip. The vibration motor is a coin vibrating motor vatldiameter of 12 mm;

when the system is powered, vibration motors run at a frequehdb0 Hz. The

enclosures of the control and tactor modules assist with system dyieatodl rigidity.
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Functionality design criteria of expressiveness, scalaldlity reconfigurability
motivated two key design choices: on-board management of vibketsitmulation by
individual tactor modules, and a “plug-and-play” styl&C |communication bus.
Communication between the control module and tactor modules is etkdigtan iC
bus of four wires: two for power, one for data and one for clock. Tawbdiules may be
plugged into (or removed at) any place along ffebus with up to 16 tactors supported
for useful scalability. At startup, bus addresses are dynlHyniassigned, enhancing
reconfigurability as novel arrangements may be created depemdihg requirements of
applications. The tactor modules themselves manage storage aesspro®f activation
commands sent by the control module, allowing efficient use eofcémtrol module’s
processing time. Expressiveness is achieved through the Nigrs#tithe vibrations:
different body sites may be stimulated based on which tactersa@uated; timing
variations may be used to create unique tactile rhythms; pidéke-modulation may be
used to vary vibration intensity; and lastly, these individuakdsions may be combined

to create rich spatio-temporal vibrations. The final version ofi®shown in figure 53.

Control box

Tactors /

12C Communication
Bus and Power Status LED

Figure 53. Vibrotactile belt implementation depicting tactor modules, abntrodule,
communication bus and belt. The status LEDs on each tactor meoeude used for
debugging efficiencyReprinted from “Design, implementation, and case study of a
pragmatic vibrotactile belt,” by Rosenthal, J., Edwards, N., Villanu&aKrishna, S.,
McDaniel, T., & Panchanathan, S., 2011, IEEE Transactions on Instrumentation and
Measurement, 60(1), p. 117. Copyright © 2011 by IEEE. Reprinted with permission.
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Software descriptianThe firmware of each tactor module receives and processes
commands from the control module. The control module’s firmware deagyned to
allow for maximum reconfigurability: it provides functionsrfcreating new belt
configurations, and storing and using existing user-defined speatipetrral vibration
patterns. These patterns are created through a graphicahteséace (GUI) designed
with learnability and usability in mind. The GUI was implemeénta both a desktop
computer and portable platform (PDA), and provides basic functipnaliterms of
connecting/disconnecting to the belt, creating patterns, and stotivatiag patterns on
the belt. Figure 54 depicts the GUI on the portable platforft) {fehere patterns are
created using dropdown selections; in the right of the figutactde rhythm authoring

tool was created to simplify authoring of haptic patterns.
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Figure 54 Graphical user interface of vibrotactile belt command cormolBDA (left),

and tactile rhythm authoring tool (righfReprinted from “Design, implementation, and
case study of a pragmatic vibrotactile belt,” by Rosenthal, J., Edwards/ilnueva,

D., Krishna, S., McDaniel, T., & Panchanathan, S., 2011, IEEE Transactions on
Instrumentation and Measurement, 60(1), p. 119. Copyright © 2011 by IEEE. fRdprin
with permission.
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Audio-haptic movie player. For loading and playing audio-haptic described
films, a custom viewer was implemented (figure 55). Theverewas developed in C#,
and uses a DLL to connect to and send commands to the bednvigpplication
Programming Interface. As shown in the figure, the GUI providptons for
connecting/disconnecting to the belt; loading different moviesamierclips; pausing or

stopping playback; and toggling haptic description on/off.

[ ————_Haptic beltconnection

Video player toggle button

Time elapsed

Audio-HapticVideo
clip play/pause and

stop buttons \

Haptics on/off switch

Figure 55. Graphical user interface of audio-haptic described movieepl&eprinted
from “Enhancing movie comprehension for individuals who are visuatlyaired or
blind,” by Viswanathan, L. N., 2011, Thesis (M.S.), Arizona State Universit$8.
Copyright © 2011 by Viswanathan. Reprinted with permission from author.
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Authoring. Films are manually authored with haptic descriptions by crgati
haptic track on top of the existing video and audio track. Thedh#&piik consists of
timing information and actuation commands. When designer-specifiexds paliong a
film's timeline are reached during playback, stored actuat@mmmands are sent to the
belt. Haptic descriptions comprise the aforementioned vibrigastords to convey
character locations across the screen, the relativencsta characters from the camera,
and movements of characters within a scene. In particular, haescriptions
communicate which vibrotactile words (stored in the control moddieisware) to
present along the timeline of the described film. Sequentiadgegmting words form
vibrotactile sentences without incurring additional storageespathe control module’s
memory.

Confirm. The proposed somatic language was evaluated through a user study
conducted in collaboration with Lakshmie Narayan Viswanathan a®fhis Master’s
Thesis (2011). The study was approved by ASU’s Institutional Review Bdaedaiin of
the study was to assess the proposed haptic descriptions for cemitgmaudio
described movies. This experiment constitutes the formalation described as part of
Somatic ABC’s evaluation theory. Extensive pilot testing w@asducted during design
and implementation, the results of which influenced the desigtheoffinal system
evaluated here.

Subjects. Ten participants (five males and five females) wepeuited for this
study. Each participant was awarded a monetary compensatios dédr$@articipating.
Of the ten, four participants were totally blind, four were lgghlind with low vision,
and two were visually impaired with low vision. Ages ranged betv@8eand 65 with the
following breakdown: four were between the ages of 20 and 29, one wesehethe

ages of 30 and 39, four were between the ages of 40 and 49, and one was between the age
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of 50 and 59. Nine of the ten participants stated that théghed movies with audio
descriptions. All participants stated that they watchediesoaverage number of movie
viewings per year was estimated at a little over one hundred films.

Materials and apparatus. Experimental equipment consisted of the custom
vibrotactile belt, custom audio-haptic movie viewer, and stereophbeadphones.
Seventeen audio described movies were selected, and &anfiem, a single clip was
chosen for haptic authoring. Clips were selected to satmfyfdllowing: character
movements within a conversational scene involving a maximum of thregctdrar Clips
had an average duration of 2 minutes. The majority of films fellnuhgegenre of drama
although action and comedy were also present. Clips did not ceatagra movements.
Table 4 provides a summary of the clips selected. For egghachaptic track was
created; initial positions of characters were encoded, agdsabsequent movements
were encoded. Initial positions were presented during charaxtteductions by the
audio description. For example, “John enters the room, and walks "aeroslsl be
accompanied by a tactile rhythm for John’s initial positionpfe#id by spatio-temporal
variations across the waist as John walked across the Reamticipants indicated the
number of times each of the seventeen movies had been viewetpandell they
remembered them using a 5-point Likert scale. For each panticipeelve clips were
used for the study. These twelve were selected from those phrticipants had not

seen—if this was not possible, the least remembered films werteskl
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Table 4

List of Clips from Audio Described Movies for User Study

Film Title Start Time Duration
Road to Perdition (2002) 01:15:47 1 min, 10 s
Munich (2005) 01:31:27 1 min, 56 s
(500) Days of Summer (2006) 00:09:52 0 min, 53 s
The Ultimate Gift (2006) 00:24:04 1min, 7s
Cinderella Man (2006) 00:09:50 1min, 40s
Blind Dating (2006) 00:12:02 1min, 54 s
Evan Almighty (2007) 00:36:25 1 min, 33 s
Wanted (2008) 00:23:17 1min, 42s
The Incredible Hulk (2008) 00:25:21 1 min, 46 s
Public Enemies (2009) 02:08:54 2min, 24 s
The Bounty Hunter (2010) 00:12:58 1 min, 22 s
Inside Man (2010) 00:52:29 1 min, 16 s
Iron Man 2 (2010) 00:36:10 2min, 12 s
Eat Pray Love (2010) 00:24:45 1 min, 33 s
Salt Director’s Cut (2010) 01:07:56 1min, 8s
The Karate Kid (2010) 01:11:51 2min, 11 s
The Social Network (2010) 00:23:17 2min, 2s

Note. For each movie title, the start time and duration of dbkected clip is listed.
Adapted from “Enhancing movie comprehension for individuals who &eally
impaired or blind,” by Viswanathan, L. N., 2011, Thesis (M.S.), Arizona Btateersity,
p. 85.Copyright © 2011 by Viswanathan. Adapted with permission from author.
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Procedure. A within-subject design was used for this study—completaildedf
which may be found in (Viswanathan L. N., 2011). Two conditions vesydored:
audio-only and audio-haptic The audio-only condition is the control condition where
participants perceived only the audio of the clips including their audio désesipin the
audio-haptic condition, audio-haptic described clips were experienitdboth audio
(film audio track and audio description) and haptic description. The caotndition was
used to assess whether haptic descriptions complemented asdiiptiens by adding
relevant, useful information in addition to enhancing enjoyment.h Haarticipant
completed both conditions, but the order was counterbalanced acrtisgpaas to
eliminate order effects. Half of the participants firstnpteted the audio-only condition,
and then the other half completed the audio-haptic condition.

Audio-only condition.The audio-only condition began with a familiarization
phase in which participants listened to an audio describedalipcclimation. Of the
twelve clips selected for each participant, if some had bemm g most remembered
clip of these was selected for familiarization. After thiial presentation, participants
could request the clip to be repeated a maximum of two timesr Fmiliarization,
participants began the testing phase where five audio dedctlips were sequentially
presented in a random order. After listening to each clip, panisipaere asked to
describe what happened during the clip in terms of:

e Context: location of scene, ambience and topic of conversation

e Number of characters in the scene

e Locations (position and distance) and movements of characters in the
scene

After each clip, participants were asked questions related to:

e Perceived understanding of the clip
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e Perceived concentration to understand the clip

o Perceived complexity of the clip
For these questions, ratings were recorded using a 5-pogrt Isikale in which a rating
of ‘1’ represented low and a rating of ‘5’ represented high.

Audio-haptic condition.The audio-haptic condition consisted of two parts
completed in the following order: psychophysical analysis of the pempsomatic
language, and perceptual analysis of audio-haptic described fimthe first part,
participants’ recognition accuracy of the proposed vibrotastleds and body context
were assessed; recall that vibrotactile words were rhyfhdisative of a character’s
relative distance from the screen, and body context employed tiletimulation at
different body sites around the waist to convey a charagiesgion across the screen.
Participants were first familiarized with the vibrdibebelt and the location of vibration
motors around the waist. Each vibration motor, fiddrto R3 was vibrated in sequence
with a rhythm not used in the study. Presentations were egp#fatequested by the
participant. During this time, the experimenter explained howsttee of stimulation
relates to a character’s position across the screen. Ne#tipznts were familiarized
with the proposed tactile rhythms and how they relate to a ¢bdsaelative distance to
the screen. Each rhythm was presentdd aand repeated when requested.

During training, twelve patterns were randomly presented (thmgthms each
presented four times where each body site was covered twiciif2ats were asked to
recognize the dimensions of the pattern, and respond with thetocdtthe vibration
around their waistL@ through R3), and the distance the rhythm representddsé
middle or far). The experimenter provided feedback to confirm correct gsessel

correct those guesses that were incorrect. To move on tagieS0% recognition
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accuracy along each dimension needed to be achieved; otherwisagtmas repeated
for a maximum of one time.

The testing phase was similar to training with a few diffiees. First, more
patterns were presented: 24 patterns were randomly presehted (hythms were
presented eight times each where each body site was cowardarfes). During testing,
the experimenter refrained from providing feedback. Finally, gacticipant was asked
guestions related to the aforementioned psychophysical analysis:

e Ease of learning vibration patterns
¢ Intuitiveness of vibrotactile stimulation for representing a charate
location across the screen
¢ Intuitiveness of vibrotactile stimulation for representing a chamast
distance from the camera
The ratings of questions were recorded using a 5-point Likde stavhich a rating of
‘1’ represented low and a rating of ‘5’ represented high.

In the second part of the audio-haptic condition, participants as&sessed for
their understanding of both the observed audio-haptic described dipbemetails of
the presented haptic descriptions. Participants were firstiaizgld with spatio-temporal
vibration variations associated with character movements agisseEne. Each participant
was presented with two sample movements (not part of the studig)) could each be
repeated twice when requested. This was followed by faradigon with an audio-
haptic clip. As before, of the twelve clips selected for eacticg@ant, if some had been
seen, the most remembered clip of these was selected fdiafemaiion. Five audio-
haptic described clips were selected for testing (clips eeh efore, or those least
remembered). As in the audio-only condition, after each clipicfmants were asked to
describe what happened in terms of context, number of charactdreir positions and
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movements. They were also asked questions related to percendsfstanding,
concentration and complexity for each clip (identical to awtily condition). After the
audio-haptic condition, participants were asked questions relatégtitoperception of
the usability and effectiveness of the proposed system in terms of
o Ease of wearing the belt
e Comfort of the belt
e Ease of associating the vibrotactile patterns with characters hen t
screen
o Ease of finding the location of a character across the screen
o Ease of finding the distance of a character within a scene
e Ease of combining haptic descriptions with audio information
e Degree to which haptic descriptions obstructed audio
e Information added to clip by haptic description with the goal of
enhancing understanding of clip
The ratings of questions were recorded using a 5-point Likde stavhich a rating of

‘1’ represented low and a rating of ‘5’ represented high.
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Results. Figure 56 and 57 summarize results from the first pathefaudio-
haptic condition—that is, localization (body context) and rhythibrgtactile word)

recognition accuracy, respectively.

Localization Accuracy
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Figure 56. Average localization accuracy with standard deviation (2@)oss
participants and rhythms for L3 through R3 (first part of audioibagundition). The
average localization accuracy across body sites was 91.23%4.9313%).Adapted from
“Enhancing movie comprehension for individuals who are visually impairediod,bl
by Viswanathan, L. N., 2011, Thesis (M.S.), Arizona State University, opyright ©
2011 by Viswanathan. Adapted with permission from author.
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Rhythm Recognition Accuracy
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Figure 57. Average rhythm recognition accuracy with standard devia(ED) across
participants and body sites for close, middle and far rhythrst (Bart of audio-haptic
condition). The average rhythm recognition accuracy across rhytvam 91.25% (SD:
14.37%). Adapted from “Enhancing movie comprehension for individuals who are
visually impaired or blind,” by Viswanathan, L. N., 2011, Thesis (M.S.xoAa State
University, p. 98. Copyright © 2011 by Viswanathan. Adapted with permi$simn
author.

During the second part of the audio-haptic condition, participaete asked to
recognize (1) the locations of characters across the screen asiththigatimulated body
site (body context); (2) the distance of characters from threigaas indicated by tactile
rhythm (vibrotactile words); and (3) the movements of charaete indicated by spatio-
temporal variations of vibrations (vibrotactile sentences)tidj@aants were asked to
provide a high-level description of each movement including wliereegan, its

direction, and where it ended. Moreover, each of (1)-(3) must be correctlyatesswdth

the character to which it belongs. For the audio-haptic conditi@mognition accuracies
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of (1) location, (2) distance and (3) movement, were 66.73% (SD: 13.61%3% (SD:
9.23%) and 85.9% (SD: 10.54%), respectively. This is in contrast t@utim-only
condition in which (1) location and (2) distance of characters couldaatccurately
estimated from audio alone. Although this result was expected, ipantE could
somewhat detect and describe movements in the audio-only conditiorfacistgps and
other sound cues provided by the stereophonic headset. For the aydomwadition,
movement recognition accuracy was 48.69% (SD: 18.01%).

Participants were also asked to rate their perceived uaddist), concentration,

and the complexity of each clip. These results are summarized below & 3igur

Subjective Ratings of Understanding,
Concentration and Complexity of Clips
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Y] 1.5 1.5
o 1 1
g Perceived Perceived Perceived
< Understanding Concentration Complexity

- Audio-Haptic 3.48 3.78 2.96

== Audio-Only 3.92 3.06 2.56

Figure 58.Likert ratings for participants’ perception of their undansiing of an audio-
haptic described clip, their needed concentration and the overall eatyppf a clip.
Likert ratings are averaged across participatdapted from “Enhancing movie
comprehension for individuals who are visually impaired or blirtay”Viswanathan, L.
N., 2011, Thesis (M.S.), Arizona State University, p. dpyright © 2011 by
Viswanathan. Adapted with permission from author.
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Results of Likert scale questions pertaining to the proposed vibretactquage:

How easy was it to learn the vibration patterr&? (SD: 1)

How intuitive was the information about the location of a character
presented3.8 (SD: 0.9)

How intuitive was the information on the distance of a character

presented3.9 (SD: 0.8)

Results of Likert scale questions related to the audio-haptic camditi

How easy was it to wear the be#t2 (SD: 0.9)

How comfortable was the belt?(SD: 0.9)

When experiencing vibration(s) with the belt, how easy was it to
associate them with an actor on scre&n® (SD: 0.7)

While listening to the movie clips, how easy was it to find thagitoc of

an actor across the breadth of the screen with the Beft?SD: 0.9)

While listening to the movie clips, how easy was it to find the distain

an actor from the screen with the be®® (SD: 1.1)

How easy was it to combine the information received through the
vibrations with that of audio2.8 (SD: 0.9)

How much were the vibrations obstructing your attention to audid?
(SD: 1)

Do you think that the information presented through the belt added to the

understanding of the clip3.5 (SD: 0.9)

Regarding the final question (answered at the end of the studtygjgaats could chose

to answer ‘no’, and refrain from giving a rating. The averatiegahat is reported above

was computed only from those participants who answered ‘yesy. @l of the ten
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participants answered ‘no’. All of the aforementioned questioamasults are from the
original data of (Viswanathan L. N., 2011).

Discussion. Somatic ABC’'s was applied to design, develop and evaluate a
complete system and somatic language for authoring and playdtgrf@aptic described
films. Somatic ABC’s evaluation theory guided the design o$er study to understand
how well key design requirements (distinctness and naturalaesk)mplementation
requirements (functionality, performance and usability) were. roéttmately, these
results provide insight into the usefulness of Somatic ABRe®retical framework for
articulating, building and confirming somatic languages. This®ediscusses how well
these requirements were met in relation to the results afxperiment, beginning with
implementation requirements.

Functionality and performance assessmebDuring implementation of the
proposed vibrotactile belt and its firmware, performance and resijeria were
accounted for including functionality, performance and usabilitg &kpressiveness of
the system enabled the creation spatio-temporal vibration Eatteeeded to
communicate character positions and movements in scenes. intemgtions were not
used, although the system provides this functionality. Complete tomtitoe timing of
the presentation and duration of vibration patterns eased design@ethantation. The
scalability of the belt provided the flexibility to quickly tedifferent designs, ultimately
helping to decide on a six-tactor belt. Reconfigurabiligsvachieved through position
adjustable tactor modules, and firmware (with API) thadve#id user-defined patterns
and configurations to be developed and stored. Given the véysatilihe vibrotactile
belt, afforded by the aforementioned functionality charactesisii has since been used

in a variety of other applications including dance instructionséRthal, Edwards,
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Villanueva, Krishna, McDaniel, & Panchanathan, 2011) and conveyingpéns®nal
position in social interactions.

In terms of performance, the vibrotactile belt has been duradleediable with
efficient response times during both initial testing arel ¢hrrent user study. Although
battery life has been an issue, this problem is avoided foo-aagtic described films
since users are seated at a computer, and hence, the beltptagdesl in and charging
while the movie is viewed. For applications requiring portablenisse long battery life
is needed, a battery of 2000 mAh or greater will be used rather than 800 mAh.

Subjective assessmenn. terms of usability, an easy-to-learn and easy-to-use
system was sought by focusing on the distinctness and naturalnebsagbn patterns;
in addition to a comfortable, easy to don/doff belt design. 8ystability was assessed
both objectively and subjectively. Objective results arethe form of recognition
accuracies, which are discussed later. Subjective ugagititiits were collected through
a questionnaire. Participants found the vibrotactile belt coatftert(4) and easy to wear
(4.2). Many users have commented on the discreetness of the leefhéndf its likeness
to a waist belt, and the option of wearing it under clothes.

Regarding learnability, participants found the patterns ealata (3.7) due to
their naturalness: both vibrotactile stimulations for thation of a character across the
screen, and for the distance of a character from the camera perceived as being
intuitive (3.8 and 3.9, respectively). Participants also foundsylséem easy to use; in
particular, participants found it easy to perceive the locatiwhdistance of characters in
a scene using the proposed vibratory design (3.4 and 3.6, resp@ctssociating the
vibrotactile stimulations with the correct characters wast with some difficult, but
overall, satisfactory performance was achieved (2.9)icRamts found that the haptic

descriptions somewhat obstructed their attention to audio, @hd)that both modalities
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were slightly challenging to combine (2.8). Challenges relaiegktentional allocation
and intermodal integration become clear when considering theeeraenderstanding,
concentration and complexity of clips from both conditions, described bélasily,
eight of the ten participants found that haptic descriptions addéditainderstanding of
the clips (3.5), which was the main goal of this work. Of theeiotwo participants that
found otherwise: one participant said the amount of low vision thained was enough
to watch audio described films without haptics; and the othecipant said haptics was
distracting (although this participant’s performance and advegallts might have been
influenced by distractions created from participant’s cell phohiehwrang throughout
the study).

Participants rated their perceived clip-wise understandingcandentration in
addition to the perceived complexity of each clip. As shown in figiiethe overall
perceived understanding was lower for audio-haptic described fiilan for audio-only
described films (not significant$=2, p>0.05, but approaching); and both perceived
concentration (not significants=1, p>0.05, but approaching) and complexity (not
significant, S=2, p>0.05, but approaching) were higher for audio-haptic describeg fil
than for audio-only described films. (The binomial sign test wsed for significance
testing.) This isn't to say that the proposed system wageffedttive; these results were
expected given the novel communication channel added by touch, togethérershort
training time. Since haptic communication of position was riew participants, it
increased concentration and complexity; which in turn shiftedtaiteaway from audio,
increasing chances for missing pertinent contextual infoomatihereby decreasing
perceived understanding. As previously mentioned, however, partgipelhtthat the
information provided through haptics did indeed add to their understaotfieach clip

in terms of movements and interactions between characters and their eewironm

178



The aforementioned subjective results are promising when cangidee short
training times of participants; results clearly indictitat users perceived the system as
both usable and useful, but objective results also need to be examined.

Objective assessmerithe distinctness of the proposed communication units,
along with their contextual variations, was assessed through avis, s previously
described in the procedure. In the first part, localization raéadgnition accuracy of
location and distance were assessed; in the second part, moveoagntition. Overall
localization accuracy (91.25%) is impressive compared to dektedies (McDaniel T.
L., Krishna, Colbry, & Panchanathan, 2009) (McDaniel T. L., Villanuevashta,
Colbry, & Panchanathan, 2010) given both the shorter vibration disaéind the older
participant population as used here. No significant differgiR(5,54)=1.12,p=0.3608,
was found between localization accuracies for recognizing the hiedgfsvibrotactile
stimulations around the waist. This reveals that no paaticaddy site, as stimulated by
the proposed six-tactor belt, was more difficult to locatiampared to other body sites.
Clearly, however, certain body sites have higher averagdizimwan accuracy—in
particular, vibration modules at the midlirngl(andR1) and at the endpointt3 andR3)
are greater than those found for points between (figure 563hwtas expected given the
insights provided by psychophysical studies that have exploredzatiati around the
waist (Cholewiak, Brill, & Schwab, 2004)—these differences, howewere not
significant.

Overall rhythm recognition accuracy was impressive at 91.26%b;the design
of the rhythms was well-received by many participants who fabadmetaphor of the
stimulation intuitive and natural. No significant differenE€2, 27)=2.22p=0.1285, was
found between recognition accuracies of the proposed rhythms.shbigs that no

particular rhythm design was more difficult to recognize thenathers; however, some
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average accuracies are greater than others; in partichythms representing close and
far have higher average accuracies than middle distancee(ft). Indeed, participants
found close and far rhythms to be intuitive and indicative ®fcthncept they represented.
Participants also commented that rhythms for middle and far could be fsethemated.

Participants performed very well in terms of correctlysoggating and
recognizing the movements of characters during audio-haptic lbegdilms—overall
recognition accuracy was 85.9%. This is in contrast to the -aundyocondition in which
participants achieved an overall movement recognition accwhbd8.6%. The mean
increase from audio-only to audio-haptic was statisticallpiognt, t(9)=7.2, p<0.01,
two-tailed, showing that recognizing movements with jusicauas extremely difficult.
These results correlate well with subjective resultshiat participants found it easy to
make associations between the vibrations and characters on the screen.

Given that movements were often composed of many locations andcdistas
characters moved about a scene, recognizing individual locatiortistaices was more
challenging than recognizing movements. Specifically, overallization and rhythm
recognition accuracy were 66.73% and 61.75%, respectively. It isstitey to note that
subjective results revealed that participants found it @asyecognize location and
distance; this is most likely due to a sufficient number o$aheues being perceived
during movements to estimate the overall movement. In any casastamdiéng the
movements of characters (start position, direction of mewemand end position) during
scenes where many location and distance changes occurredtsdmmaore important.

This information could not be gleaned from audio-only described films.
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Conclusion and Future Work
In this application, Somatic ABC’s was utilized to createraatic language and system

for audio-haptic described films—in particular, haptic dgsins communicating the

position and movement of characters within a scene. The veysafilSomatic ABC’s

enabled straightforward application of the framework’s theoriescfeating a novel

language for haptic descriptions. The framework’s unique nataragjubge inspired

design methodology enabled the creation of an expandable, effid@ntand robust

somatic language:

The proposed somatic language is expandable in that more somatic
words could be added to its vocabulary—that is, the degree of
discretization may vary. Pilot testing and formal evaluatiawve
revealed that three words (rhythms) worked well, but fdweress than
two) or more (probably no more than four as it may be harder &nobt
perceptual separation without extensive training) may bectsele
depending on preference and the application.

The haptic presentation of locations and distances as partacictér
movements were easily synchronized with video and audio meléa. T
conceptual, high level description of positions afforded a concise
representation that was efficiently conveyed and perceived by users.
The small somatic word vocabulary of three distances supported
distinctness and learnability, and was further enriched thrtheghse of
body context to convey the locations of characters across taenscr
Through Somatic ABC’s body context, an expressive communication
channel was created to help visualize positions, movements and dynami

interactions of characters within a movie scene.
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¢ Vibrotactile sentences were created by temporally combinbrgtectile
words and context, enabling the expression of limitless movements.
Moreover, since movements are composed of many positions, the
language is robust in that not all individual positions need to be

accurately identified to estimate a movement.

In addition to the above mentioned attributes, the somatic languaigé level
of abstraction and intuitive signal parameter association thedpiculate distinct and
natural vibrotactile words, which eased learning and enhancaulitys Participants
appreciated the naturalness of the language, and found it e@sp¢mize its words and
sentences. Lastly, the language itself is versatile, beasilyeextended to other
applications such as interpersonal positioning (direction and proxernnicspcial
interaction assistants (McDaniel T. , Krishna, Balasubramanian, Coli®gn&hanathan,
2008) for individuals who are blind; among other non-verbal socio-aorinative cues
in this application area such as head nodding, body language and hand gestures.

Overall, the proposed system was found usable by participamtsyas well
received. In terms of the application of audio-haptic descriptiis work represents the
first step toward descriptive video services that use hadp8criptions. Possibilities for
directions of future work include:

¢ Optimal integration of haptic descriptions with the audio t(@uding
audio description) of a film must be explored. Similar to iaud
descriptions, the placement of haptic descriptions should aterelith
the onscreen activity they represent. But precise placeimerriable,
and may be adjusted to reduce overlap with audio descriptmiisrahe
audio of a film. Optimal placement in terms of its effects tha

perception of a scene and cognitive load must be further explored.
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Cross-modal integration and interaction between haptics and audio
should be investigated. Clearly, these two modalities combine to
construct a percept of a scene. Understanding how information from both
channels integrate and interact will help guide the design andiamsef
haptic descriptions into audio described films.

Reducing the redundancy between haptic and audio content requires
careful attention. Haptic descriptions can complement audigipléscs

and the audio of a film, but redundant descriptions, while not adding
information content to a film, may enhance a film in termergbyment

and experience. This claim must be further explored.

Haptic descriptions for other non-verbal cues, such as fagatssions,

body language, among other socio-communicative cues, need to be
investigated to enrich this novel channel for descriptive video.

In the present study, haptic descriptions were developed for
conversational scenes. How these haptic descriptions may bedafpl
other genres and fast-paced scenes should be explored. Som@te AB
stimulation variations might be useful in this context; intipalar,
tempo increases and decreases could be utilized depending on the pace of

movements within a scene as the film progresses.
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Chapter 6

APPLICATION #2: VIBROTACTILE MOTOR INSTRUCTIONS AND
FEEDBACK

Movement is integral to both action and perception. Seemingiplsiyet coordinated
and controlled complex movements enable us to act upon and peayaeigsvironment.
Efficient and effective perception of our surroundings reliesonbt on limb movements
for grasping, holding and haptically exploring objects through explgraimycedures
(Lederman & Klatzky, 1987), but also eye movements (saccaded), votuntary

(changing our direction of eye gaze between fixations) and invojuiitast jumps

between pertinent visual features when looking at a scene at)olipe extracting visual
details.

Movement is just as important within interpersonal intésast Speech is
articulated through complex mouth and tongue movements, and vibratitms wdcal
folds within the larynx (voice box). But speech is only one componensooial
interactions, making up less than half of the information transtn{itnapp, 1978). The
remaining information is conveyed through non-verbal cues inclugosgure, hand
gestures, eye gaze, social touching and facial expressions. Tdiedobiocks of facial
expressions are callddcial action unitsand include curling the lips, wrinkling the nose,
raising the cheeks, blinking, and winking, among many others facial move@ment

Clearly, movement is critical to our survival. And in thBsme sense, we often
strive to learn more complex movements in an effort to enrichivees and health. For
example, we may learn movements as part of a skibiset fiew career, exercise regimen
or physical activity; or we may need to relearn movements wieeare out of practice,
or during physical rehabilitation after a motor impairment. WHéarning novel
movements, learning progress is influenced by the learnitg atythe trainee and the

pedagogy of the instructor.
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As learners, we tend to prefer one of three styles of metyning: visual,
auditory or kinesthetic (Kane, 2004). Visual learners prefersaalidemonstration to
visually map the viewed movement onto their frame of referéorcenimicry; auditory
learners prefer clear and detailed descriptions of montsmeith discussion; and
kinesthetic learners are “hands-on” in that they learn thestgh practice. Since most
learners are visual learners, traditionally pedagogicatruiction of motor skills
constitutes visual demonstration and verbal description (KennedyoRe, 2009)
accompanied by visual, verbal and/or physical feedback. Phisédack by a trainer is
commonly provided through gentle touches guiding or correcting mewts and
posture, either through direct manipulation of limbs, or diredtiegrainee’s attention to
the source of error.

Traditional motor instruction occurs within one of two settingsdividualized
instruction or group instruction. In general, one-on-one instructioowsll close,
uninterrupted interaction between a trainer and trainee. Thisoament helps trainers
adapt their pedagogy to align with the learning preferencesecfrainee—a technique
that is much more difficult in group settings involving many studeinidividualized
instruction also supports real-time visual, verbal and/or phy$selback throughout
training; whereas in group settings, feedback is only spaasaijable given the divided
attention of the trainer. Group instruction also suffers from #rgel interpersonal
distance between a trainer and trainee where many students/atcistand listen to the
instructor over other students in the class. Thereforend surprise that students tend to
learn motor skills more effectively when instructors arelmgékennedy & Yoke, 2009),
possibly due to increased accountability and motivation, feedbaok tie instructor,

and clearer, more personal instructions. Unfortunately, sinceidodiized instruction is
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inaccessible to most students due to cost, group instructioe imdkt common setting
for motor learning.

Context-specific limitations exist that encompass both iddalized and group
settings. For example, in swimming (Foérster, Bachlin, & Trog@69), snowboarding
(Spelmezan, Jacobs, Hilgers, & Borchers, 2009) and many other spents extreme
physical trainer-trainee separation is present, realfia@dback is unavailable. In many
situations, instructor feedback will need to interrupt a motofopmance when
modalities are unavailable for communication, and attention ispoed, such as while
playing a musical instrument (van der Linden, Johnson, Bird, Rag&shoonderwaldt,
2011). Limited feedback slows the learning process as errormafion must be
available for motor learning to occur.

There are two types of feedback (Schmidt & Wrisberg, 2060)nsic feedback
is performance-relevant sensory information that occurs tigtuma a result of a
movement; whereasxtrinsic feedbacKor augmented feedbacks delivered from an
outside source, such as an instructor or electronic device. ateet@o types of extrinsic
feedback (Schmidt & Wrisberg, 2000knowledge of resultss feedback related to
performance in terms of how the performer achieved the desiovement, or met the
overarching goal; whereadsnowledge of performancpertains to the details of the
performance of the movements involved. Unless noted, feedback lienefer to
extrinsic feedback of either type. While intrinsic informati@an provide error
information, augmented feedback is critical when we do not hasessido intrinsic
feedback, or when it is insufficient. An example of the forrmevhen an individual with
a sensory or perceptual impairment is attempting to laamotor skill, but his or her
impairment prevents access to relevant intrinsic feedbaclexample of the latter is an

attempt to learn a complex motor skill, the details of whichavrgenot familiar with. In

186



these cases, augmented feedback will enable gains and impmseamated to motor
learning and performance. Moreover, when feedback is relatedl¢éarner’'s progress
toward his or her goal, it can provide motivation and increasfit €Schmidt &
Wrisberg, 2000). Lastly, positive feedback can reinforce good perfoandhereby
improving learning.

To address the aforementioned limitations of traditional matstruction
techniques, computerized delivery of motor instructions and fekdiffars a promising
alternative. Researchers have explored various modalitksding visual, auditory and
kinesthetic to mediate this communication. Virtual readid force-feedback systems
have been limited by cost and portability. Virtual realityteys, as well as audio
implementations, are also limited by obstructing modalitiesrtfzet already be occupied
or even unavailable. Considering these disadvantages, the taciilality provides an
alternative option that is unobtrusive and discreet with afféedand portable
implementation possibilities.

Vibrotactile stimulation for both motor instruction and feedbaxkpioposed.
Vibrotactile instructions are pre-defined, spatio-tempstiatulations representing motor
movements at a high level (e.g., which movement to perform sephra of a regimen)
or low level (e.g., detailed instructions that convey how to parimmovement—that is,
which limbs to use and how). These instruction-based approachesusnly gser to
perform a specific movement, and are not linked to actual mottrpence (Drobny,
Weiss, & Borchers, 2009). We propose low-level instructionsaiayeting fundamental
movements (Behnke, 2006), the building blocks of human motion, througinalna
saltatory vibration patterns.

Vibrotactile stimulation for feedback is driven by measuoé a user’'s motor

performance represented at a high level (knowledge of resulth as whether the
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movement was performed successfully) or at a low level (ladye of performance,
such as detailed error information related to position or 3p&&eé proposed approach
targets real-time knowledge of performance by presentingsersdated to position
(angles of limbs) and speed (angular rate of change).

Both computerized vibrotactile instruction and feedback maspéEment
learning within the classroom and/or at home. For novices, trsjpeeified vibrotactile
instructions may help with following a recommended regimen witlfassgpaced group
class, and help beginners understand the individual movements ohwabhén complex
movements. Vibrotactile instructions and feedback can aldgebthe gap between large
interpersonal distances: trainees separated from trathensg physical activity (e.g.,
swimming, snowboarding, etc.), can continue to receive real-timtuctions and
feedback, either automated or delivered manually by the trainer.

Vibrotactile feedback driven by motor performance may be udefuboth
novices and experts—the latter of which may be more irtezten further mastery of
movements they have learned. Vibrotactile feedback can prewttenated, real-time
feedback within any type of instructional setting including practi¢twate. In contrast to
physical feedback by a trainer, it can also provide feedbacknidtiple limbs by
stimulating possibly many different parts of the body simultasly (Lieberman &
Breazeal, 2007). In terms of feedback frequency and amount,lkhwifg issues must
be considered (Schmidt & Wrisberg, 2000):

o Feedback that is too frequent can create a dependency in whkich th
learner relies too heavily on the feedback; and therefore exjagrience
performance difficulties in the absence of guidance.

o Feedback that is too frequent can also lose its reinforcing power.
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e For novices, too much feedback per performance may be overwhelming,
causing users to lose focus on how best to improve their motor
movements.

Computerized systems for vibrotactile feedback may be desigresstooint for
these limitations of feedback. The frequency of feedbackbeagduced over time, and
its decline may be coupled with motor learning. Feedback barfdwidy increase over
time with improvements in motor learning; but in the beginning fe¢leeback given per
performance should focus on the most important attribute that riegulevement

(Schmidt & Wrisberg, 2000).

Related Work
This section describes virtual reality (VR) and augmentatityg AR) visual, acoustic,

kinesthetic and/or vibrotactile approaches for complementasjtional motor learning.
This section focuses on vibrotactile approaches, but relaiggaly acoustic and
kinesthetic approaches are briefly visited first.

Virtual reality. Since the 1990's, many VR and AR systems have been proposed
for a variety of application-specific motor learning ®dkcluding physical therapy,
dance, exercise and calligraphy. In this section, two VR systemsdescribed that
demonstrate the basic approach used within many of these systeémisking the
movements of a virtual instructor with real-time visted¢dback. A detailed review of
virtual environments for motor learning and rehabilitation canfdagmd in (Holden,
2005).

Yang and Kim (2002) proposed a novel interaction paradigm for virgadity-
based motor learning systems calldast Follow Me(JFM), which utilizes aghost
metaphor. In JFM, the user views his or her virtual avatesugh a head mounted
display, superimposed with the instructor’'s avatar (or ghob®. ghost then moves out
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of the user’s virtual body, after which the user follows the gtwostimic the movements
of the instructor. Yang and Kim developed a virtual realitytesys for learning
movements involved in calligraphy. Users wore a head mountechyif the first-
person view of JFM, and Polhemus trackers were used to capture movements.
Chua et al. (2003) have proposed a virtual reality system donifey Tai Chi
movements (figure 59) by mimicking the motions of a virfnatructor seen through a
head mounted display. A user's movements were captured inmealiing the Vicon
system where IR cameras captured motion using reflectiviensaplaced on the body.
Setup involved the placement of 41 reflective markers on a Spaandefobowed by a
calibration phase. The three-dimensional locations of markers us¥d to find the
relative positions of a user’s limbs, which were then rendemdddisplayed through a
head mounted display for real-time visual feedback. Usevayal saw their virtual
representations in first-person, but the virtual instructor couldsuygerimposed or

displayed outside of the user’s body, but always facing away.
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Figure 59.View of Tai Chi system setup (left) and virtual scenghfj depicting the
virtual avatars of the student (user) and instru&®eprinted from “Training for physical
tasks in virtual environments: Tai Chi,” by Chua, P. T., Crivella, BEaly, B., Hu, N.,
Schaaf, R., Ventura, D., Camill, T., Hodgins, J., & Pausch, R., 2003, In Proceeflings
IEEE Virtual Reality, p. 87. Copyright © 2003 by IEEE. Reprinted with permission.

Acoustic systems.Acoustic-based instruction and feedback systems employ
musical rhythms and sound feedback for enhancing motor learning. $seaah has
investigated the perceptual characteristics of acoustic dekdithin this application,
and its intermodal integration (Effenberg, 2005). Several approabbge been
developed; two of which are presented below.

Takahata et al. (2004) developed a sound enhanced instruction andckeedba
system for learning karate. Students learned and praatiwegments while musical
rhythms were played to help with timing and motivation. Students acecelerometers
on their wrists and waist to capture motion, which drove the ggoerof sounds
indicative of movement timing and intensity.

Saltate!, developed by Drobny, Weiss and Borchers (2009), is an acousti

feedback system for learning dance. A sensor module for thevemémplemented,
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which detects steps using a force sensing resistor. The systegnizes steps as correct
or incorrect based on the rhythm of the music. Feedback isdevn the form of
acoustic beats where incorrect/correct steps cause limgaases/decreases in volume,
respectively, to direct attention to mistakes and enhance motivation.

Kinesthetic systemsKinesthetic or force-feedback devices have been explored
for VR and AR motor learning and feedback. The most common fortorfée a
graspable joystick, handle or knob, but other implementations, suctosiseeketons and
robots, have been investigated. Approaches typically support motaringgaand
feedback through either guidance and/or resistance. One populacaappl of
automated haptic guidance and resistance is motor rehabilitatiech) began to garner
interest in the 1990's—a detailed review can be found in (H&damidt, Werner, &
Bardeleben, 2003). Other applications include skill training axércise. Two
approaches are presented here: an approach for teaching dancencdner for
percussion training.

Kosuge, Hayashi, Hirata and Tobiyama (2003) explored human-robot
coordination for teaching dances involving a partner. They develapethotic dance
partner, Ms DancerR, whose wheeled base enabled omnidirectamement, and
whose body force sensor between the base and body enabled detectime®fbl a
human dance partner. Based on the forces exerted by a human danceMaranceR
could recognize steps, and move accordingly.

Gindlay (2008) developed the Haptic Guidance System (HAGU&cmrd and
playback wrist movements involved in playing percussion instrumémtparticular,
drum playing was explored and simple wrist movements—flexion andsate—were

implemented. As rhythms are played, a drumstick, actuated by@rsetor, plays back
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the recorded rhythm. Users learn the rhythm through haptic guidadéa éistening to
the beats.

Vibrotactile systems.Vibrotactile instructions and feedback have been explored
for a variety of applications including music—violin bowingay der Linden, Johnson,
Bird, Rogers, & Schoonderwaldt, 2011) and piano playing (Huang, et al.,; Z2pt)s
and recreation—swimming (Forster, Bachlin, & Troster, 2009), soawding
(Spelmezan, Jacobs, Hilgers, & Borchers, 2009) and dancing (Rosebthedyds,
Villanueva, Krishna, McDaniel, & Panchanathan, 2011); and physicapth@randeman
R. W., Yanagida, Hosaka, & Abe, 2006) (Lieberman & Breazeal, 28@&fur, Jensen,
Buxbaum, Jax, & Kuchenbecker, 2010).

Vibrotactile feedback was investigated for correctimprioper bowing during
violin playing. The MusicJacket, developed by van der Lindeal. ¢2011) and depicted
in figure 60, applies vibrotactile stimulation to the arms, tsr@d torso to guide straight
bowing movement and correct poor posture related to holding thenmesit. The system
uses a portable motion capture system by Animazoo, which competesldtive, three
dimensional positions of limbs using orientation data sensed by on-inedjal
measurement units (IMUs) and calibration.

Another haptic system that complements motor learning for musimglé the
Mobile Music Touch (MMT) system (Huang, et al., 2010). MMT is @struction-only
system that cues which finger to use next within a piano s8uoging is mediated
through a wireless, vibrotactile glove with a vibration mqiarced near each finger's
metacarpophalangeal joint. The system is intended to supplocbrsscious learning

away from the piano while performing other, unrelated tasks.
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Figure 60. MusicJacket system being used by a young violin studRaprinted from
“Towards a real-time system for teaching novices correctvibbwing technique,” by
van der Linden, J., Schoonderwaldt, E., & Bird, J., 2009, In ProceedindEEE
International Workshop on Haptic Audio Visual Environments and Games, p. 82.
Copyright © 2009 by IEEE. Reprinted with permission.

Forster et al. (2009) developed a waterproof, wrist-worn, vittitganstruction
and feedback system for cueing swim strokes and speednaéipistwhile swimming.
The presence of a vibration indicated speed: fast when dbrats present, slow when
vibration was absent. Stroke type was cued based on the duratf@ibration: short
versus long. Rosenthal et al. (2011) proposed a wireless villeothett for dance
instruction. Vibrations around the waist cued different dance ¢st@s forward, step
back, step right, step left, etc.) based on spatio-temporaitieaus indicative of these
movements.

In 2009, an extensive study was published by Spelmezan et al. (2@09)

explored vibrotactile instructions for snowboarding movementssé linstructions were
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intended to be used by remotely located coaches for sending movestamdtions and
feedback in real-time. The project involved three stagetab-based open response
paradigm to create the initial instruction set; lab-basexvboarding simulation; and an
in the wild study involving actual snowboarding. To discover movemeatarally
elicited by different vibrotactile stimulation designs, an opesponse paradigm was
employed involving a large set of sample vibration patternsticants preferred
saltation patterns for movements, in contrast to single izechvibrotactile pulses, given
the former's directionality. Saltation (Geldard & Sherrick, 19'62thecutaneous rabbijt
is a perceptual illusion of apparent motion in which a train ofkquilsrotactile bursts,
fixed at only a few body sites, is perceived as a train ohlgvepaced phantom
vibrations. This illusion provides vivid sensations of quick, evepbred bursts hopping
across the skin—hence the name, the cutaneous rabbit. folsust illusion, occurring
under many configuration variations including the number of motorsirgpaf motors,
duration of bursts, pauses between bursts and stimulated body sites.

Although responses varied across participants, the most comnpamses were
used to form a set of vibrotactile instructions for snowboardimyvements. The
experimental setup and system is depicted in figure 61, and the placementilbfatien
motors is shown in figure 62. Spatio-temporal saltation pattemr® wsed to cue
snowboarding-specific movements including learning the body forward, backwéaut, lef
right; turning the upper body left or right; and stretching oixifig the legs.

Spelmezan et al. also discovered that participants pedcgivetions as pushing
or pulling the limb they stimulated. They suggested that pattembeaesigned under
the pushor pull metaphorin that they either push a limb or pull a limb, respectively.

Spelmezan et al. used the push metaphor during their study.
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Figure 61. System and experimental setup of the tactile motion instrucjstem.
Reprinted from “Tactile motion instructions for physical aitis,” by Spelmezan, D.,
Jacobs, M., Hilgers, A., & Borchers, J., 2009, In Proceedings of the @#&mational
Conference on Human Factors in Computing Systems, p. 2248. Copyright © 2009 by
Association for Computing Machinery, Inc. Reprinted with permission.
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Figure 62.Tactile motion instruction system’s placement of vibration nsot@nfigured

into groups based on the movements they represent. Groups aresthbigéiiree letters:
The first letter refers to thehigh, Body or_ $oulder; the second letter refers to thedt]

Medial or_Rght; and the last letter refers to thatéral, \éntral or_rsal. Leg flexes or
stretches use motors on the back or front of the legs, resgdgcshifting weight to the
left/right or front/back uses motors on the left/right legback/front of the body,
respectively; and lastly, upper body rotations circle around the®.tBeprinted from

“Tactile motion instructions for physical activities,” by $pezan, D., Jacobs, M.,
Hilgers, A., & Borchers, J., 2009, In Proceedings of the 27th International Cocfean

Human Factors in Computing Systems, p. 2245. Copyright © 2009 by Assodati

Computing Machinery, Inc. Reprinted with permission.

A number of vibrotactile feedback systems have been proposeghysical
therapy. The TactaPack (Lindeman R. W., Yanagida, Hosaka, & Abe, Ba®@hysical
therapy device consisting of wireless, wearable modules. Each encdatains an
accelerometer for motion sensing, a vibration motor for reed-tfeedback, and
components for processing, power and wireless capabilities. \Gbletatimulation

replaces the nudges of a physical therapist, warning of lembseding or not reach

recommended accelerations established during calibration.
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Another vibrotactile feedback system for complementing tawiti physical
therapy is the Tactile Interaction for Kinesthetic LearriftlkKL) system (Lieberman &
Breazeal, 2007): a wearable system that indicates whes gimtin error (with respect to
the movements of an instructor) through vibrotactile stimulatidrerev intensity is
proportional to the amount of error. Movements are captured usingidiom-based
Vicon motion capture system. Marker placements are shown unefi§3, and motor

placements are depicted in figure 64.

Figure 63. TIKL marker placement for use with the Vicon system fopteang arm
movementsReprinted from “TIKL: Development of a wearable vibrotactiledigack

suit for improved human motor learning,” by Lieberman, J., & Breazeal2@7, IEEE
Transactions on Robotics, 23(5), p. 920. Copyright © 2007 by IEEE. Reprinted with
permission.
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Figure 64. Motor placement for TIKL. Numbers ‘0’ through ‘7’ indicate &ions of
vibration motors (placed under fabric for direct contact witlin)skPlacement is
influenced by the design’s use of the push metaphor for correding errors for
fundamental movements. Actuation of motors ‘0’ and ‘2’ cue wrist extensionedirf]
respectively; motors ‘1’ and ‘3’ cue wrist abduction and adductespectively; motors
‘4" and ‘5’ cue elbow extension and flexion, respectively; motors ‘5’ and ‘7’ cue déoul
adduction and abduction, respectively; and finally, saltationenett (clockwise or
counterclockwise around the vibration motors for the wrist) cumckelise or
counterclockwise forearm rotatioReprinted from “TIKL: Development of a wearable
vibrotactile feedback suit for improved human motor learning,” gbérman, J., &
Breazeal, C., 2007, IEEE Transactions on Robotics, 23(5), p. 921. Copyright © 2007 by
IEEE. Reprinted with permission.

Kapur et al. (2010) developed a sleeve augmented with vibiletactuators for
movement feedback during stroke rehabilitation. Movement is capturealtime using
an Ascension electromagnetic motion capture system with skresors, and rendered on
screen along with a virtual representation of the target meme Joint errors are
communicated in real-time through vibrotactile stimulation usingphgh metaphor.
Fundamental movements in consideration here include elbow flexiorextadsion;

shoulder flexion and extension; shoulder abduction and adduction; and showltien rot
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Many of the aforementioned approaches focus either on vibretawitructions
or feedback, and therefore, do not bridge the divide between theseemlifimodes,
continuing to rely on other modalities for augmentation. Moreowdrotactile
instructions of previous approaches are application-spedifity as instruction sets for
snowboarding (Spelmezan, Jacobs, Hilgers, & Borchers, 2009) omdafiosenthal,
Edwards, Villanueva, Krishna, McDaniel, & Panchanathan, 2011); anefdhe, may be
difficult to generalize to other motor learning applicationsthéligh vibrotactile
feedback has been shown to be helpful for motor learning (LiebegnBxeazeal, 2007),
there is no clear bridge between previously proposed vibrotéetithack designs and
vibrotactile instructions—that is, how can such a system botlusers of movements to
perform, and then follow up with feedback driven by motor performaxoeices may
benefit most from both instructions and feedback, while expertsbergfit more from
detailed feedback. A system that incorporates both modes, tleerafay benefit from
versatility, scalability and usefulness.

Moreover, most of these approaches rely on visual or electronagnetion
capture systems, which are bulky, expensive and lack portatiiectronic sensing
devices, such as accelerometers and inertial measurement(liiits), offer a more
cost-effective solution while improving upon portability, discrestnend usability with
sufficient sampling speeds and accuracy. One example is vduinden et al.’'s use of
inertial measurement units (IMUs) for driving applicationesfie vibrotactile feedback
for correcting bowing and posture during violin playing. Although feeddback design
worked well for the given application, a more general feddlesign is needed for
applicability and versatility. Lastly, vibrotactile feedbatdsigns have largely focused on
positioning errors, ignoring corrections for the speed of mowgmehich for many

applications, may be just as important.
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Proposed Approach
This section presents the proposed somatic language for commmmigdirotactile

instructions and feedback to complement traditional pedagogy for neataring. The
following sections discuss how Somatic ABC’'s was applied @sigth, develop and
evaluate vibrotactile motor instructions and feedback (in this order).

Articulate: vibrotactile motor instructions. The design steps of Somatic
ABC'’s were employed to create a novel language for vibrégaicistructions. The first
step was to identify an application, and define its scope.&fiplication here is motor
learning through instruction and feedback using vibrotactile stitioml. The scope is
limited to low level descriptions of movement to enable cewito learn the intricate
motions involved in more complex movements. We have also lindtad system
implementation to provide stimulation related to one movement tahe, and only
movements involving the right arm (specifically, jointsdyelthe shoulder joint). These
choices were made as they were within the current hardivaitations; and were a
necessary first step to explore the distinctness and naasabf vibrotactile instructions
and feedback for simple movements before progressing to morglexgneconcurrent
movements involving the whole body.

The next step of Somatic ABC’s was to identify the sesallcommunication
units of the language. As previously described, existing vibrt#aastruction sets are
application-specific in that they are designed for use wahparticular application—this
design choice, therefore, limits their versatility and appliiity. Rather than design new
vibrotactile instructions for each motor learning scenariopeerefficient approach is to
design a generic instruction set that can be applied acrossaliggplication areas.
Fundamental movements, the building blocks of human motion, wereer as the

proposed somatic language’s communication units to ensure a smaNeaabulary for
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ease of learning. Although these are our most basic moventleats, are only five:
flexion, extension, abduction, adduction and rotation (Behnke, 2006). However, when
these movements are carried out concurrently and sequentialymovements are
formed. Consider the human body in the anatomical posture (standiiginswith arms
by the side and palms facing forward). Within this postureh é&amdamental movement
occurs within a specific cross-sectional plane (figure 65)atRms occur within the
transverse plan (or horizontal plane) either toward tgétabhplane (pronation) or away
(supination). Flexion and extension occur within the sagittal pdanieg which the joint
angle decreases (flexion) or increases (extension). Abduction dadtiath occur within
the coronal plane (or frontal plane) either toward the sdgithne (adduction) or away
(abduction). The fundamental movements explored as part of this ave visually
depicted in figure 66.

In terms of the level of abstraction, fundamental movements deoai good
balance between vocabulary size and expression. More complex nmiseweuld
necessitate a larger vocabulary, complicating learning. A Itevet of abstraction might
be difficult to discretize, increasing vocabulary size. Acinigvan intuitive signal
parameter association is also important; to accomplish thistactile saltation patterns
were chosen. Saltation, described previously, has been shown to wibrforvmotor
learning applications (Spelmezan, Jacobs, Hilgers, & Borchers, 20@9) thwir inherent

directionality from apparent motion.
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Sagittal plane

Figure 65.Anatomical planes of the human body. Three plamésgelthe human bod
into different halves: sagittal plane, coronal glanand transverse lane.
Adapted from the  Wikimedia =~ Commons: Human_anatomy_planes.s
http://en.wikipedia.org/wiki/File:Human_anatomy_pks.sv.

203



Figure 66. Visual depiction of the right arm fundamental movements invoimethis
work: (a) elbow flexion and extension; (b) wrist flexion and extens{oh forearm
pronation and supination; and (d) wrist abduction and addu®ieprinted from “Motor
learning using a kinematic-vibrotactile mapping targeting fundament@lements,” by
McDaniel, T., Goldberg, M., Villanueva, D., Viswanathan, L. N., & Panchanathan, S.,
2011, In Proceedings of the 19th ACM International Conference on Mdlame 545.
Copyright © 2011 by Association for Computing Machinery, Inc. Reprintid w
permission.

Given that saltation patterns inherently vary both spatiaty teamporally, only
one vibroteme was needed to create the six vibrotactile waatiedike up the proposed
instruction set for fundamental movements: flexion, extension, abductidduction,
pronation and supination. This vibroteme was a short 100 ms wvibratith fixed
frequency and amplitude. This vocabulary was also augmented wittigla vibrotactile
alert appended to each word to direct attention to the incométgiction; it is similar to
the proposed vibroteme, but with a longer duration (500 ms)piitpose of the vibrolert
is to aid language robustness by making the stimulations hard to miss.

The proposed vibrotactile words target specific joints across thetbamygh the

use of body context to enrich vocabulary. The appended alert also tbeltisect

attention to the body site that will soon receive instruction. Eidghir depicts the
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proposed vibrotactile words; note that two variatia@m¢eptual mappingsare proposed

based on how these instructions are taught to students: the “fodwoncept, and the

push/pull metaphor.

(h)

Push/Pull
Conceptual
Mapping  |(€)

“Follow Me”
Conceptual
Mapping

(d)

Figure 67.Depiction of conceptual mappings “follow me” and push/pull fibratactile
instructions: “follow me” is given by (a)-(d), and push/pull igegi by (e)-(g). Highlights
indicate motor locations, and arrows indicate directionality bfotactile stimulation
during traversal of the skin. Rotations utilize four mo{onstor on volar side of forearm
is occluded in the figure) whereas all other movementseutifiee. The rotation patterns
depicted in (b) and (f) are identical—both use the “follow roeficeptual mapping. To
create the saltation effect, motors are actuated four temel (three times each for
rotations) with a brief pulse of 100 ms, separated by a 60 ms Jduestotal duration of
the proposed words is 2.56 seconds except for rotations, which areset@dds in
duration since five motors are actuated rather than three; aglitetinstructions for
rotations come full circle to end on the start mo®eprinted from “Motor learning
using a kinematic-vibrotactile mapping targeting fundamental movemeriig,”
McDaniel, T., Goldberg, M., Villanueva, D., Viswanathan, L. N., & Panchanathan, S.,
2011, In Proceedings of the 19th ACM International Conference on Mdlame 547.
Copyright © 2011 by Association for Computing Machinery, Inc. Reprintid w
permission.

205



Under the “follow me” conceptual mapping, users were instructeiliow a
vibration’s direction as it traversed across the skin. Vibratiotora were arranged along
cross-sections of skin such that saltation patterns ran taalgentihe path of motion
trajectories. This design was settled upon after piktirtg revealed its naturalness for
following vibrations across the skin. Figure 67 (a)-(d) depieésproposed vibrotactile
words for “follow me” after they've been specified and comfegl for joints through
body context—detailed measurements of motor spacing and placesietive to
anatomical locations is given in (McDaniel, Goldberg, VillarajeViswanathan, &
Panchanathan, 2011). Extensive pilot testing helped narrow the desigm t® settle
upon these patterns in terms of distinctness and naturalness fdfolloev me”
conceptual mapping. An overview of the main results of péeting is given below
(McDaniel, Goldberg, Villanueva, Viswanathan, & Panchanathan, 2011):

For elbow flexion/extension, saltation felt most natural when eediv to the
volar aspect of the middle of the forearm or more proximal, rremelbow joint. The
middle of the forearm should be avoided, however, to prevent confugtiowitarations
for forearm rotations; as should more distal regions to avoid donfusth vibrations for
wrist movements. For forearm rotations, saltation (conveyed l@ast four motors) felt
most natural anywhere on the forearm; but the middle porticec@™mended to avoid
vibrations for wrist and elbow movements. For wrist flexiotéagion, saltation felt most
natural when delivered to either side of the wrist joint (sed the medial side when the
back of the hand is anterior to the palm of the hand). For any mggement, it is
recommend to avoid placing motors across the wrist joint and ontdotearm as
rotational movements will cause the forearm to move witiénworn fabric, misaligning
a configuration with its respective movement; in other wordgpifation patterns are to

work well for any arm (or, limb, body, etc.) posture, then caratigntion must be paid
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to spatial variations of motors as movements are performed, &®id placing motors
on the palm as it may be obtrusive. Lastly, for wrist abduetdshiction, saltation felt
most natural when delivered to the back of the hand on or below thklés\uwhere the
generous surface area provides sufficient spacing betweetdiradi motors, as well as
with vibrations targeting wrist flexion/extension. In general, prove distinctness,
vibration patterns targeting different fundamental movemeetg., rotations versus
elbow flexion/extension, should not share motors, and be as faraspaossible. Lastly,
within a configuration, motors must be spaced such that diredtioisakasily perceived.
(p. 546) Copyright © Association for Computing Machinery, Inc. Reprinted with
permission.

Under the push/pull metaphor, users were instructed to interpvedtion
directionality as either pushing or pulling a limb. This is samiio Spelmezan et al.’s
approach (2009), but different in that Spelmezan et al. used ahe other, whereas our
approach combined them into push/pull to halve the number of mot@duoer cost and
simplify design. Vibration motors were arranged acrossrihelved joints. This design
was well received during pilot testing, feeling natural for thesen conceptual mapping.
Figure 67 (e)-(h) shows how vibration motors are spaced anddplacehe push/pull
metaphor—again, refer to (McDaniel, Goldberg, Villanueva, VisWamg &
Panchanathan, 2011) for detailed measurements. Pilot testingezkphe naturalness
and distinctness of configurations for the push/pull metaphor.ndia results of pilot
testing are summarized below (McDaniel, Goldberg, Villanuev¥swanathan, &
Panchanathan, 2011):

For elbow flexion/extension, saltation felt most natural when eiediv to the
volar aspect of the arm across the elbow joint, with timecenotor on the elbow joint.

Motors should be generously spaced apart so that when thés duity flexed, the
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vibration pattern for extension may still be easily perceiveithration patterns for
rotations were most intuitive when explained and delivered utider‘follow me”
concept... so no push/pull version is proposed. For wrist flexiarieiin, saltation felt
most natural when delivered to either the palm or back of the Haund,t is
recommended to avoid the palm; and as described before, for wristneioige motors
should not be placed posterior to the wrist joint (and hencetbatforearm) to avoid
complications arising from forearm rotations. For wrist abduction/addycaltation felt
most natural when delivered to the lateral side of the hand thieeback of the hand is
anterior to the palm. (p. 54Qopyright © Association for Computing Machinery, Inc.
Reprinted with permission.

The proposed somatic language exploits context to enrich thesahaf words
representing fundamental movement instructions. Through Somatic SAB§2 of
context, a variety of joints may be actuated across the body. Astaek this work
focuses on the wrist and elbow joint of the right arm. Morea¥er language may be
enriched through another means: sentence creation. More complex emsenay be
conveyed through spatial, temporal or spatio-temporal combinatiafisrofactile words
to create rich sentences representing almost any type of humament. Vibrotactile
sentences for motor instruction will be explored as part ofduttark; in particular, the
psychophysics of temporal and spatial variations of the wordsinwittorotactile
sentences will be explored.

The high level of abstraction affords efficient communicatbbmovements at
least for novices learning the basic structure of more compteements. Expert users
whom already know the movements, but wish to perfect them irs tefraoordination,

control and precision, may benefit more from the proposed vibretafg@dback,
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described after the following implementation details andnédr evaluation of the
proposed vibrotactile motor instructions.

Build: vibrotactile motor instructions. A platform was built to realize and
evaluate the proposed vibrotactile motor instruction set.his section, the custom
hardware, firmware and software of this platform, callechtiqtic suit is presented.

Haptic suit for vibrotactile motor instructions. This section first describes the
hardware details of the haptic suit, followed by its firmwaaed then finally, its
software.

Hardware descriptionThe haptic suit is depicted in figure 68, and hardware
components are given in figure 69. Hardware details are suneddyedow (McDaniel,
Goldberg, Villanueva, Viswanathan, & Panchanathan, 2011):

The sleeve is part of a compression shirt (Men’s medium; gd8fester, 16%
spandex). A LilyPad Arduino (ATmega328) microcontroller is poweredguailLilyPad
LiPower and a 2000 mAh Polymer Lithium lon battery. To deliver posteanded wires
are used to reduce resistance. Thin, flexible, solid cores\aire used to trigger motors.
Wires are slack to provide flexibility when altering capiiiations, and to enable subjects
to easily move while wearing the system. The microcontralbetrols vibration motors
(pancake motors; 150 Hz), attached with a small dab of hot gltéstbasily removed
when spatially altering motors. Motors are not directly cotateto the microcontroller,
but instead, are connected through nested 8-bit address latched#(nTdd€C259N).
Within our implementation, latches are nested for two levaleabling one
microcontroller to support over 200 motors. Between a latch and ar rfezich latch
supports 7 motors) is a driver (Hi V & A Darlington Transistorraf; model#:
ULN2004ANE4). (pp. 547-548F0pyright © Association for Computing Machinery, Inc.

Reprinted with permission.
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Figure 68.Haptic suit being worn and demonstrated by a student researcher.

A tight-fitting compression shirt was chosen as the fornofact ensure constant
contact between the vibration motors and the wearer for rel@vhmunication. The use
of a hierarchy of 8-bit latches supported scalability—ourenurimplementation uses 14
motors, but supports the addition of up to 200 motors, spread across iteef@nt
factor. Motors can also be easily removed if needed. Each risoteld down with a
small dab of glue to easily reconfigure its placement, paaticidr experimentation.
Portability is supported through fast wireless connectivity and battery life. System
operation was found to be reliable and efficient for accuragéseptation of spatio-
temporal vibration patterns, including complex rhythms involving atibns with
durations as short as 50 ms. Although the thin wires used herertstipgibility such
that movement is not hindered, they can break easily if snamgsedrrounding objects.

To improve durability, an outer sleeve or shirt may be worn, whisb improves
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discreetness. Lastly, pilot testing revealed the suit to bdoctable, easy to don/doff,
easy to learn and use. The latter two criteria largely depenthe distinctness and
naturalness of the vibration patterns, which were supported throufibiesuf motor

spacing and intuitive motor configurations and actuations using saltation.

8-Bit Latch o

LilyPad Arduino

Driver

Bluetooth
o Module

LilyPad
LiPower

s Battery

5
4
‘/\»

FRONT

Figure 69. Hardware details of haptic suit. Back: Microcorgrplpower supply and
wireless connectivity; Front: Communication buses and vibratioons. Reprinted from
“Motor learning using a kinematic-vibrotactile mapping targeting fundamenta
movements,” by McDaniel, T., Goldberg, M., Villanueva, D., Viswanathan, L. N., &
Panchanathan, S., 2011, In Proceedings of the 19th ACM International Confemrence
Multimedia, p. 548Copyright © 2011 by Association for Computing Machinery, Inc.
Reprinted with permission.

Firmware descriptionFirmware was developed using the Arduino development
environment. A communications manager was implemented to reopiwecommands
over serial via Bluetooth. These commands are parsed and uséhéo pre-defined

vibrotactile motor instructions. Instructions were defined éach saltation pattern

described in figure 67 where each definition was a sequenceotdr actuations.
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Although motor instructions must be implemented manually through thechdiag of
timing variations, the firmware still supported reconfigurapihnd provided expressive
control over defining rich spatio-temporal stimulations. As pdrtfuture work, a
graphical authoring tool is being developed that will allow destgnse quickly and
easily realized, and then outputted in a standard format for duplod storage onto a
microcontroller.

Vibrotactile motor instruction software. A graphical user interface, developed in
Visual C#, was built for communicating between a computer and the haiptitlee GUI
allows users to connect to the haptic suit to trigger prexefvibrotactile motor
instructions that were previously uploaded to the microcontrollerdéfieed patterns
are given letters, ‘A’, ‘B’, ‘C’, etc. for simplicity. Indidual motors may be actuated at
variable durations. Response times may be recorded for exmeaition or training.

Figure 70 shows a screenshot of the GUI.
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F# Haptemes

Setup
COM Port: |EDM2 V| [ Connect ] Dizconnect

Instruction Mode | Fecard Mode || Parse Mode|

Direct Matar Contral Patternz

b okar: Pattern:
Duration: Send Pattern

Activate Matar [ Record Response Time ]

Results

Figure 70. Graphical user interface for triggering vibrotactile aroinstructions and
individual motors through the haptic suit. Results pertainingy8tem operation are
displayed in real-time in the results box for debugging purposesr @the, ‘Record
Mode’ and ‘Parse Mode’, are used for vibrotactile feedback (descritezll lat

Confirm: vibrotactile motor instructions. A formal evaluation was conducted
to assess the distinctness and naturalness of the proposedactilerotmotor
instructions—and ultimately, evaluate the usefulness of SorABZ's toward creating
the proposed somatic language for cueing movements (for the edterset of motor
learning). The evaluation performed by this study was psychophysiteat recognition
and timing responses were assessed rather than exploring hgwotlesed system
enhances motor learning compared to traditional instruction. Tlee $atidy was found
to be outside of the scope of the present work, but will be ctewtlas part of future
work. The follow excerpt is from McDaniel, Morris, VillanuevajswWanathan and

Panchanathan (2011), where the study was originally published:
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Aim. The purpose of this study is to explore the naturalnesseoptbposed
kinematic-vibrotactile mapping [the proposed vibrotactile worafsparticular, we wish
to explore how the “follow me” concept and push/pull metaphoectafhaturalness.
Naturalness is primarily investigated through subjectivalldaek, but learning rate,
recognition accuracy, and response time may also shed lighteonsefulness of the
conceptual mappings. It is important to note that the intmiése of a conceptual
mapping is closely linked to motor spacing and placement (configa)ya we've
accounted for this through extensive pilot testing to find thet mssful and natural
configurations for each fundamental movement of the two conceptagbings.
Moreover, we cannot assume that vibration patterns, after inged in one posture,
will generalize to different postures. Ideally, however, wa'eferposture-freevibration
patterns that generalize well to other postures after beirgjered in one training
posture. To this end, we explore how well the proposed vibratiorrmmtieneralize to
novel postures (various arm postures) depicted in figure 71.

Subjects. The experiment involved 20 subjects, all Arizona State Uniyersi
students, divided between two conditions. The “follow me” condition uemiB males
and 2 females (age range: 19 to 27; mean: 24); and the pusitipdifion also involved
8 males and 2 female (age range: 20 to 34; mean: 25). No subjéat®ota or tactile
impairments.

Procedure. Subject information including age, sex, height and weight was
collected. The experiment was briefly explained to participafis; which they donned
the wearable system [figure 67 (a) or (b) depending on askigordition]...The
experiment consisted of three phases: a familiarization, nggiraind two-part testing
phase. The experimenter explained the randomly assigned condition, wisichithhex

the “follow me” or push/pull conceptual mapping. During the entire studsh the
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exception of the second part of testing, subjects were asketh&inr standing with their
arms by their sides (training posture). During the familiivnaphase, each vibration
pattern of the assigned conceptual mapping was sequentiallynfgeiséefore each
presentation, the experimenter demonstrated the movement and necxpltie
stimulation, relating it to its conceptual mapping. To avoid coafysilayman
terminology...was used to specify fundamental movements: for erarptist up’
rather than ‘wrist extension’. For simplicity, since wribtlaction/adduction is depended
upon the posture of the hand with respect to the sagittal plaeate taught in posture
B [figure 71]...and assumed to remain the same acrosseatiffepostures, ‘Wrist Left’
and ‘Wrist Right’, respectively...Once completing the first plassugh the patterns, the
vibration patterns were delivered once more. During the trainingepheaining trials
were repeated unless the subject scored a recognitioraegairat least 80% (7 out of 8
patterns) during a trial. A single training trial involved ttaexdom presentation of all
eight vibration patterns, once each. Participants were tolesfmond with the movement
the vibration cued, as quickly, but also as accurately, as pos$iue experimenter
informed the subject about the correctness of each respibnfee movement was
incorrect, the experimenter demonstrated the correct moveamehpresented the pattern
once more. During each phase, the experimenter recorded learmin@raating phase
only), response correctness and response time. Learning taee nsimber of training
trials required before the subject passes on to testingcdrhectness of each response is
used to derive recognition accuracy, or the percentage of coesminses. Response
time is the duration between the start time of the pragentof the pattern, and the time
at which the subject began performing the correct movenifeirtcorrect movements
were performed first, but then corrected by performing the domewement, within a

time limit of 15 seconds, the response was marked as correct.

215



The first part of the testing phase was similar to thieitiga phase with the
exception that four trials (32 presentations total with framdom presentations per
pattern) were performed for each subject, and no feedbaclivwas During the second
part of the testing phase, four new postures [figure 71]...wer@dinted. The
experimenter demonstrated each posture...Each vibration pattermegastpd once for
each posture, for a total of 32 presentations. Presentatios (pasture vibration
patterr) were randomized. Before each presentation, the participaninfeemed which
posture to change to, after which, the pattern was presented. dlmadkewas given.
Finally, subjects were asked to fill out a questionnaipp. 648-549)Copyright ©

Association for Computing Machinery, Inc. Reprinted with permission.

| PostureC | _PostureD ]

Figure 71.Novel postures used in user study to assess if recognition panfoenof
vibrotactile motor instructions is independent of postuiReprinted from “Motor
learning using a kinematic-vibrotactile mapping targeting fundamentalements,” by
McDaniel, T., Goldberg, M., Villanueva, D., Viswanathan, L. N., & Panchanathan, S.,
2011, In Proceedings of the 19th ACM International Conference on Mdlame 548.
Copyright © 2011 by Association for Computing Machinery, Inc. Reprintéd wi
permission.
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Results related to learning rate, recognition accuracy and respowsavere
collected, summarized (with descriptive statistics) andyaadl for relevant significant
differences using Analysis of Variance. The following excémuin McDaniel, Morris,
Villanueva, Viswanathan and Panchanathan (2011) provides a summary ofittse res

Results. The mean average number of learning trials was 1.9 (SD: h€9).4
(SD: 0.7) for “follow me” and push/pull conditions, respectivelgc8gnition accuracies
and classifications for each vibration pattern are summanegigure 72].... For the
“follow me” and push/pull conditions, the overall recognition accurfacythe first part
of testing was 97% (SD: 8.8%) and 98% (SD: 6.1%), respectiaaty;98% (SD: 8.1%)
and 94% (SD: 14.5%) for the second part. Mean response times for leatloripattern
are summarized in [figure 73].... For the “follow me” and push/malhditions, the
overall response time for the training phase was 3.6 s (SD: 1@ 2.8 s (SD: 0.72 s),
respectively; for the first part of testing, 2.9 s (SD: 0.pémsl 2.5 s (SD: 5.9 s); and for
the second part of testing, 2.9 s (SD: 0.86 s) and 2.5 s (SD: 0.59 s)e.[3gbl
summarizes results from the post-experiment questionnaire shigjects rated a series
of questions using a Likert scale from 1 (low/difficult) to 5 (i&nsy)...[Table 5]
summarizes results pertaining to the subjective natusaloEgach vibration pattern,
where subjects rated each pattern’s naturalness aslé&wtéperfect or near perfect),
‘acceptable’ (satisfactory) or ‘unacceptable’ (needs imgmmant). (p. 549 opyright ©

Association for Computing Machinery, Inc. Reprinted with permission.
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Figure 72.Summary of mean recognition accuracies averaged acrosspaents (left)

and misclassifications displayed using confusion matriceht)rfgr vibrotactile motor
instructions under (a) the first phase of testing, and (b)etbensl phase of testing (novel
postures).Reprinted from “Motor learning using a kinematic-vibrotactile maggpi
targeting fundamental movements,” by McDaniel, T., Goldberg, M., Villanugya,
Viswanathan, L. N., & Panchanathan, S., 2011, In Proceedings of the 19th ACM
International Conference on Multimedia, p. 5%opyright © 2011 by Association for
Computing Machinery, Inc. Reprinted with permission.
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Figure 73 Mean response times averaged across participants forieaatactile motor
instruction under training, testing (first phase) or testiegdad phase—novel postures).
Results for both conceptual mappings—(a) “follow me” and (b) pudh#amé shown.
Reprinted from “Motor learning using a kinematic-vibrotactile manggpitargeting
fundamental movements,” by McDaniel, T., Goldberg, M., VillanuevayiBwanathan,

L. N., & Panchanathan, S., 2011, In Proceedings of the 19th ACM International
Conference on Multimedia, p. 55Copyright © 2011 by Association for Computing
Machinery, Inc. Reprinted with permission.
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Table 5

Mean Responses to the Post-Experiment Questionnaire for Vibrotaditor
Instructions
Follow Me Push/Pull |

Mean | SD Mean SD ‘

Questions

1) How easy was it to put on the sui 3.€ 0.4z 0.67
2) How easy was it to take off the sui 3.€ 0.9¢€ 3.7 0.9t
3) How easy was it to perform the movements with t 4.7 0.67 4.9 0.32
suit on?

4) How comfortable was the suit 4 0.8 3. 0.8¢
5) How lightweight was the suit’ 4.¢€ 0.3 5 0
6) How silent were the suit’s vibration motors’ 4.1 0.57 4.1 0.57
7a) How easy was it to learn the vibration patterrior 4.9 0.32 4 1.25
‘wrist left’ (Wrist Adduction)?

7b) ... for ‘wrist right’ (Wrist Abduction)? 4.¢€ 0.3 4 1.0F
7¢) ... for ‘wrist up’ (Wrist Extension)? 4.2 0.67 4.€ 0.32
7d) ... for ‘wrist down’ (Wrist Flexion)? 4.4 0.7( 4.7 0.4¢
7¢) ... for ‘rotate right’ (Supination)? 4.€ 0.6¢ 4.4 1.07
7f) ... for ‘rotate left’ (Pronation)? 4.€ 0.6¢ 4.4 1.07
7q) ... for ‘elbow flex’ (Elbow Flexion)? 4.1 0.8¢ 4.¢€ 0.32
7h) ... for ‘elbow extend’ (Elbow Extension)’ 4 0.8 4.€ 0.32
8a) How easy was it to recognize & respond to vibratiof 5 0 3.8 1.03
for ‘wrist left’ (Wrist Adduction)?

8b) ... for ‘wrist right’ (Wrist Abduction)? 5 0 4 0.82
8c) ... for ‘wrist up’ (Wrist Extension)? 4.4 0.9¢ 4.7 0.67
8d) ... for ‘wrist down’ (Wrist Flexion)? 4.5 0.9¢ 4.7 0.67
8e) ... for ‘rotate right’ (Supination)? 4.2 0.6° 4.2 1.0€
8f) ... for ‘rotate left’ (Pronation)? 4.2 0.7t 4.2 1.0¢€
8q) ... for ‘elbow flex’ (Elbow Flexion)? 4 0.9¢ 4. 0.4z
8h) ... for ‘elbow extend’ (Elbow Extension)’ 3. 0.9¢ 4. 0.4z

Note. Conceptual mappings: “follow me” (left) and push/pull (right). yioan
terminology was used to describe movements. Each question wdsobbaad.ikert scale

(1 through 5).Reprinted from “Motor learning using a kinematic-vibrotactile mapping
targeting fundamental movements,” by McDaniel, T., Goldberg, M., VillaguBy,
Viswanathan, L. N., & Panchanathan, S., 2011, In Proceedings of the 19th ACM
International Conference on Multimedia, p. 5%lopyright © 2011 by Association for
Computing Machinery, Inc. Reprinted with permission.

220



Table 6

Subjective Evaluation of Naturalness of Vibrotactile Motor Instructions

Q

o 8

c o

o T & 9
Vibration Patterns T £ 8

o o| ®©

X Q (=

w << o

‘Wrist Left’ (Wrist Adduction) O[O ]1]6 |0J4
‘Wrist Right’ (Wrist Abduction) 9|C | 1]€ | Oz
‘Wrist Up’ (Wrist Extension) 2|5 | 715 | 1)C
‘Wrist Down’ (Wrist Flexion) 214 | 7]€ | 1]C
‘Rotate Right’ (Supination) 6l7 | 4]z 1 01
‘Rotate Left’ (Pronation) 6l7 | 4]z | 01
‘Elbow Flex’ (Elbow Flexion) 1/€ ] 8]1 ] 1IC
‘Elbow Extend’ (Elbow Extension) 1]€ 18|11 1)1

Note.Votes for either ‘excellent’, ‘acceptable’ or ‘unaccepgalalre out of ten where the
following convention is used: “follow me” | “push/pulReprinted from “Motor learning
using a kinematic-vibrotactile mapping targeting fundamental movemerig,”
McDaniel, T., Goldberg, M., Villanueva, D., Viswanathan, L. N., & Panchanathan, S.,
2011, In Proceedings of the 19th ACM International Conference on Mdlame 551.
Copyright © 2011 by Association for Computing Machinery, Inc. Reprinted wi
permission.

Discussion. The aforementioned results provide insight into the distinctaeds
naturalness of the proposed vibrotactile words. The followirsgudsion, originally
presented in (McDaniel, Goldberg, Villanueva, Viswanathan, & Pamathan, 2011),
provides a detailed discussion of the results:

Learning rate.The average number of learning trials did not differ sigaifity

between conditionst(18)=1.30, p>0.2, two-tailed, showing that both conceptual

mappings were easy to learn.

Recognition accuracyFor the first part of testing, the overall recognition
accuracy (across subjects) of each vibration pattern (anceifber condition) is
impressive at 90% or better, with most accuracies beingeirhigh 90’s [figure 72(a)].
Moreover, a one-way repeated measure ANOVA revealed thagm#ion accuracies

between vibration patterns did not differ significanth(7,63)=1.52,p>0.05, and
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F(7,63)=0.93,p>0.05, for the “follow me” and push/pull conditions, respectivelgisT
shows that within each condition, patterns were distinct andtea®cognize. For the
second part of testing in which novel postures were introducedyvtrall recognition
accuracy (across subjects and postures) of each vibratiennpétir either condition) is
impressive given no prior training on the novel postures...most axesrare 90% or
better [figure 72(b)], showing that most patterns, for either tiomdiwere still distinct
and easy to recognize even for new postures. However eqush/pull condition, wrist
abduction and adduction were both below 90% at 88% (SD: 13.1%) and 75% (SD:
28.9%), respectively. A two-way repeated measure ANOVA fedethat the main
effects for vibration pattern and posture were both sigmfjd&(7,63)=5.14,p<0.0002,
and F(3,27)=4.33, p<0.05, as well as their interactior(21,189)=3.1, p<2x10°.
Regarding the main effect of pattern type...[figure 72(b)] suggkster recognition
accuracy for wrist adduction compared to other patterns, regardf posture. Although
we observed slight difficulties with recognizing this pattemmle in posture A, B and C,
it was posture D that presented the biggest challengearéReg the main effect of
posture, we observed posture D to have lower overall recogaitiuracy, regardless of
pattern type, when compared to other postures. However, we observed that theqfatterns
wrist abduction and adduction created the most problems for participhifésn posture
D (interaction effect). Overall wrist abduction and adduction aogyrwhile in posture
D, were both very low at 50% (SD: 52.7%) each. As shown in ¢inéusion matrix
[figure 72(b)]..all five misclassifications of wrist abduction occurred in pastdy,
whereas half (five out of ten) misclassifications ofstvedduction occurred in posture D;
most of the confusion happened between wrist movements. Subjdetdback
confirmed the difficultly of recognizing wrist abduction and adaurcpatterns in posture

D for the push/pull condition: many subjects commented that afistuction and
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adduction for push/pull were very difficult to recognize whileposture D due to the
(rotated) hand posture. Indeed, in (8) [table Bje..see that wrist abduction/adduction

were the lowest rated among other patterns in the push/pull condition.

Response timéfter training, overall response times for either conditiod a
for any pattern were impressive, at roughly three secondsr[liggire 73]..shows a
general decrease in overall response time (across siibjectsibration patterns as
subjects progressed from training to the first part ofrigstihen seemingly stabilizing
between the first and second part of testing with some smabaiges or decreases
depending on the pattern and condition. A two-way repeated meaN@¥A revealed
the main effect of phase type to be significaRt2,18)=15.87, p<1.1x10" and
F(2,18)=15.53p<1.21x10", for “follow me” and push/pull conditions, respectively...this
suggests that with continued exposure to the patterns, reaicties improved, with
perhaps the exception of the transition between the two pa#stisfg. This may be due
to the introduction of the novel postures, or perhaps more time was needed befane we s
further improvements in terms of response time. We hypothesizew#ialong term use,
users will continue to become more proficient at recognizimg) r@sponding to the
patterns. Only for the “follow me” condition was the main dffe€ pattern type
significant, F(7,63)=4.13p<8.61x10". Indeed...we see that patterns for wrist abduction
and adduction were recognized faster on average compared to dteerspgigure 73].
This coincides with subjective feedback: see (8) [t&hlé&s expected, this indicates that
more natural patterns...will lead to faster response tinsle] 6]. No significant

interaction effects were found for either condition.

Posture-free vibrationdWVith the exception of wrist abduction/adduction for
the push/pull condition, based on the impressive recognition acsirafien novel

postures were introduced, along with consistent response tirmesgerthat the proposed
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conceptual mappings and configurations generalize well to new postures thiffeegatd
from the training posture. This is important as we cannot expgets to re-learn
vibration patterns for every new posture they might encountdichwwould be
unrealistic for many applications. However, we cannot ignorettigatibration pattern
for wrist abduction/adduction did not perform well for every postuWe hypothesize
that the ideal solution will involve both conceptual mappingsizinti the most natural

patterns.

Subjective feedbackor the “follow me” condition, vibration patterns for
wrist abduction/adduction were rated higher in terms of learthalaihd distinctness
[table 5]...as well as naturalness [table 6]...where allomat subject rated the patterns as
‘excellent’ in terms of naturalness; whereas wrist abduf@duction for the push/pull
condition received no ‘excellent’ ratings—mostly ‘acceptalde ‘unacceptable’. As
previously mentioned, subjects felt the latter vibration patterbe too similar and close
to those of wrist flexion/extension. It seems obvious, then, thast wbductions and
adductions should be cued using the “follow me” conceptual mapping witegpective
configuration. This will allow for sufficient spacing betweerist flexion and extension
vibrations. Wrist flexion/extension under the push/pull conditioeived higher ratings
for learnability and distinctness...as well as naturalness.paogd to the “follow me”
condition. Most ratings for the naturalness of wrist flexionfesitan, for the “follow me”
condition, fell under ‘acceptable’; many subjects felt the vibnapatterns were more
appropriate for rotations, although these patterns were rareliassgied as such [figure
72]... The ideal configuration would have motors in a straight line gheh the
directionality is tangential to the arc of the motion; howgdee to the curvature of the
skin around the arm, especially around the wrist joint, theaetiadeoff between motor

spacing and the curvature of the directionality. Enough spacnegysred to provide the
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illusion of apparent motion, but with larger spacing, motors willecoa greater
circumference around the arm. This is an inherent problem wieg the “follow me”
conceptual mapping to design configurations for flexion and extenatoleast where
there is limited flatness. Therefore, the conceptual mapping dfgaisseems to be a
better option for movements of flexions and extensions. For eftedon/extension,
there is a clear preference for the push/pull version...As sHtabkle 6]..most ratings
were ‘excellent’ whereas most ratings for the “follow neehdition were ‘acceptable’.
As mentioned, for the “follow me” conceptual mapping, these pattehare the same
problem as those for wrist flexion/extension. Indeed, we séentst misclassifications
were with rotations...Lastly, most subjects felt vibrationtgrats for rotations to be
intuitive, easy to learn, and easy to recognize. It is therelear that a combination of
patterns from the two conceptual mappings explored here is neeldedthain using one
concept to explain all kinematic-vibrotactile mappings. The rafiettive patterns from
each conceptual mapping should be used: “follow me” wrist abduatidattion,
push/pull wrist flexion/extension, push/pull elbow flexion/extensiand “follow me”
rotations. (pp. 549-551Copyright © Association for Computing Machinery, Inc.

Reprinted with permission.

Conclusion and future work: vibrotactile motor instruction s. Somatic ABC’s
was applied to design, develop and implement a somatic languagerfuaetile motor
instructions. This language was evaluated through a psychophysidgltsat assessed
distinctness and naturalness. Overall, participants found tiposed vibrotactile motor
instructions easy to learn and recognize given their distinctagds naturalness.
Augmenting the proposed somatic language with vibrotactile fekdim a clear
extension to this work, which is described in the following sectiFurther research

guestions related to vibrotactile motor instructions include:
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Learning, recognition and response effects when different caratept
mappings (namely, “follow me” and push/pull) are combined into the
same pedagogy. Although this study revealed that one conceptual
mapping may not be optimal for all movements, future work must
explore ways in which these conceptual mappings may be irddgrat
without introducing unwanted perceptual effects.

Spatio-temporal presentations of vibrotactile motor instructigiisbe
explored to learn how to cue more complex movements consisting of
spatially and/or temporally overlapping fundamental movements. The
perceptual effects of different scenarios (concurrent andbuesdal
presentation) will be assessed for different movements across the arm
Generalization of the results found here will be explored athessody

at different joints and structures; in particular, vibrttac motor
instructions for flexion/extension, abduction/adduction and rotation will
be applied to different joints capable of articulating thesenes
fundamental movements. These results will provide insight inéo t

potential of body context for this application.
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Articulate: vibrotactile feedback. The proposed somatic language for
vibrotactile motor instructions was extended to accommodate twe tfpfeedback: (1)
positioning errors in terms of joint angle and degree of mwtatnd (2) speed errors in
terms of the angular speed of joints and rotational movementse Thesfeatures of
movement were selected for feedback as they representamiperror information when
learning and perfecting movements. In the following sectionsdéiseyn of vibrotactile
feedback for positioning and speed errors is described.

Feedback for positioning errors. The proposed design is inspired by interactions
during physical therapy where a therapist applies gentle nudgeside or direct
attention to limbs that need adjustment. We extend the aforemedtsomatic language
(instruction set) by one vibrotactile word for positioning feef#lbaThe word is a
vibrotactile rhythm built from the sequential presentation of one vibe{@mwibration of
duration 120 ms with fixed amplitude and frequency), each separated by&algdoms.
The rhythm feels like quick, gentle nudges guiding a limb t@iBpeangle, after which
the vibration ceases to indicate that the target poditambeen reached. Pilot testing
revealed the frustrations of reaching a precise angle. Thesteation were alleviated
when a padding (acceptable amount of error), such as +/- 5 gegrae introduced,
improving system usability. Ultimately, this padding will be l&giion-specific,
dependent upon how much precision is required. Pilot testing codfittmeenaturalness
of the “tapping”; but participants also found a steady vibration toalberal and effective
for positioning feedback. The latter is recommended for applicatiemsiring precise
positioning with small errors as pauses between bursts of therfongythm may increase
chances of passing over small paddings wherein the target angle lies.

Body context was employed to enrich the proposed vibrotactile yoagplying

it to different joints for joint-specific positioning feedbackhe final spacing and
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placement of motors, determined after extensive pilot testingairay naturalness and
distinctness, is shown in figure 74. This design is not indepefficentthe vibrotactile
motor instructions described before—the proposed instruction and f&edibsigns are
intended to be used together, particularly for novices; expert bagesthe option of
using only feedback for perfecting movements. Moreover, sirtolasibrotactile motor
instructions, the pedagogical approach to teaching these feesiaeks is inspired by
either the “follow me” or push/pull conceptual mapping—which alsituénces the
placement of motors. The following describes the feedback disigrach fundamental
movement of interest here: elbow flexion/extension, wrist dielaxtension, wrist

abduction/adduction and forearm pronation/supination.

(©)

Sk

# “follow right”

“follow down®

Figure 74. Motor configurations and conceptual mappings used for vibrletact
positioning feedback. Pulses indicate locations of vibration madois,arrows indicate
intended direction of movement based on the stimulated body site canoeptual
mapping. Movements depicted include (a) elbow flexion/extension; wbist
flexion/extension; (c) wrist abduction/adduction; and (d) forearm stipiMpronation.
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Positioning feedback for elbow flexion/extension shares the motoigaoation
(and conceptual mapping) used for cueing elbow flexion/extensionmesxie under the
push/pull metaphor (figure 67). This configuration was chosen for ewntymy with
positioning feedback as participants found it more natural tf@low me” during
formal evaluation. After perceiving an instruction to flex rtea@d the arm at the elbow
joint, the user moves to what he or she believes to be thetcpostion, and then stops.
If the angle is in error, the user feels one of two typesiwbtactile feedback: gentle
nudges on the volar side of the forearm taught to be perceiyatshimg the forearm for
extension; or gentle nudges on the bicep taught to be peresymdling the forearm for
flexion—these are depicted in figure 74(a). These stimulatawasfelt until the user
reaches a pre-defined position determined by the relative batyleen the forearm and
upper arm.

Positioning feedback for wrist flexion/extension moved the motangement of
figure 67(c) onto the medial side of the hand (near the thumbanistior to the wrist
joint. As shown in figure 74(b), the spacing was slightly widength shat endpoints fall
on the palm and back of the hand. These changes were made maiobtobtomodate
space needed for motion sensors—but ultimately, pilot test participants fowrnutitted
configuration to provide feedback signals that were vivid and nagivah their direct
stimulation of the hand. The “follow me” conceptual mapping was eshasser the
push/pull metaphor as study participants found either of theserto satisfactorily for
wrist flexion/extension (table 5). After perceiving an fastion to flex or extend the
hand at the wrist joint, the user moves to what he or shevegli® be the correct
position, and then stops. If in error, the user feels either gamtlges on the palm (just
anterior to the wrist joint) taught to be followed to flex;gentle nudges on the back of

the hand (just anterior to the wrist joint) taught to be foldwo extend—depicted in
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figure 74(b). These stimulations are felt until the usechrea a pre-defined position
determined by the relative angle between the hand and forearm.

Positioning feedback for wrist abduction/adduction moved the gunafiion of
figure 67(d) distally along the fingers to accommodate spaggexdefor motion sensors.
This configuration and conceptual mapping was decided as forusdliagion of
instructions found it more natural than the push/pull metaphor foist wr
abduction/adduction. After perceiving an instruction to abduct or addachand, the
user moves to what he or she believes to be the correct poaitidrthen stops. If in
error, the user feels either gentle nudges on the mediabf&ithe hand (on the index
finger of the right hand) taught to be followed to adduct the hand; degemtges on the
lateral side of the hand (on the little finger of the rightd)ataught to be followed to
abduct the hand—depicted in figure 74(c). These stimulatiomdedtr until the user
reaches a pre-defined position determined by the relative angledrethe hand and
forearm.

Positioning feedback for adjustments to forearm pronation onatign shares
motors of the configuration and conceptual mapping of figure 6T{®. “follow me”
conceptual mapping was shown to be more intuitive that the pushipplping during
pilot testing conducted as part of the investigation of vibrogagtibtor instructions.
After perceiving an instruction to rotate the forearm closkenor counterclockwise, the
user rotates to what he or she believes to be the corretbppand then stops. If the
degree of rotation is in error, the user feels either ganttiges on the medial side of the
forearm taught to be followed to rotate the arm counterclask\{pronation); or gentle
nudges on the lateral side of the forearm taught to be followed to rataaeniclockwise

(supination)—these are depicted in figure 74(d). These stilmuaare felt until the user

230



reaches a pre-defined position determined by the orientation of tideréiative to the
upper arm.

Pilot testing supported the naturalness of the aforementioned spobpo
vibrotactile feedback signals for correcting positioning erilot tests also showed the
useful interactivity of the proposed feedback signals. Tygican first attempts at
reaching a target angle, users would overshoot, but then folloveedback signal back,
eventually finding the pre-defined target angle. Participapfgegiated the system’s
interactivity in which they could get a feel of the position thegdeel to move into. They
would then attempt to memorize this target position, and on gudsetries, try to reach
it without activating the feedback signals. This would usuake two to three tries with
feedback signals providing slight adjustments. Upon reacHiegtdrget angle, and
holding its position for less than a second, a vibration signal uprthe length of the
arm, indicating that the user has achieved the correct poshitiough concurrent
feedback for multiple joints is possible, it may overwhelm rewsers; recall that too
much feedback may distract students, causing them to lose focus of morenhpoors
that need to be reduced. In any case, concurrent feedback faorpogiterrors will be
explored as part of future work. Vibrotactile sentenceshia torm of sequential
corrections for positioning errors across different jointsalso be explored.

Feedback for speed errors. A novel approach for vibrotactile feedback for
correcting errors related to angular speed is presented &endar to vibrotactile
feedback for positioning errors, feedback for correctpeges errors informs users of the
direction to make adjustments; specifically, speed up or slow down, rdtteer
conveying an exact speed that needs to be reached. Thisilar somfeedback for
positioning errors in that the feedback signal simply convigs the current position

needs to be increased or decreased. But just as with positionithigé&espeed feedback
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may indicate when the correct speed is reached (plus or minascaptable amount of
error) by either ceasing feedback vibrations or displaying Ino\@ation patterns
indicative of achieving the correct movement.

Two presentation techniques for speed feedback were consaledeglvaluated
through pilot tests: Real-time feedback or near real-tiessllfack. The design of both
presentation schemes uses a vibrotactile rhythm for communicaéed information.
For each presentation technique, this rhythm was presented tbdiecé the right arm
so that it is common across all movements, and improves dissadiyeavoiding body
sites where instructions or positioning feedback were presebiging pilot tests, this
design concept was preferred by participants, over more ledaleedback for speed
corrections; many participants commented that it simplifiezd (ughile still maintaining
naturalness) as they knew where to expect the incoming feedback stmulat

For real-time feedback, the tempo of a vibrotactile rhythas woupled to the
speed of a user's movement, and displayed in real-time whileistye moved. As an
alternative, we also discretized this range of speeds irggarés of slow, moderate and
fast. Through extensive pilot testing, neither approach for irealfeedback was found
to work well given that the rhythm varied too quickly throughout ements. We
speculate that the variation was caused by the short rangmtafn involved in the
movements investigated as part of this work, combined witrele@tion and
deceleration at the start and stop of movements. Given thé simge of motions
involved, and our sampling rate of 8 samples per second, time ancodateaints were
insufficient for real-time speed feedback.

We therefore opted for the second presentation style ofreebtime feedback.
After a user feels a vibrotactile instruction, makes aenwant, and then stops, he or she

feels a vibrotactile rhythm communicating the needed speed mdjuistAfter a short
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pause and a vibrotactile alert (1 s in duration with fixed angaditand frequency) applied
to the hand indicating to begin moving, the user then responds nvitipdated speed.
This process repeats until the target speed is reached, vaffeh a vibrotactile

stimulation is felt representing that the goal has been \ahiéa vivid and distinct
vibration running up the length of the arm). Pilot test partidpeaappreciated this
interactivity, and were able to reach target speeds quite easily.

The design of the proposed vibrotactile rhythm utilizes a siwglrd constructed
from one vibroteme: a vibration of duration 200 ms with fixed amplifarmt frequency,
separated by gaps of 500 ms. On its own, this “base” rhythm doesomegycany
information until its tempo changes through use of stimulation ti@ms These are
applied to the proposed vibrotactile rhythm to create rhythmsinf@im the user of
speed adjustments when relatively compared to the base rhythen.stimulation
variation applied here is a change in tempo: a decrease in tenhdf Jigr an increase in
tempo by double; these tempo changes formslaav downand speed uprhythm,
respectively, depicted in figure 75, concatenated to the bg#er to indicate how the
previous movement needs to be adjusted. Stimulation variatieres chosen to enrich
the proposed somatic language without increasing learning deniNmdsw vibrotactile
patterns must be memorized; users simply compare tempo chafingdsase rhythm to
learn if they need to speed up or slow down their next movement. jEkotytesting
revealed the ease of recognizing these relative comparisatis amly brief

familiarization.
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“slow down”

Figure 75.Visual representation of vibrotactile rhythms used in the propabeatactile
feedback for correcting speed errors: (a) base rhythm cogsattithree pulses (200 ms
each, separated by 500 ms) with a total duration of 2.1 seconds afplilg@&second;
followed by (b) “slow down” rhythm consisting of three pulses (400 atheseparated
by 1000 ms) with a total duration of 4.2 seconds at 0.714 pulses/secdalipwed by
(c) “speed up” rhythm consisting of nine pulses (100 ms each, sepaga250 ms) with
a total duration of 3.15 seconds at 2.857 pulses/second. These rhyhmnssainted to a
vibration motor near the elbow.

Build: vibrotactile feedback. Somatic ABC’'s implementation theory was
employed to augment the proposed haptic suit for vibrotactile nistruction with
hardware and software for vibrotactile feedback. This new ingiation is termed the
haptic feedback suitn the follow sections, the hardware and firmware details @f th

haptic feedback suit are described; followed by a descripfidne software for sending

commands and recording/parsing movements.
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Haptic feedback suit. First, hardware augmentations made to the haptic suit to
build the haptic feedback suit are described. Next, firmwarelsletaluding calculation
of the relative positions between limbs, is described.

Hardware description. The proposed haptic suit for vibrotactile motor
instructions was augmented with motion sensing capabilities tee dribrotactile
feedback. Rather than rely on bulky and expensive visual motiomreaphertial
measurement units (IMUs) were used. IMUs sense both accmte(anslation) and
angular velocity (rotation) through an accelerometer and gyrosceppectively, to
measure the orientation (roll, pitch and yaw) of the sensotiveelto Earth. Relative
orientations between IMUs may be calculated by comparing theasurements. IMUs
require a magnetometer (or GPS) to compensate for accumelated in yaw due to
drift.

The IMU chosen for this work was the ArdulIMU+ V2 (Flat)hish has the
following electronic components and features: triple-axis acmaleter (ADXL335),
triple-axis gyroscope (LPR530AL, LY530ALH), Arduino-compatible on-bigamocessor
(Atmega328@16mhz), power regulation, protection circuitry, sqrgat output, and
status LEDs. Triple-axis magnetometers were not included, bet jatrchased
(HMC5843) and connected to each IMU. The on-board Atmega328 provided local,
efficient processing needed for real-time motion capturestiBg firmware, the Attitude
Heading Reference System (AHRS), was uploaded and used on eadarlbéltulating
orientation (roll, pitch and yaw), which could be efficiently artiably communicated
over serial. Figure 76 depicts the ArduIMU+ V2 (Flat) withlocal coordinate system,
and the directions of roll, pitch and yaw, overlaid.

Accurate calibration requires the IMU’s x-axis to face méagneorth while the

sensor lays flat and motionless. Calibration takes just asémends. Once a calibration
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file is created, the sensor’s firmware may be updated saaltibtation is loaded, rather
than recreated, upon each startup, which takes 10-15 seconds linestdnisors. We
used the cube shown in figure 76 for calibration. This cube wasuakd to measure
sensing inaccuracies by changing the IMU’s orientation in 9@&inents with respect to
each axis. Roll and pitch are accurate up to +/- 2°, whereassyasgurate up to +/- 10 °
due to sensing inaccuracies created from the difficultgnofinting the magnetometers
perfectly flat. A newer version of this IMU, ArdulIMU+ V3 @), comes with a built-in
magnetometer, which will reduce these errors. In any case, ¢hess did not affect
experimental results as the study explored positianiations as opposed to static

positions.

Figure 76.IMU with coordinate system overlaid and inset for detadtaons around
the x-axis, y-axis and z-axis change position with respect to pdalth and yaw,
respectively. A cube, shown in figure, was used for calibratiod assessing sensor
errors.
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To capture the relative positions of the hand, forearm and @wperan IMU
was attached to each rigid part of the arm. Three IMUs weatibrated, tested for
accuracy, and mounted onto the haptic suit via Velcro at three dimdy (figure 77).
These sensors were integrated into the existing haptidhsoiigh custom-built serial
ports connecting each IMU to the LilyPad microcontroller vidakeOnly one IMU
could take advantage of the LilyPad’s single hardwarealseort; the other sensors were
forced to communicate to the LilyPad via a software sartatface, but without loss of
sampling speed. The IMU’s introduced additional power requirespedding a second
battery to the power supply. Wireless capabilities wersoved due to a hardware
malfunction. The existing infrastructure in place for vibrttaanotor instructions did
not change; and stimulation for vibrotactile feedback shat@atiwn motors used by the
proposed somatic language for vibrotactile motor instructions.

Referring to figure 77, IMUs (a) and (b) are used to calculegeangle between
the hand and forearm (relative to pitch) for detection and estimation of treedsgvrist
flexion/extension; IMUs (a) and (b) are again used to cateuhe angle between the
hand and forearm (relative to yaw) for detection and esomatf the degree of wrist
abduction/adduction; IMUs (a) and (c) are used to calculateethéve rotation (roll)
between the upper arm and hand/forearm for detection and &stiroé the degree of
forearm pronation/supination; and lastly, IMUs (b) and (c) ard tesealculate the angle
between the forearm and upper arm (relative to pitch) foctiebeand estimation of the

degree of elbow flexion/extension.
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Standing straight with
arms by side

Arm fully extended, palm down

|V

Figure 77.IMU placement on the haptic suit. An IMU is placed on (a) badk®hand;
(b) medial side of forearm; and (c) bicep of upper arm. Riggg(b), placement remains
at medial side when standing or when arm is fully extended witpahme facing down
(see figure); but as the arm rotates such that the palfacing up (see figure), the
forearm rotates within the garment, causing the position of IMWo(lchange relative to
the forearm—in particular, it is now on the volar aspechefforearm. This is desired,
however, to enable accurate sensing of elbow flexion/extension.

o

The gyroscopes of the IMUs saturate at high speeds, butyueddver after a
few milliseconds. During recovery time, sensor readings mawurbed off in the IMUs
firmware to avoid recording inaccurate readings. The ratedevaf speed before
saturation is 300°/s; but experimentally, we found capture of spgeateund 120°/s or
below to be more reliable. For this reason, we limited mowésmiavolved in system
usage and evaluation to this range to proactively avoid saturation fromdasments.

Using software serial ports, the system is scalable inrtizae IMUs can be

added to potentially record full body movements; but more powerbmayeeded as the
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number of sensors increases. Portability, comfort, ease of moveamel ease of
donning/doffing were not affected by the addition of the IMUscdeding to pilot
testing). Durability could be improved by enclosing sensors mvjikdstic cases (this will
be done as part of future work). Current battery life istatiory at well over two hours
with rechargeable batteries. In the following section, the fairevof the haptic feedback
suit is described, and connections between implementation anertfzning design
requirements are drawn.

Firmware descriptionThe existing firmware of the haptic suit was augmented
with functions to sample IMU readings, compute relative angis/een sensors and
actuate motors for vibrotactile feedback linked to motor ggerhnce. Upon entering
feedback mode, the IMUs are sensed at roughly 8 samples/sxiapgtely, every 120
ms). This sampling rate was largely influenced by the demandshef processing
components of the firmware, such as managing actuation of vibration moithiserzsing
and computational demands for not just one but three IMUs. Howeatv8rsamples/s,
sufficient resolution was achieved for the movement speetdsithaf interest here. At
each sampling instance, each IMU is sensed to capture rentuoll, pitch and yaw.
These values are used to rotate unit vectors to matcluttentorientation of each IMU.

These rotation matrices include

1 0 0
R, = [O cos(roll) -— sin(roll)}, (1)
0 sin(roll) cos(roll)

R, = 0 1 0

—sin(pitch) 0 cos(pitch)

, (2)

l cos(pitch) 0 sin(pitch)
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cos(yaw) —sin(yaw) 0
R, = |sin(yaw) cos(yaw) 0| (3)
0 0 1
for rotation (roll) around the x-axis, rotation (pitch) aroundytfeis, and rotation (yaw)
around the z-axis, respectively, whexdl, pitch and yaw are in radians. These are
multiplied with a unit vector, represented &g to obtain an updated vectar,, that
aligns with the sensors current orientation (with respe¢héoaxis of the given unit
vector),
v, = R,R R, (4)

These rotated vectors may then be compared to compute their relativesingle

a-b ) (5)
llallllbl|

8 = cos™ ! (

wherea andb are the vectors being compared. Figure 78 depicts which axeslbflilse

are used toward calculating specific angles related to the fundamenaents.
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Figure 78.Sensors and vectors (numbered) involved in relative anglel@@ns for
vibrotactile feedback: (a) wrist flexion/extension; (bl flexion/extension; (c) wrist
abduction/adduction; and (d) forearm pronation/supination.

The relative positions of limbs are used to drive feedbaghats. Angle
estimates of a fundamental movement are used to calcuatisen's current speed (with
respect to this fundamental movement only). The system reesgthiat a movement is
being made when this speed surpasses a threshold; in this im@éore 15°/s worked
well, helping to avoid detection of movements that could simplyittes. jA speed of
15°/s had to be maintained for at least 3 samples for #temsyto classify the current
movement as valid. If classified as valid, when speed falewbéhe threshold (i.e.,
ceases), feedback is initiated.

For feedback related to speed, the speed of the completed moveoreptiied
from the median value of speed samples to mitigate effetctacceleration and

deceleration at the beginning and end of the movement, respgctsveompared to a
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pre-defined target speed. If the current speed is less teatanfet speed (outside an
acceptable amount of error), the “speed up” rhythm is displafyéte current speed is
more than the target speed, the “slow down” rhythm is displayedfiaaty, if the
speeds match, then a feedback signal indicating correctvibsatibn running up the
length of the arm) is displayed.

This simple feedback scheme received mixed comments duristgtgsting; an
approach that was deemed as more usable discretized theofsspged. Speed values
were classified as “very slow” (< 45°/s), “slow*45°/s and <75°/s) and “moderate”
(=75°/s). If the current speed falls into the classificationtaining the target speed, it is
found correct; otherwise, users were informed to speed up or slow diwe feedback
scheme was more lenient, reducing frustrations for users duringesiliotct.

Positioning feedback compared the current angle to a pre-dédirged angle. If
the current angle is less than or more than the target gmgkdde an acceptable amount
of error), vibrotactile stimulation “nudges” the user in a dicgcto reduce this error.
When the user reaches an angle that is close to the trgkt—that is, within an
acceptable amount an error—a feedback signal indicating twesscis displayed (after
this angle is held for about 500 ms). Pilot test results for spged and positioning
feedback were positive; participants found the feedback siggedy to learn and
intuitive, and appreciated the interactivity of the system.

Software descriptionThe graphical user interface previously described for
sending instructions to the haptic suit, was augmented to preiidatactile feedback
for correcting positioning or speed errors. Two new modes wegrkemnented: recording
and parsing. Under recording (figure 79), a trainer has the ogiti@tording movement
without delivering feedback; recording movement while displayeal-time feedback

for positioning errors by entering a start and end angle (feedbaased only on the end
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angle); or recording movement while displaying near liesd-feedback for speed errors
by entering a target speed in degrees per second. Trainerateamciestom file names,

which are appended with a “run” or trial number to keep trackehtimber of times a

movement has been practiced.

The parsing function enables users to select and load a pigvieasrded
movement file for segmentation. The raw measurements pedtén a file are parsed,
and fundamental movements are extracted. These are movementmeéa the
aforementioned criteria of a “valid” movement—those movemeh& reach and
maintain 15°/s. Along with the start and end angle of eaciddmental movement
contained in a recording, its start time, duration, and mediar speealso given. The

segmentation is outputted to a new file for storage.
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Haptemes

Setup

COM Part: |I:IIIM2 v| [ Connect ]
Instruction Mode | Record Mode | Parze Mode
| StatRecoding | O Without Feedback

(&) With Feedback [angle)
|EII:n:|wFIe:-:E:-:tend vl Pad: 5.0

|sul:-iE':”_E":":'W-1 | Start Angle; D
Rund: 1| < o [ G':'] End Angle:

() With Feedback [Speed)
|EII:n:nwFIe:-:E:-:tenu:| v| Speed:

Stop Recording

R esults

Figure 79.Graphical user interface for recording movements with opfiensecording
movement without feedback or with feedback (position or speedygattangle (degree)
or speed (degrees/second) can be directly entered fdibdele functions (‘Pad’ value
represents the acceptable amount of error in degrees).

Confirm: vibrotactile feedback. This section presents the formal evaluation of
the proposed somatic language extensions for vibrotactile feedblatéd to errors in
positioning and speed of movements. The structure of the studymitar to our
assessment of vibrotactile motor instructions in that it stigates psychophysical

responses, rather than motor learning, to shed light on the largulisfenctness and

naturalness.
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Aim. The purpose of this study was to separately assess the projjostactile
feedback designs for position and speed adjustments through twoinegsr
respectively. The proposed feedback signals were assesgednis of distinctness,
naturalness and usability through objective (number of learnimdgs,trrecognition
accuracy and response time) and subjective (post-experimestiogueire) measures.
Each participant goes through both experiments, the order of whidbunterbalanced
across participants to eliminate order effects. The sialy approved by Arizona State
University’s Institutional Review Board.

Subjects. Sixteen participants (8 males and 8 females) completed thestuss.
The average age was 24 (SD: 8). Only one participant (mads) imvolved in the
previous study (vibrotactile motor instructions) described ezarfNo learning effects
were found. Each participant was randomly assigned to an expérarger,position-
>speedor speed->positionwhere each order was completed 8 times. No participants had
any known motor or tactile impairments that would bias the resultsso$tiinly.

Apparatus. The haptic feedback suit was used to deliver the proposed vibrotactile
feedback for position and speed corrections. The hardware previously disentzéned
the same, but some modifications were made to the suit’s fienaval user interface. As
only responses were of interest, participants were not askesht¢h target angles or
target speeds—rather, they simple responded to feedback wiistieen recording their
movement responses in real-time. The new software designaatsmnted for the
structure of the experiment, enabling the experimenter to cirgtdest cases (in support
of randomized experiments). For example, the experimenter ntest s@ experiment
(position or speed), fundamental movement, and feedback type, §atmradecrease’,
to be delivered once a user stopped moving (detected when hottred 15°/s is

exceeded, maintained for at least three samples, and thenldiops threshold). By

245



delivering feedback immediately following an initial movememte may assess
psychophysical response to feedback signals comparable to situatimasin motor
learning applications of the proposed system.

Since only responses are of concern, feedback is not linked to motor
performance. When in positioning feedback mode, ‘increase’ rédeetbow flexion,
wrist flexion, wrist abduction or forearm supination, depending onfaheamental
movement selected; and vice versa. The ‘increase’ orrddse’ feedback signal
continues until the experimenter stops the recording, after whicbagbtured angles and
timestamps are written to a file based on the run number. Wispre#d feedback mode,
‘increase’ refers to feedback to speed up, whereas ‘decnediees to feedback to slow
down. The feedback signal is presented once a movement is tesn@déter which
recording continues until the experimenter stops the recording. Nmtactile
stimulations representing correctness are displayed. Bakector initial movement
direction, ‘left’, ‘right’, ‘up’ or ‘down’, are counterbalanced asmopattern presentations
for each participant (during testing only). The firmwaretloa LilyPad was updated to
accommodate these new modes of operation.

File output was modified to simplify extraction of resulisc@gnition accuracy,
response time, etc.) and provide a clear understanding of trermeats recorded within
each file—critical since synchronized video was not captlfadh output file has two
parts: the first part represents the initial movement nmdthe participant (segmented
using the aforementioned threshold) before feedback began. [€his fiutomatically
annotated (using the parsing algorithm previously described) tcatedihe start of the
movement (angle and timestamp), the end of the movement (anthkneestamp), and
all samples between these (captured every 120 ms). If thd mideement does not

surpass this threshold, feedback will not begin. The second paiittsook samples
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recorded immediately after feedback began in the case ofioposy feedback; or
immediately following a vibrotactile alert for cueing alléw-up, speed-adjusted
movement in the case of speed feedback. Positioning feedimumbnses that were very
slow were segmented using a threshold of 5°/s and verified t@llte movements by
examining their range of motion. Speed feedback responses to slonaddvapeed up
were segmented with a threshold of 5°/s and 15°/s, respectively, and #lsd.ver
Procedure. Participants first read and signed their consent, andcitr@pleted a
subject information form requesting age, sex, height, weight, asctipiions of any
known tactile or motor impairments. Each participant was thedoraly assigned an
experiment order. A brief introduction to the study was given, and thigcfeedback
suit was introduced. Participants were shown how to put on the shdt help was
provided when requested. To ensure that the motors are aseltdge skin as possible,
participants were told ahead of time to wear a thin sheetvsl shirt. During the study,
participants performed movements while standing and facingxierinenter. Layman
terminology was used to describe movements with respectetfisppostures: elbow
flexion/extension was termed “elbow up”/“elbow down” (arm held ioufront of body
with palm facing up); wrist flexion/extension was termedist down”/“wrist up” (arm
held out in front of body with palm facing down); wrist abductiontedidn was termed
“wrist right”/“wrist left” (arm held out in front of body wit palm facing down); forearm
supination/pronation was termed “rotate right or clockwisetate left or
counterclockwise” (arm held out in front of body with palm facing any direction).
After participants were acclimated to the movements invoinetie study, the
phases for the first experimenpogition or speed began, after which the second
experiment followed after a brief rest break. Phases oflifaipation, training and

testing, in that order, involved a sequence of recording sessibese individual
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movements and feedback responses were captured and storedirigesessions will be
referred to as familiarization, training and testing triséspectively. Before each trial,
participants were told which limb they would be moving. During famation and
training, participants were asked to, for example, “perform an efbovement, either up
or down”. During testing, these instructions were made more g&pbgitconsidering the
direction of participant’'s initial movement; for example, “pemfioran elbow up”,
“perform a wrist right”, etc., to counterbalance the directiopagticipant was moving
immediately before they felt the feedback signal. Sidee dystem saturates at high
speeds, participants were requested to perform smooth movernhepteeds referred to
as slow to moderate (15 to 100°/s)—these movement speeds wesastiaed by the
experimenter. For either experiment, participants were reqlastgerform their initial
movement at a slow speed within the middle of this range.

During familiarization, participants were acclimated wiktte toperation of the
system for providing feedback related to positioning or speedseFFeedback signals for
position/speed adjustments via elbow flexion/extension, wrigiofiéextension, wrist
abduction/adduction and forearm supination/pronation, were presentbatiorder—
these eight feedback signals are referred to st &epetitions of any of these signals
were allowed when requested. Only during the familiarization phase participants
told in advance what feedback signals to expect. For each triglygteam procedure is as
follows for real-time positioning error feedback (speed efemdback operation is
described next):

1) A “start signal” alerts the participant to ready him or herselperforming a

movement. It is a brief (1s) vibration delivered to the elbmint.

Participants were requested to begin moving only after the gjadl €nded.
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2) The system records the initial movement, which is detegtemh a speed of
15°/s is surpassed and briefly maintained. The end of the maveme
detected when speed drops below 15°/s. If the participant’s speedow
slow for detection, the experimenter provided feedback, and itHemas
repeated. Participants were informed to make a full stdpeimiddle of the
range of the motion of the involved joint so that a response tfe¢dadack
signal could be accurately recorded.

3) Once movement stopped, the system immediately delivered fdedba
adjust position. Participants were requested to respond adygbiak as
accurate to the feedback as indicated by the position adjustnecent/eyed,;
and continue moving for the full range of motion or until the vibrest
ceased. The experimenter manually stopped the feedback sigiiad wiaer
interface. The type of position adjustment was random in thatgt not
linked to motor performance.

Or the following system operation (for near real-time speed frediback):

1) A “start signal” alerts the participant to ready him or herself foiopaing a
movement. It is a brief (1s) vibration delivered to the batkhe hand.
Participants were requested to begin moving only after the staal sigded.

2) The system records the initial movement, which is detecteshva speed of
15°/s is surpassed and briefly maintained. The end of the maveme
detected when speed drops below 15°/s. If the participant's speedow
slow for detection, the experimenter provided feedback, and Hiewtis
repeated. Participants were informed to move through theirdafje of
motion at a smooth, slow speed that could be slowed down or sped up in

response to feedback without saturating the system.
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3) Once movement stopped, the system immediately delivered fdedba
adjust speed. Participants were requested to re-adjust tcstieiposition
while the rhythm was displayed, and wait for a second “stgnal. The
type of speed adjustment was random in that it was not linked tor mot
performance.

4) The second “start signal” (identical to the first), readkes participant for
their updated, speed-adjusted movement based on the feedback they
perceived. Participants were requested to respond as quickds aacurate
once the second start signal ended, and continue moving througlfuthei
range of motion with a constant speed. During this follow-upenent, the
system records samples (movements and timestamps). Thiglingcds
manually stopped by the experimenter.

The training phase involved a sequenceaihing sets As previously described,
asetis the presentation of the eight feedback patterns. Unlikiidgization, the patterns
within each set were presented randomly, and participants haddgnree specific
adjustments, as indicated by the feedback stimulations, oin twen—although
experimenter feedback was provided to identify wrong responsesnéirntacorrect
guesses. To move on to the testing phase, participants hadd@6éb or better (at least
7 out of 8 patterns guessed correctly) during a single tragghgSince responses are
analyzed offline through a parsing algorithm, feedback was providediatly by the
experimenter through careful visually analysis. Responses vigreally observed and
documented as correct, incorrect or corrected—the latter responsially incorrect but
immediately corrected without feedback (corrected responség aply to positioning
error feedback since speed error feedback is near reg)l-tiGorrected responses in

which the correction occurred at about 500 ms or less, were noedownbng toward
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the 80% performance threshold, whereas those that took more dimerrect were.
Observational accuracy was later confirmed by offline aralysi automated parsing
functions. No more than three training sets were given per participant.

The testing phase involved the random presentation of 32 pattenesatpd
from four presentations of each of the eight patterns, wf@reeach of the four
presentations, half were movements in one direction, and hadf nvevements in the
opposite direction. For each of the eight patterns, partiapaete told to perform their
initial movement in a specific direction; for example, ié tfeedback signal involved
movements related to elbow flexion/extension, the participast tedd to perform an
“elbow up” or “elbow down” as their initial movement. For any moeain participants
were requested to begin at the extent of their range of motivisjtireg the previous
example, participants were told to start fully extended oy fldiked, respectively; but as
before, stop in the middle of their range of motion (fositiod or move all the way
through their range of motion (fapeedl. No feedback was given during the testing
phase. Once completed, participants were asked to complete t@&xpesment
guestionnaire. The questionnaire considered of three sets oiogesestiated to general
usability, positioning feedback usability and speed feedback ugalblEisponses were
recorded through Likert scales with the exception of two open endedamses{il0) and
(14)—where comments and suggestions could be written.

Results. The mean number of training sets farsition and speedexperiments
were 1.25 (SD: 0.57) and 1.12 (SD: 0.34), respectively. Of the 160ngairials for
position 7 trial recordings were corrupted (e.g., due to sensor saturdtammsfast
movements), and hence, omitted from analysis. Of the 144 trdtimdhg for speed 12
trial recordings were corrupted, and also omitted from aisalgXfline analysis was used

to verify the accuracy of the experimenter's manual feedbragarding correct or
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incorrect responses via visual observation: Out of 153 tf@lsposition that were
successfully recorded, no inconsistencies were found; and out ofidi8Zdr speedthat
were successfully recorded, only four inconsistencies were found.

For the position experiment, we differentiated between two tgbaseasures of
recognition accuracy: (1) Response accuracy is the numbmrmefct responsesut of
the number of presented patterns wheoerect responseslo not includedcorrected
responsesRecall thatcorrected responseare guesses that are initially incorrect, but
eventually corrected. This measure allows us to assess a pattEimmediate response
and initial interpretation of the feedback signal; (2) Radamn accuracy is the number
of correctandcorrected responsesut of the number of presented patterns. The overall
recognition accuracy for feedback for position adjustmentsagedracross participants
and patterns, was 94.2% (SD: 6.2%). The overall response accuwargged across
participants and patterns, was 91.2% (SD: 7.1%). Out of 512 testig frél corrected
responses were recorded. Overall recognition accuracy and regmmosacy per pattern
are depicted in figure 80 and 81, respectively. Nine of thepemsss were corrected in
less than a second; three in just above one second; and two inved@egiconds. Of the
512 testing trials, 18 trial recordings were corrupted, and hengted from analysis.

For the speed experiment, there was no opportunity to correct sespsimce
feedback was near real-time. Therefore, there is only onesumeaf recognition
accuracy: the number abrrect responsesut of the number of presented patterns. The
overall recognition accuracy for feedback for speed adjustnemteraged across
participants and patterns, was 90% (SD: 9.7%). Overall recograticuracy per pattern
is depicted in figure 82. Out of 512 testing trials, 20 trial rdiogs were corrupted, and

hence, omitted from analysis.
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Response time was recorded for each trial throughout position aet sp
experiments. For the position experiment, response time is definfee delay between
the presentation of the positioning feedback signal, and thendestahen adjustment
begins. For speed, response time is defined as the delay behseend of the second
start signal, and the instance when the updated movement beginaverb# response
time for positioning error feedback, averaged across pamisigend patterns, was 847
ms (SD: 202 ms) for the training phase, and 881 ms (SD: 2050m#)ef testing phase.
The overall response time for speed error feedback, aragross participants and
patterns, was 198 ms (SD: 214 ms) for the training phase, and 24Dm$82 ms) for
the testing phase. Overall response time per pattern betwaemgrand testing is
depicted in figure 83 and 84 for position and speed experiments, reslyect

Mean responses to the questionnaire are shown in tables 7, 8 and fh1sBespo

were recorded using a Likert scale ranging from 1 through 5.
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Figure 80.Mean recognition accuracy per pattern (position experimeitt) exror bars
representing standard deviations. Recognition accuracies hawnealieeaged across
participants.
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Overall Response Accuracy Per Pattern Type (Position)
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Figure 81.Mean response accuracy per pattern (position experiment) with kears
representing standard deviations. Recognition accuracies hawealbeeaged across
participants.
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Overall Response Time Per Pattern (Position)
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Figure 83. Mean response time per pattern for training and testing plpasiign
experiment). Response times have been averaged across participants.
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Figure 84. Mean response time per pattern for training and testing p{sgeed
experiment). Response times have been averaged acrosipaatsi In the legend, ‘U’ is
up, ‘D’ is down, ‘L' is left, ‘R’ is right, ‘CW’ is clockwise and ‘CCW’ is
counterclockwise.
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Table 7

Mean Responses to General Usability Questions

Questions
1) How easy was it to put on the suit? 3.68 0.87
2) How easy was it to take off the suit? 3.43 115
3) How easy was it to perform the movements? 4.43 0.62
4) How comfortable was the suit? 3.87 0.95
5) How lightweight was the suit? 4.75 0.57
6) How silent were the suit's vibration motors? 3.37 095

Note. Questions (1)-(3) were answered using a Likert scale withnge of ‘1’ (very
difficult) to ‘5’ (very easy); question (4) used a Likerakrof ‘1’ (very uncomfortable)
to ‘5’ (very comfortable); question (5) used a Likert salél’ (very heavy) to ‘5’ (very
light); and question (6) used a Likert scale of ‘1’ (very loud) to ‘Shf\auiet).
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Table 8

Mean Responses to Position Feedback Questions

Questions Mean SD

7) How easy was it to recognize the following feedbacksignals for changing position:

* 2) Elbow ‘up’ adjustment: 437 0.88
» b) Elbow ‘down” adjustment: 400 1.09
* ) Wrist ‘up’ adjustment: 4.87 034
= d) Wrist ‘down’ adjustment: 468 047
* e} Wrist ‘right” adjustment: 456 0.62
= ) Wrist “left” adjustment: 462 050
= g) Rotate ‘right’ (CW) adjustment: 3.68 119
» h) Rotate ‘left’ (CCW) adjustment: 3.75 1.18

8) How easy was it to learn the following feedback signals for changing position:

» a) Elbow ‘up’ adjustment: 450 0.73
» b) Elbow ‘down” adjustment: 412 1.02
» ) Wrist ‘up’ adjustment: 493 0.25
* d) Wrist ‘down’ adjustment: 493 0.25
» e) Wrist ‘right” adjustment: 487 034
= ) Wrist ‘left” adjustment: 487 034
= g) Rotate ‘right’ (CW) adjustment: 3.87 114
» h) Rotate ‘left’ {(CCW) adjustment: 393 112

9) How natural (intuitive) were the following feedback signals for changing position:

= a) Elbow ‘up’ adjustment: 437 0.80
= b) Elbow ‘down’ adjustment: 3.81 1.10
= ¢) Wrist ‘up’ adjustment: 468 070
= d) Wrist ‘down’ adjustment: 468 0.70
= e) Wrist right’ adjustment: 468 0.70
» ) Wrist ‘left” adjustment: 468 0.70
= g) Rotate ‘right’ (CW) adjustment: 3.62 114
= h) Rotate ‘left’ (CCW) adjustment: 3.68 1.13

Note. Questions (7)-(8) were answered using a Likert scale avitange of ‘1’ (very
difficult) to ‘5’ (very easy); and question (9) was answleusing a Likert scale with a
range of ‘1’ (not natural) to ‘5’ (natural).

257



Table 9

Mean Responses to Speed Feedback Questions

Questions Mean SD

11) How easy was it to recognize the following feedback signals for changing speed:

» a) Decrease speed for elbow... {‘up’/'down’): 456 0.81
= b) Increase speed for elbow... (‘up’/‘down’): 481 054
= ¢) Decrease speed for wrist... (‘up’/'down’): 462 0.80
= d) Increase speed for wrist... (‘up’/*down’): 487 034
» e) Decrease speed for wrist... (‘left’/right’): 462 080
» f) Increase speed for wrist... (‘left’/'right’): 487 034
= g) Decrease speed for forearm rotation (‘left’/‘right’): 462 0.80
» h)Increase speed for forearm rotation (‘left’/right’): 487 034

12) How easy was it to learn the following feedback signals for changing speed:

» Q) Decrease speed for elbow... (‘up’/‘down’): 468 0.70
* b} Increase speed for elbow... (‘'up’/‘down’): 4.87 034
* ) Decrease speed for wrist... (‘up’/'down’): 456 081
* d) Increase speed for wrist... (‘up’/‘down’): 475 057
» ¢) Decrease speed for wrist... (‘left’/‘right’): 450 096
= f) Increase speed for wrist... (‘left’/'right’): 468 0.79
- g) Decrease speed for forearm rotation (‘left’/‘right’): 468 0.70
= h)Increase speed for forearm rotation (‘left’/’right’): 487 034

13) How natural (intuitive) were the following feedback signals for changing speed:

= a) Decrease speed for elbow... (‘up’/"down’): 475 077
= b} Increase speed for elbow... (‘up’/‘down’): 481 054
= c) Decrease speed for wrist... (‘up’/'down’): 475 077
» d) Increase speed for wrist... (‘up’/‘down’): 487 034
* ¢) Decrease speed for wrist... (‘left’/right’): 475 077
» f) Increase speed for wrist... (‘left’/right’): 487 034
= g) Decrease speed for forearm rotation (‘left’/‘right’): 475 057
* h) Increase speed for forearm rotation (‘left’/right’): 481 040

Note. Questions (11)-(12) were answered using a Likert scaleawtnge of ‘1’ (very
difficult) to ‘5’ (very easy); and question (13) was answleusing a Likert scale with a
range of ‘1’ (not natural) to ‘5’ (natural).
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Discussion. This section discusses the aforementioned objective and $ubjexstults as
they relate to distinctness and naturalness. In particidarnihg rates, recognition
accuracies, response times and questionnaire responses fopdsitibn and speed
experiments are discussed.

Learning rate (position and speed)he mean number of training sets for both
position and speed experiments are impressive at 1.25 and 1.125,ivelpegtost
participants achieved 80% recognition accuracy (or better)justione training set. For
position, two participants needed two training sets, and one neeéedtitining sets.
For speed, two participants needed two training sets. Theasdtsrecorrelate with
subjective results: For both position and speed, participants pah ratings on
guestions related to the ease of learning feedback signaldakdee8 (question 8) and
table 9 (question 12), respectively. The mean learnabilitings (averaged across
participants and patterns) for position and speed were 4.5 and 4.69, ivegpethe
distinctness and naturalness of the feedback signals foctog@ositioning and speed
errors clearly influenced learnability. These attributes aseribed next.

Recognition accuracy (position)Given the short training times, the mean
recognition and response accuracies depicted in figure 80 and spEctieely, are
impressive. For recognition accuracy, all individual accesgcivith the exception of
‘Rotate CCW’ (80.2%), are above 90%. For response accuracy, madsidual
accuracies are above 90% with exceptions to ‘Elbow Down’ (79.6%)Rotate CCW’
(77.0%). These results correlate with questionnaire resporssesgudestion (7) of table
8; overall, participants found the patterns easy to recogmiaeiding an overall rating of
4.31 (averaged across participants and patterns) with ‘Elbow Dawt ‘Rotate
CW'/'Rotate CCW'’ receiving lower, but still satisfactoscores compared to other

patterns. Recall that recognition accuracy counatsectedmovements as correct (that is,
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a participant’s immediate response was incorrect, but soonctatreusually in less
than a second); whereas response accuracy considers ongdiate responses. The
latter measure provides a better estimate of particgpanitial interpretation and reaction
to the feedback signal; however, the former measure lisuséful to learn whether
participants eventually recognized the feedback signals elen wmitial reactions were
incorrect. If many corrections are needed, this may hint thare time, or even
movement, is needed to accurately sense and perceive the propoltettiesignals.

As previously described, out of 512 testing trials, only 14 ctimes were made,
and the overall recognition accuracy was comparable to the lok&spbnse accuracy:
94.2% (SD: 6.2%) to 91.2% (SD: 7.1%), respectively. This shows rihiet ireactions
were accurate, but it is interesting to note that of tHeseorrections, half occurred
during ‘Elbow Down’ adjustments (compare figure 80 with 81)—timding is discussed
below.

A Friedman’s analysis of variance by ranks revealed a &ignif difference
between both recognition accuracies of individual pattef{g) = 20,p < 0.05, and
response accuracies of individual patteyi€f) = 18.2,p < 0.05. Indeed, figure 80 and
81 suggest that feedback signals for ‘Elbow Down’ were samstconfused with those
for ‘Elbow Up’, and feedback signals for ‘Rotate CCW'’ were stmes confused with
those for ‘Rotate CW’. Subjective feedback, described rmegrijides insight into these
results.

Regarding feedback signals for elbow flexion/extension adjussmealf of the
participants commented that the push/pull metaphor was difftouluse for these
movements, particularly ‘Elbow Down’, as all the other movements heetddilow me”
conceptual mapping. Hence, there were clear difficultiedh wgitvitching between

conceptual mappings within the same system with many partisig@mmenting that
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they would prefer the “follow me” conceptual mapping for elbow fasextension
adjustments. This confusion also affected participants’ padenaturalness of the
signals (table 8, question 9). But differences between tha neeagnition and response
accuracy of ‘Elbow Down’ compared to ‘Elbow Up’ require further distus

If the “follow me” conceptual mapping was used for elbow flexeaténsion
adjustments, then a vibration on the volar aspects of the ffioreauld cue elbow
extension (rather than flexion), which is often how participantsliyi responded since
they usually expected “follow me” patterns. However, they ofteokijucorrected these
initial mistakes, suggesting that with additional training, grennce may be improved.
The conceptual mapping of push/pull for vibrotactile feedback tlbow Up’
adjustments was more difficult to confuse with the “follow nehceptual mapping
since stimuli is delivered to the bicep rather than the ddesehrm. Less confusion
improved the distinctness and naturalness of feedback signaElifoww Up’. Indeed,
higher recognition accuracies were found for ‘Elbow Up’; asewdgher subjective
ratings for both ease of recognition (table 8, question 7) andahatss (table 8, question
9). Lastly, some participants commented that the vibration métor&lbow Up’ and
‘Elbow Down’ were too closely spaced when fully flexed. As mdrfuture work, the
“follow me” conceptual mapping will be used for elbow flexionémdion adjustments,
realizing that vibrotactile motor instructions for this moent will take additional
training, to simplify recognition through use of a common conceptwagdpmg. This
modification will also increase the spacing between motorgnfrove distinctness,
eliminating confusion between signals when fully flexed.

Participants found wrist movements (flexion/extension and diodvi@dduction)
very easy to recognize (table 8, question 7). For these nemtsnthe “follow me”

conceptual mapping was very intuitive (table 8, question 9), lsadpacing between
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motors helped increase distinctness. Moreover, recognition réiglise 80 and 81)
correlated well with subjective ratings and participant comsaéfwever, rotations also
used the “follow me” conceptual mapping, but ‘Rotate CCW’' seemae whifficult to
recognize, which also correlated with the lower subjectivegatfor both ‘Rotate CW’
and ‘Rotate CCW'—question (7) of table 8. Six of the 16 partid@ommented that
feedback signals for rotational adjustments were harder timglissh and less natural
compared to other patterns (table 8, question 9). We speculathithdiscrepancy is
related to the arm movingvithin the compression sleeve during rotations, thereby
altering the positions of vibration motors depending on the degnegabion. As part of
future work, vibrotactile feedback for forearm pronation/supinagéidjustments will be
moved off the forearm and onto either the hand or upper arm. Diffesebetween
recognition accuracy for ‘Rotate CW’ and ‘Rotate CCW'’ couldftoen participants
guessing ‘Rotate CW’ when confused.

The challenge with recognizing and using vibrotactile feedbigclals related to
forearm pronation/supination has been encountered previously. ii@hemnd Breazeal
(2007) explored vibrotactile feedback to correct positioning emelated to fundamental
movements of the right arm during motor learning tasks rarfging simple to complex
movements. For the wrist joint and other hinge joints, thengitte of vibrotactile
stimulation increased as joint errors increased, intendgdidba limb back toward its
correct position. For these joint types, they found that visual+abtitd feedback
significantly reduced errors at all times during a trial, amdr time through multiple
repetitions of trials, compared to using only visual feedback. Memv¢his performance
improvement was not found for rotations (forearm and shoulderomgatin which
saltation patterns were used for adjustments as opposed tazddcatimulation.

Although this work explored two rotational movements as opposed to @se, thsults
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still suggest that novel designs for distinct and naturalryot@edback need to be
explored.

Recognition accuracy (speedRecognition accuracy of feedback signals for
correcting speed errors, depicted in figure 82, is impressnast of the individual
recognition accuracies are above 90% with the exception ofstW¥R Decrease’
(79.2%), ‘Wrist L/R Increase’ (88.5%), and ‘Rotate CW/CCW lasee (85.4%), which
are still satisfactory given the short training timesigoto two training sets). A
Friedman’s analysis of variance by ranks revealed afisigni difference between
recognition accuracies of individual patterg&7) = 17.1,p < 0.05. This difference was
likely introduced by some difficulties experienced whileagnizing the aforementioned
feedback signals for ‘Wrist L/R Decrease’, ‘Wrist L/Rctease’, and/or ‘Rotate
CW/CCW Increase’. Note, however, that these accuraciesnetreonly related to
recognition, but also, a participant’s ability performthe correct speed adjustment. To
mitigate the influence of performance on recognition accudmng familiarization and
training, participants were instructed to perform speed ad@rgs that were perceptually
distinct from the initial movement. The experimenter provideddback if speed
adjustments were too similar to initial movements. In ang,caisbjective feedback can
help unravel recognition errors from performance errors.

Participants found all the feedback signals for speed d¢mmscvery easy to
recognize; a summary of their subjective ratings for eaclerpats shown in table 9,
guestion 11 (mean: 4.73). This was expected since we are usingl& base rhythm
with stimulation variations (and no contextual variations)—tbativibrotactile rhythm
displayed at the same body site (independent of movemen} witle two tempo
variations (slowing down or speeding up). Participants enjoyedcohnsistency and

naturalness of the rhythms, as detailed in comments, “| Iheaddnsistency between all
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of the signals. This made it easy to learn and pick up quickif€ry intuitive. | knew
exactly what to do after the first time | felt them” anthé speed of the pulses of the
motors was very easy and intuitive to figure out”. These cemtsncorrelated with the
very high subjective ratings for naturalness as shown in $algjeestion 13 (mean: 4.79).
As shown, the rhythms were found to intuitively represent thespective speed
adjustments through tempo variations that noticeably slow dowspesd up. As one
participant explained, “When resetting my position and feelingifi®eor drop in tempo,

| could feel my recent arm motion either speeding up or slowown respectively”.
Only two participants commented that they had difficulty distingogs the rhythm for
slow speed; although they said the rhythm for fast speed was distinceand cl

Based on comparisons between subjective results and recognitiorac@es,
most misclassifications are likely related to the ability tdgyen a speed adjustment. It is
likely that the short range of motion involved in wrist abdu¢tidduction and forearm
supination/pronation, made speed adjustments more difficultthiese fundamental
movements compared to movements with a wider range of motioh, asielbow
flexion/extension. Indeed, the experimenter observed gredtet, eft least physically,
when participants were attempting speed adjustments withia #rester ranges. Even
so, the accuracy demonstrated within such a short training periegressive, and will
likely improve with continued training and practice.

This work is novel in that it is the first psychophysicahleation of vibrotactile
feedback for speed adjustments of fundamental movements. Lindefaaagida,
Hosaka and Abe’s TactaPack (2006) for physical therapy also redplabrotactile
feedback for speed adjustments, but within the scope of wdminigies” when a patient
exceeded an acceleration, or was yet to reach a targd¢ration. Moreover, no formal

evaluation was presented.
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Response time (positionfhe mean response time, as found during testing, to
react to a feedback signal for correcting position, is impressi less than one second
(and above 700 ms) for each pattern (figure 83). The mean regpoesmund during
testing M = 881 msSD = 205 ms) was higher than the mean found during traifihg (
847 ms,SD = 202 ms) resulting in a mean incread& £ 33 ms,SD = 186 ms) in
response time per participant. This increase was not isgmtift(15) = 0.689,p = 0.5,
two-tailed (data normalized using lgg This suggests that participants quickly
acclimated to the system, and were able to respond aptlye@etiaalf a second to one
full second, on average) and consistently to feedback signéisedie training and
testing. We speculate that with continued use and practsgniicant difference would
eventually be found as participants became more experigvitedsing the system and
responding to its feedback.

A Friedman’s analysis of variance by ranks revealed a &gnif difference
between response times of the testing phase for individual pajféms; 15.3,p < 0.05.
Indeed, figure 83 suggests that the response times for ‘Elbow Candn'Rotate CCW’
were often higher than other patterns. These results correlatdd both
recognition/response accuracy and subjective results (ehseecognition and
naturalness), for ‘Elbow Down’ and ‘Rotate CCW’, showing tleatognition difficulties
introduced response latencies due to hesitation and/or incorrectreditalons.

Response time (spee@he mean response time, as found during testing, to react
to a feedback signal for correcting speed, is impressivesatttan 400 ms for each
pattern (figure 84). These response times are considerably tmngyared to those of
position given the near real-time nature of speed feedbackpdsitioning feedback,
participants must respond in real-time and on-the-fly; whefeasspeed feedback,

participants respond only after the presentation of the fekdivata second start signal.
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Therefore, participants have ample time (a several secandadgnize and understand
how to adjust their speed, and prepare to make this speed-adjusted movement.

The mean response time found during testmMg=(247 ms,SD = 182 ms) was
higher than the mean found during trainimd £ 198 ms,SD = 214 ms) resulting in a
mean increaseM = 49 ms,SD = 183 ms) in response time per participant. This increase
was not significant{(15) = -1.045p = 0.312, two-tailed (data normalized using{pg
As with positioning feedback, this suggests that participantkiguacclimated to the
system, and were able to response aptly to feedback immediatelying the second
start signal.

In contrast to positioning feedback, however, no significant differevas found
between mean response times of the testing phase for pagférhss 8.42,p = 0.297.
This reveals that participants did not hesitate astag of the follow-up movement, but
rather, were confident with their recognition regardlegsattern. Indeed, the impressive
recognition accuracy and high subjective ratings in termsaeé @f recognition and
naturalness, confirm this. This result was expected, howewnee, the proposed rhythms
are consistent across fundamental movements; the base nmies only with respect
stimulation variations that participants were able to gasitognize through a relative
comparison between the rhythm’'s base and tempo change. Future oexplore
adding body context to enrich this vibrotactile word—thatmsying this vibrotactile
rhythm to different joints based on the fundamental movement it is intenddchiemill
enable speed feedback for multiple joints at once. As previouskrided, however,
participants enjoyed the consistency of the centralized préisentane participant
commented, “If the speed signal was moved to the respectivdqgoatton, it could get
confusing. It appears to be correct this [the proposed] way. pidy@osed method could

also provide a means of speed feedback for more complex motgeriee median speed
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of multiple fundamental movements could be averaged, and feedialckbe delivered
related to the speed adjustment of the movement as a whappased to specific,
individual joints.

Post-experiment questionnail®ubjective ratings for usability are shown in table
7. Overall, participants found the system reasonably easy to put on (3.68n ed®ydff
(3.43) and comfortable (3.87). Participants perceived the noiskdévibration motors
as being reasonably quiet (3.37). The system was found to be very lightweight (4.75), and
very easy to perform movements in while being worn (4.43).

For the majority of feedback signals, the subjective ratifagslearnability,
detectability and naturalness of positioning and speed error fdedbiescribed
throughout the previous sections, show that participants found tiegngavery easy to
learn; distinct in terms of ease of recognition; and naturalgted to their intended
movement corrections. The feedback received for positionatimmns for ‘Elbow Down’
will be improved through use of the “follow me” conceptual mappeiper than the
push/pull metaphor, which created confusion for elbow flexion/extensiamg(bee only
fundamental movement that used a different conceptual mapioggl designs for
rotational movements will be explored to learn how vibrotactilsitipming feedback
may be made more natural and easy to recognize.

Overall, the positive usability feedback, together with pasifeedback related
to distinctness and naturalness, suggests that the proposad &@s potential for real-
world motor learning applications. As future work, we will condacstudy exploring
motor learning, as opposed to psychophysics, to understand if thes@dopgstem
enhances motor learning compared to environments that lack eitieotasitioning and

speed error feedback.
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Conclusion and future work. Somatic ABC's was applied to design,
development and evaluation a language extension for the previously proposéattilbr
motor instructions. This work bridges the divide between instmiciind feedback by
proposing a vibrotactile feedback design that is compatibletiagttmotor configurations
and conceptual mappings previously presented; in particular, the abptmator
configurations and conceptual mappings for instructions were whked designing the
proposed feedback signals to allow for concurrent use and/or sepseadepending on
the application. The proposed extension was evaluated through a psydatel@iysgy to
investigate the distinctness and naturalness of the proposexagiile word and its
stimulation variations. Overall, participants were pleased with thgrde&the vibrations
in terms of their distinctness and naturalness, and commentedwomuch they liked
the proposed system for vibrotactile feedback. The relatweparisons of stimulation
variations were effective at enriching the proposed sorfatguage while maintaining
low learning curves. Further research objectives related to adtiletfeedback include:

e Explore perceptual and cognitive differences between the use of one
conceptual mapping to describe all movements, and the use of eultipl
conceptual mappings for movements.

e Evaluate alternative designs for vibrotactile positioniegdback for
correcting rotational errors; in particular, vibration motors for thig tyf
feedback will be taken off the forearm, and placed on eitieewrist or
upper arm for experimentation.

e A longitudinal study should be conducted to assess the proposeuth syste
within the context of a motor learning application, such as pHysica
therapy, in terms of error performance and recall over timéheR than
provide simultaneous feedback signals for multiple movemeiitsn
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complex movements, it is recommended that the system recognikze, a
provide feedback for, the movement most in error. We hypoth#sazre
this approach will reduce confusion and lower cognitive load. The effects
of faded feedback should also be explored—that is, reducing fédedbac
over time so that users become used to performing movemerttgion t

own without continually being guided by feedback.
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Chapter 7

CONCLUSION AND FUTURE WORK
Today’s electronics devices and displays largely engageision and hearing. These
sensory modalities have become overloaded within our currentmiafion-rich,
technology-driven lifestyles and careers brought about by itgigaldrevolution. The
adverse effects of sensory overload are well known: distres;ticonfusion and high
cognitive load—all increasing the chances of life thraatersituations (e.g., texting
while driving). It is therefore surprising how little theeaiative senses, particular touch,
have been investigated toward their use as information delolannels to ease the
burden on sight and hearing. Although some approaches have exploresddsadh
information delivery, they are limited in terms of highareing curves, applicability
and/or expressiveness. The integral component missing from cappnbaches is a
versatile, comprehensive design theory for the building blocks athtbased
information delivery focusing on expandable, efficient, rich, robussy-¢o-learn and
easy-to-use languages for somatic (body) communication.

To achieve these objectives, we proposed a novel theoreticavial) inspired
by natural, spoken language, call8dmatic ABC's This proposed framework guides
Articulating (designing),Building (developing) andConfirming (evaluating), touch-
based information delivery languages (somatic languages)prbpesed design theory
of Somatic ABC’s guides the formulation of a somatic langutgeugh identifying
building blocks similar to those of natural, spoken language; iticpir, phonemes,
words and sentences. Concepts including body context and stimular@ations
enhance somatic word vocabularies to create rich languages. pitwosed
implementation theory of Somatic ABC’s guides language impi¢atien and system

construction through design and performance criteria related tdidoality, system
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performance and general usability. Lastly, the proposed evaluatiory tbé Somatic
ABC's defines a procedure for accurately assessing somatic lasghagegh perceptual
distinctness and naturalness—two key criteria that influehaeguage’s learnability and
usability.

The usefulness of the proposed theoretical framework was es@lfinabugh two
applications: audio-haptic described movies; and vibrotactile niostructions and
feedback. For either application, a somatic language wagrgtaaivard to design and
enrich—all aspects of the proposed design theory were exploradlimge somatic
phoneme, somatic word, somatic sentence and somatic alerbicyestd vocabulary
enrichment through either body context or stimulation variatidhg. implementation
theory helped guide the successful development of useful andcptagtstems with
sufficient functionality and performance requirements to comple proposed studies.
Lastly, the evaluation theory was followed to design experirhpndaedures to evaluate
the proposed system for each application. Through these esatjahe communication
units and enrichments (context and/or stimulation variatiohd)oth of the proposed
somatic languages were shown to be, overall, distinct and naturalh whpported
learnability and usability. Moreover, general system usapsiigh as comfort and ease
of wearability, received satisfactory to high scores fromtiggpants; and participants
were excited over both applications, often leaving very positmd enthusiastic
comments.

These results clearly demonstrate the effectiveness ofat®ormABC’s for
designing, developing and evaluating somatic languages that aetileerich and easy
to learn and use. This work has opened several new vistas foisip@rdirections of

future work, described below.
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To increase the bandwidth of touch-based information delivery, high-
dimensional, multimodal somatic languages must be explored. The prams®ations
focus on one modality: vibrations. Increasing dimensionality risksceptual
distinctness; but when coupled with the use of multiple titaeg rich languages could
be achieved. As part of future work, Somatic ABC’s should be extetwlédclude
guidelines for designing multimodal somatic languages, developinge themplex
languages, and bandwidth evaluation to accurately assess inforriransfer T) and
information transfer ratdT rate).

Formal grammars for defining somatic languages must beorexpl The
recursive notation of formal grammars could lend itself welhe structure of somatic
languages. Productions could help define the structure of words arahcEntand
clearly identify alphabets. This, in turn, would hasten the developofeparsers for
somatic language-based formal grammars. Since somatic lasgaegy not context-free
when body context and stimulation variations are utilized, sfiegefor overcoming
semantic ambiguities need to be investigated. One strategy mssume that all
contextual cues are identifiable in advance, and therefore, can be defibed-passibly
complicating formal grammars, which may not be acceptable.maisbe possible for
simple somatic languages, but more complex somatic languages need to leexplor

Potential neurological bases for Somatic ABC’s must be eagl&pecifically,
articulation should take into account existing neuronal cirauitise brain (for tactile and
kinesthetic perception) to enhance intuitiveness and sim@dyning. As an analogy,
consider the development of written language where scribes regdvand fine-tuned
characters to accommodate the perceptual abilities of seagdar ability to read is not
innate, but requires adapting existing neuronal circuits (ddtgctors, corner detectors,
etc.) to recognize characters (Dehaene, 2010). Likewise, tlgnag#sa somatic language
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should be adjusted to best fit our neuronal circuits with minirdaptation to ensure
intuitiveness, ease of learning and ease of use. This desimggtnot only applies to
low level signal parameters, but also the conceptual interpretatssimuofi.

Toward this goal, literature on nurturing touch and its importancehitd
development must be explored. Studies and anecdotes have hint@thtat tactile
sensibilities such as a fetus’ ability to recognize itshaids caresses (Field, 2001); but
how can these innate perceptual abilities be exploited in sphaagjuage articulation?
Moreover, literature on socio-haptic communication (Lahtinen, 2008)ichajdms
(Lemmens, Crompvoets, Brokken, van den Eerenbeemd, & de Vries, 2@D@ppiic
perceptual illusions must be explored to learn how natural intenaotif social touching
and intuitive metaphorical representations, respectivelypedeveraged in the design of
conceptual mappings for somatic languages. Ideally, a neuroldgisa should guide
articulation toward literal stimulations by leveraging both tenactile sensibilities and

those naturally developed from societal and cultural environments.
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