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Abstract

The growing interest in light-ion therapy in recent decades has led to a need for
accurate dosimetry. At present, a calibration service based on a primary-standard
calorimeter for the direct determination of absorbed dose to water for light-ion beams
does not exist. Furthermore, the water-equivalent plastics currently used for light-
ion beam dosimetry were designed to be used with high-energy photon and electron
beams thus energy- and depth-dependent correction factors need to be applied to
measurements of dose to water in plastic phantoms.

The first portable graphite calorimeter for light-ion beams was built at the Na-
tional Physical Laboratory (NPL), UK. In this work, fluence correction factors re-
quired to convert absorbed dose to graphite, measured by graphite calorimetry, to
absorbed dose to water were determined experimentally and compared with Monte
Carlo simulations in proton and carbon-ion beams. Fluence corrections in high-
energy light-ion beams could amount to as much as 4% and therefore need to be
considered.

Novel water-equivalent plastics were specifically designed for light-ion beams and
three test compositions were produced and experimentally characterised in proton
and carbon-ion beams. Commercially available plastics were also simulated for com-
parison with the plastics tested experimentally. Experimental data showed that each
of the novel water-equivalent plastics showed measurements of dose similar to water
to within 1% across all depths. Monte Carlo simulations showed that one of the
novel plastics had superior water-equivalence to commercially available plastics in
carbon-ion beams, with a maximum fluence correction of 0.5%.

The accuracy of particle transport in the FLUKA Monte Carlo code for proton
beams was assessed by performing a Fano cavity test. FLUKA was found to pass
this test to within 0.1%. Ion-chamber perturbation factors were also computed for
the PTW 34070 Bragg peak chamber typically used in clinical proton beams.
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Chapter 1

Introduction

1.1 Context of the research project

Light-ion therapy is a form of cancer treatment that uses light-ion radiation.
Light-ions have physical advantages in cancer therapy due to their finite range and
the dose maximum near the end of the range. Figure 1.1 represents a comparison
between dose distributions from a 175MeV proton beam and a 6MV x-ray beam.
The burst of energy deposited by the end of the proton path is called the Bragg peak
and, by controlling the energy of the beam, the Bragg peak depth can be adjusted
to take place exactly within the tumour. This allows an optimal conformation of
the maximum dose to the tumour with lower doses to the surrounding tissues in
comparison with conventional radiotherapy. In light-ion beams the rate at which
the projectiles lose energy by projectile-electron collisions increases as they slow
down (at the Bragg peak region) because more energy is transferred to the electrons
the longer the projectiles are in their vicinity [1]. Different energies of the incident
proton beam are combined (modulated beam) in order to treat tumours with larger
volumes.

Figure 1.2 represents depth-dose curves for a proton beam (left panel) and for a
carbon-ion beam (right panel). Carbon-ion beams have a higher dose gradient at
the Bragg peak than protons thus their peak is narrower and the falloff of the peak
is steeper. Furthermore, carbon-ion beam depth-dose profiles are characterized by
a dose tail behind the Bragg peak, known as fragmentation tail, which is due to the
production of secondary fragments with larger ranges [3]. The fragmentation tail is
a disadvantage in healthy tissue sparing.

Currently, no primary standards for the direct determination of absorbed dose
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to water in light-ion beams exist. Therefore, ionization chamber dosimetry under
reference conditions is performed, where chambers are calibrated in terms of ab-
sorbed dose to water for a cobalt-60 beam [4]. The estimated uncertainty of the
calibration coefficient is of the order of 0.6% plus other related uncertainties, and
the uncertainty related to the beam quality correction factor, kQ, is in the range
of 1.7%-3.2%. These uncertainties combined give a total uncertainty for ionization
chamber dosimetry within a range of 3.0%-3.4% for heavy-ion beams and 2.0%-2.3%
for proton beams, while for a high-energy photon beam the uncertainty is 1.5%. [4].
Ionization chamber perturbation factors are assumed to be unity within an uncer-
tainty in all dosimetry protocols for light-ion beams [5], which contribute to the
larger uncertainty in kQ. Ionization chamber perturbation factors are correction
factors that account for the perturbation by the presence of the ionization cham-
ber in the medium. They include the perturbation of the charged particle fluence
due to the presence of an air cavity (pcav) and the non-water equivalence of the
ionization chamber wall (pwall) [5]. Palmans et al. [6] showed that experimental
perturbation corrections could amount to 0.5% to 1% for proton beams. Moreover,
Palmans and Verhaegen [7] and Verhaegen and Palmans [8] showed that secondary
electron perturbations could be of the order of 1% and suggested that perturbation
effects caused by secondary particles from non-elastic nuclear interactions could be
relevant.

The recommended primary standard instruments to measure absorbed dose are

Figure 1.1: Comparison between dose distributions from a 175MeV proton beam
(dashed-dot line), a modulated proton beam (solid line) and a 6MV x-ray beam (dashed
line) in water [2].
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(a) (b)

Figure 1.2: Total and primary particles depth-dose curves in water for (a) a 180MeV
proton beam and (b) a 290MeV/n carbon-ion beam using the FLUKA Monte Carlo code.

caloremeters [5] and they measure the temperature rise in a medium as a result of
radiation. In calorimetry, absorbed dose to water (Dw) is obtained by multiplying
the temperature rise in the medium m as result of radiation (∆Tm) with the specific
heat capacity of the medium (cm), the water-to-medium stopping-power ratio (sw,m)
and the product of necessary corrections (ki):

Dw = cm · ∆Tm · 1
1 − h

· sw,m · Πki (1.1)

cm in J.K−1.kg−1. h is the heat defect that corrects for the change in temperature
due to any physical or chemical changes of the medium (e.g. chemical reactions).
Correction factors include heat transport away from or towards the measurement
point, field uniformity, and the presence of non-water materials in the calorimeter.
These measurements should be done with an overall uncertainty below 1%, therefore
the uncertainty of correction factors should not contribute more than 0.5% to the
overall uncertainty [1].

Graphite calorimetry has been developed as a dosimetry technique due to its sen-
sitivity (the temperature rise in graphite is six times that of water), and its thermal
diffusivity which is much larger than water (the heat dissipates quicker in graphite
than in water which allows faster measurements). Moreover, in graphite the heat
defect is assumed to be negligible. Although graphite calorimetry has advantages,
the quantity measured is absorbed dose to graphite and the quantity of interest
is absorbed dose to water. Therefore, conversion factors need to be calculated in
order to convert doses between the two media. This conversion requires not only
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knowledge of the water-to-graphite stopping-power ratio, but also the fluence cor-
rection factor kfl. In light-ion beams, nucleus-nucleus collisions (non-elastic nuclear
interactions) can take place and (i) change the nature of the projectile, decreasing
the primary beam fluence and (ii) produce secondary particles. The first mentioned
process is called projectile fragmentation and the second is a nuclear absorption
or intranuclear cascade event. The difference between non-elastic nuclear interac-
tions for different elements leads to different production rates of secondary particles.
Therefore, the particle fluence present in water compared with the target material
(graphite) at an equivalent depth will be different. This difference is corrected by
computing the fluence correction factor kfl. Figure 1.2 shows a comparison between
depth-dose curves due to primary particles (dashed line) and all charged particles
(solid line) for a 180MeV proton beam (left) and a 290MeV/n carbon-ion beam
(right) in water. Nuclear interactions decrease the primary beam fluence and the
differences between the curves (total absorbed dose and dose deposited due to pri-
maries) reveals the relative importance of secondary particles. For example, in a
250MeV proton beam about 30% of primary protons are attenuated due to nuclear
interactions and about 60% of their kinetic energy emerges as secondary charged
particles.

In radiation dosimetry, dose conversion between different media is also of interest
in the measurement of dose to water in a plastic phantom using ionization chambers
calibrated in terms of dose to water for relative and reference dosimetry [9, 10].
For relative dosimetry, water-equivalent plastic phantoms are frequently used in the
measurements for simplicity. These materials are well developed for conventional
radiotherapy, such as high-energy photon and electron beams, however, for light-ion
therapy beams the use of water-equivalent plastics is not recommended [4]. The main
reason that low-Z materials - such as plastic materials – are not water-equivalent
in light-ion beams is the difference of the nuclear interaction cross sections between
oxygen and other nuclei.

1.2 Aim of the work

This project focuses on three main objectives:

(i) Determination of fluence correction factors for graphite calorimetry
in light-ion beams.

Fluence correction factors were determined using the FLUKA Monte Carlo
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code and measured experimentally in 180MeV and 60MeV proton beams and
in a 290MeV/n carbon-ion beam. These experiments were performed in the
PTC Czech Proton Therapy Centre (Prague), in the Clatterbridge Cancer
Centre (UK), and in the Gunma University Heavy Ion Medical Center (Japan).

(ii) Development of new water-equivalent phantom materials for relative
dosimetry in light-ion beams.

Based on the results obtained in the first year of research, three test compo-
sitions for water-equivalent plastics were produced and experimentally char-
acterized in 226MeV and 60MeV proton beams and in a 290MeV/n carbon-
ion beam. These experiments were performed in the Trento Proton Therapy
Center (Italy), in the Clatterbridge Cancer Centre (UK), and in the Gunma
University Heavy Ion Medical Center (Japan).

(iii) Investigation of ionization chamber perturbation factors in clinical
proton beams.

The accuracy of particle transport in the FLUKA Monte Carlo code was as-
sessed by performing a Fano cavity test and ionization chamber perturbation
factors were calculated for the PTW 34070 Bragg peak chamber used in the
experiments described above, with particular attention to the influence of nu-
clear interaction cross sections.

1.3 Novel contributions of this work

The growing interest in light-ion therapy in recent decades has led to a need for
accurate dosimetry. The following is a description of my contributions to this field
of research during my PhD:

• While fluence correction factors between water and graphite were first mea-
sured in low-energy proton and carbon-ion beams by Palmans et al. [11] and
Rossomme et al. [12], respectively, the work presented here was the first time
these factors were measured experimentally in high-energy proton and carbon-
ion beams, where corrections are more significant. Moreover, a more practical
experimental setup was used and a mathematical formalism that relates flu-
ence corrections derived from Monte Carlo simulations to fluence correction
measured experimentally was established for proton and carbon-ion beams.

• The water-equivalence of existing plastic materials (designed for high-energy
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photon and electron beam dosimetry) in light-ion beams was studied previ-
ously by Palmans et al. [10], Al-Sulaiti et al. [13, 14] and Lühr et al. [15]. This
work represents the first attempt to design and produce novel water-equivalent
plastics specifically designed for light-ion beams. Furthermore, three trial plas-
tics produced in-house were experimentally characterised in clinical proton and
carbon-ion beams.

• Palmans and Verhaegen [7] and Verhaegen and Palmans [8] calculated ioniza-
tion chamber perturbation factors due to secondary electrons in proton beams
and suggested that perturbation effects caused by secondary particles from
non-elastic nuclear interactions could be relevant. This thesis reports for the
first time the accuracy of particle transport in the FLUKA Monte Carlo code
for proton beams using a Fano cavity test, with particular attention to the in-
fluence of nuclear interactions. Particle transport parameters were optimised
to compute an accurate ionization chamber response. Ionization chamber per-
turbation factors were also computed for the PTW 34070 Bragg peak chamber
typically used in clinical proton beams.

This thesis has resulted in the following peer-reviewed publications:

• A. Lourenço, R. Thomas, H. Bouchard, A. Kacperek, V. Vondracek, G.
Royle, and H. Palmans, "Experimental and Monte Carlo studies of fluence
corrections for graphite calorimetry in low- and high-energy clinical proton
beams", Medical Physics 43, 4122-32 (2016)

• A. Lourenço, N. Wellock, R. Thomas, M. Homer, H. Bouchard, T. Kanai, N.
MacDougall, G. Royle, and H. Palmans, "Theoretical and experimental charac-
terization of novel water-equivalent plastics in clinical high-energy carbon-ion
beams", Physics in Medicine and Biology 61, 7623-38 (2016)

• A. Lourenço, D. Shipley, N. Wellock, R. Thomas, H. Bouchard, A. Kacperek,
F. Fracchiolla, S. Lorentini, M. Schwarz, N. MacDougall, G. Royle, and H.
Palmans, "Evaluation of the water-equivalence of plastic materials in low-
and high-energy clinical proton beams" (currently under review in Physics
in Medicine and Biology)

• A. Lourenço, R. Thomas, M. Homer, H. Bouchard, S. Rossomme, J. Renaud,
T. Kanai, G. Royle, and H. Palmans, "Fluence correction factor for graphite
calorimetry in a clinical high-energy carbon-ion beam" (currently under review
in Physics in Medicine and Biology)
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1.4 Structure of this thesis

Chapter 2 and chapter 3 describe the measurements and simulations performed
to compute fluence corrections between water and graphite in proton and carbon-ion
beams, respectively. Chapter 4 and chapter 5 present the work done on the water-
equivalent phantom project for proton and carbon-ion beams, respectively. Chapter
6 describes the implementation of the Fano cavity test in FLUKA and the calculation
of ionization chamber perturbation factors. Finally, chapter 7 summarises the overall
research, future work arising from this study and concluding remarks.
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Chapter 2

Fluence corrections for graphite
calorimetry in low- and
high-energy clinical proton beams

The work presented in this chapter has been published in the Medical Physics
journal:

• A. Lourenço, R. Thomas, H. Bouchard, A. Kacperek, V. Vondracek, G.
Royle, and H. Palmans, "Experimental and Monte Carlo studies of fluence
corrections for graphite calorimetry in low- and high-energy clinical proton
beams", Medical Physics 43, 4122-32 (2016)

My contributions to this publication were as follows; experiments at the Clat-
terbridge Cancer Centre (UK) and the PTC Czech Proton Therapy Centre (Czech
Republic) were performed by me with the assistance of NPL staff and local con-
tacts; analysis and interpretation of the results and Monte Carlo simulations were
performed by me under guidance of my supervisors and NPL staff; the paper was
written by me and proof-read by the co-authors and Tania Avgoulea.

2.1 Summary

The aim of this study was to determine fluence corrections necessary to convert
absorbed dose to graphite, measured by graphite calorimetry, to absorbed dose to
water. Fluence corrections were obtained from experiments and Monte Carlo simu-
lations in low- and high-energy proton beams. Fluence corrections were calculated
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to account for the difference in fluence between water and graphite at equivalent
depths. Measurements were performed with narrow proton beams. Plane-parallel-
plate ionization chambers with a large collecting area compared to the beam diam-
eter were used to intercept the whole beam. High- and low-energy proton beams
were provided by a scanning and double scattering delivery system, respectively. A
mathematical formalism was established to relate fluence corrections, derived from
Monte Carlo simulations using the FLUKA code [16, 17], to partial fluence correc-
tions measured experimentally. A good agreement was found between the partial
fluence corrections derived by Monte Carlo simulations and those determined ex-
perimentally. For a high-energy beam of 180MeV, the fluence corrections from
Monte Carlo simulations were found to increase from 0.99 to 1.04 with depth. In
the case of a low-energy beam of 60MeV, the magnitude of fluence corrections was
approximately 0.99 at all depths when calculated in the sensitive area of the cham-
ber used in the experiments. Fuence correction calculations were also performed
for a larger area and found to increase from 0.99 at the surface to 1.01 at greater
depths. Fluence corrections obtained experimentally are partial fluence corrections
because they account for differences in the primary and part of the secondary parti-
cle fluence. A correction factor, F , has been established to relate fluence corrections
defined theoretically to partial fluence corrections derived experimentally. The find-
ings presented here are also relevant to water and tissue-equivalent-plastic materials
given their carbon content.

2.2 Rationale

A portable primary-standard level graphite calorimeter for light-ion beams was
built at the National Physical Laboratory (NPL) [18], UK, based on earlier expe-
rience obtained with a small-body calorimeter [19]. This calorimeter will enable
the provision of a direct absorbed dose-to-water calibration service. Users of this
service would be the national eye Clatterbridge Cancer Centre (CCC), UK, and the
two high-energy proton centres, currently under construction, in the UK. Although
graphite calorimetry has advantages [20–23], the quantity measured is absorbed dose
to graphite, Dg. Therefore, a conversion factor is necessary to determine absorbed
dose to water, Dw. The conversion factor for the determination of absorbed dose to
water is the main source of uncertainty in graphite calorimetry.

Several studies have been performed to determine fluence corrections for graphite
calorimetry in proton beams. Lühr et al. [15] determined fluence correction factors
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and stopping-power ratios for graphite, bone and PMMA with the Monte Carlo code
SHIELD-HIT10A for several light-ion beams including low- and high-energy proton
beams. The authors showed that the correction was material, energy and projec-
tile particle-type dependent. They reported that fluence corrections for high-energy
beams were approximately 5%. Palmans et al. [24] estimated fluence correction
factors in a low-energy monoenergetic proton beam from an analytical model and
simulations using five different Monte Carlo codes. Contributions from different
types of charged particles were assessed, and it was shown that secondary particles
should be included in calculations of fluence corrections. A comparison between
numerical simulations and experimental data from water-to-graphite fluence correc-
tions in light-ion beams was performed by Rossomme et al. [12] for a low-energy
carbon-ion beam and by Palmans et al. [11] for a low-energy monoenergetic proton
beam. Ding et al. [9] derived fluence corrections for electron beams using the EGS4
user-code BEAM for various plastic materials and compared their results to those
from Kase et al. [25] and Thwaites [26].

This study aims to present a novel method to determine fluence corrections ex-
perimentally, and to apply this methodology to low- and high-energy proton beams.
Fluence corrections were also obtained through Monte Carlo simulations, using the
FLUKA code, [16, 17], for comparison with the experiments. Experimental infor-
mation was obtained from ionization chamber measurements of doses at depth in a
water tank with and without graphite slabs upstream of the front face of the water
tank. One distinct advantage of this method, compared to earlier work [11], is that
only ionization chamber readings for water are required. A mathematical formal-
ism that relates fluence corrections derived from Monte Carlo simulations to partial
fluence corrections measured experimentally is presented.

2.3 Theory

2.3.1 Relation between experimental and Monte Carlo cal-
culated fluence corrections

A mathematical formalism is presented to relate fluence corrections calculated
experimentally to those obtained from numerical simulations. The equations estab-
lished here were employed to compute fluence corrections between water (w) and
graphite (g). The term K

(n)
A refers to a variable K, in a medium A, calculated using

setup number n. The three different experimental setups under consideration are
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shown in figure 2.1. The quantities of interest are:

(i) Setup 1: dose to water in an homogeneous phantom of water, D(1)
w

(ii) Setup 2: dose to graphite in an homogeneous phantom of graphite, D(2)
g

(iii) Setup 3: dose to water in a phantom of water after passing through a thickness
of graphite (tg), D(3)

w

Figure 2.1: Schematic representation of the three experimental setups considered. The
phantoms shown in white are filled with water. The grey color in setup 2 indicates a phan-
tom composed of graphite while in setup 3 it depicts graphite slabs of variable thickness
tg.

As derived by Palmans et al. [10, 24], dose to water, D(1)
w (zw−eq), and dose to

graphite, D(2)
g (z(2)

g ), from a graphite calorimeter at equivalent depths, z(eq), are
related by the water-to-graphite Bragg-Gray stopping-power ratio, sBG

w,g(Φ(2)
g ), and
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the fluence correction factor, kfl,

D(1)
w (zw−eq) = D(2)

g (z(2)
g ) · sBG

w,g(Φ(2)
g ) · kfl, (2.1)

A given depth in graphite is related to an equivalent depth in water by,

zw−eq = z(2)
g ·

r
(1)
w,80

r
(2)
g,80

, (2.2)

where r(1)
w,80 and r

(2)
g,80 are depths in water and graphite, respectively, at which the dose

drops to 80% of its maximum at the distal edge of the Bragg peak. There is evidence
[1] that the 80% distal value of the Bragg peak corresponds to the depth reached
by 50% of primary protons, i.e. protons which did not undergo nuclear interactions.
This depth is approximately independent of the energy spread of incident beams
with the same mean energy [1].

Using Monte Carlo methods, Palmans et al. [24] calculated the fluence correction
factor, kMC

fl,dose as a ratio of doses expressed as,

kMC
fl,dose(zw−eq) = D(1)

w (zw−eq)
D

(2)
g (z(2)

g ) · sBG
w,g(Φ(2)

g )
, (2.3)

and the fluence correction factor, kMC
fl,fluence, from fluence distributions differential in

energy in water and graphite,

kMC
fl,fluence(zw−eq) =

∑
i

[∫ Emax,i

Emin,i
Φ(1)
E,w,i(E) ·

(
Si(E)
ρ

)
w

· dE
]

∑
i

[∫ Emax,i

Emin,i
Φ(2)
E,g,i(E) ·

(
Si(E)
ρ

)
w

· dE
] , (2.4)

where i represents the charged particle types, ΦE(E) the fluence differential in en-
ergy, and S/ρ the mass stopping power. The influence of secondary electron trans-
port was not considered. A detailed description of equations 2.3 and 2.4 can be
found in Palmans et al. [24]. In this work, cut-off energies for protons and heavier
particles were set to 100 keV, with a typical continuous slowing down approximation
(CSDA) range of 1.607×10−4 g.cm−2 for protons in water [27, 28].

The IAEA TRS-398 [4] Code of Practice defines the fluence scaling factor, hpl, to
account for the difference in charged particle fluence between homogeneous phan-
toms of water and plastics. Palmans et al. [11] applied this definition to proton
beams, and Rossomme et al. [12] to carbon-ion beams using setups 1 and 2. In this
work, in order to derive fluence corrections by experiment, kexp

fl , depth-dose curves
were measured using setups 1 and 3. The latter is preferable to setup 2 which
requires sampling sufficient data points across the experimental range in graphite;
a time consuming approach due to the steepness of the Bragg peak and the need
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to manually change the graphite thickness. Furthermore, the ratio of ion chamber
perturbation correction factors in water and graphite are not well known for proton
therapy beams. For setups 1 and 3, it can be assumed that by always measuring in
water there is little variation in the ratio of ionization chamber perturbations.

A comparison between setups 1 and 3 should be made at a water-equivalent
depth. For each slab, or set of slabs, an accurate value of the water-equivalent
thickness (WET), tg,w−eq, was determined. Depth-dose measurements were made
in water, with and without, graphite slabs upstream of the front wall of the water
phantom. For each slab or each combination of slabs used, the WET, tg,w−eq, was
determined by the shift of the Bragg peak as shown in figure 2.1,

tg,w−eq = r
(1)
w,80 − r

(3)
w,tg,80 (2.5)

In setup 1, and in keeping with the Bragg-Gray cavity theory, the dose D(1)
w at a

depth z(1)
w , is related to the ionization chamber reading at the same depth, M (1) by,

D(1)
w (z(1)

w ) = M (1)(z(1)
w ) · W

(1)
air /e

mair
· sSA

w,air(Φ(1)
w ) · p(1)

w (z(1)
w ) (2.6)

where mair is the mass of air in the cavity, Wair/e is the average energy required to
form an ion pair in air, sSA

w,air is the water-to-air Spencer-Attix stopping-power ratio
and p(1)

w is the perturbation correction factor for the ionization chamber in water.

Similarly, in setup 3, the doseD(3)
w at a depth in water d(3), for a graphite thickness

tg can be expressed as,

D(3)
w (d(3), tg) = M (3)(d(3), tg) · W

(3)
air /e

mair
· sSA

w,air(Φ(3)
w ) · p(3)

w (d(3), tg), (2.7)

where, sSA
w,air(Φ(3)

w ) refers to a quantity Φ(3)
w that represents the fluence in water after

passing through a layer of graphite, and p(3)
w is the perturbation correction factor in

water for the fluence Φ(3)
w .

Depth in water is defined as, z(1)
w = d(3) + tg,w−eq, where d(3) corresponds to

an arbitrary depth in setup 3 and d(3) = 0 at the interface between graphite and
water. The ratio of ionization chamber readings M (1) and M (3) can be obtained
from combining equations 2.6 and 2.7,

M (1)(z(1)
w )

M (3)(d(3), tg) = D(1)
w (z(1)

w )
D

(3)
w (d(3), tg)

· W
(3)
air /e

W
(1)
air /e

·
sSA

w,air(Φ(3)
w )

sSA
w,air(Φ

(1)
w )

· p
(3)
w (d(3), tg)
p

(1)
w (z(1)

w )
(2.8)

It was assumed that:
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(i) The difference in chamber perturbation between setups 1 and 3 is negligible,
p(3)

w (d(3), tg) ≈ p(1)
w (z(1)

w ). Ionization chamber perturbation factors are close to
unity and vary up to 1% from 0 to 250 MeV [8]. Therefore, the small differences
in spectra between setups 1 and 3 have negligible influence.

(ii) The stopping-power ratio for Φ(3)
w and Φ(1)

w is equal, sSA
w,air(Φ(3)

w ) ≈ sSA
w,air(Φ(1)

w ).
The stopping power ratios vary little with energy so for the two spectra [27],
which are very similar, the stopping power ratios are likely to be almost equal.
This has been verified with Monte Carlo simulations and a maximum cor-
rection between the water-to-air stopping-power ratios for Φ(3)

w and Φ(1)
w was

found to be 0.01% [24].

(iii) The variation of Wair/e between the two setups is negligible since the spectra
are marginally different. At present, there is no experimental evidence that
Wair/e varies with energy for proton therapy beams [29], however, model data
from Grosswendt and Baek [30] suggest its variation with energy.

Using equation B.15 from IAEA TRS-398 [4] Code of Practice and model data
from Grosswendt and Baek [30], the variation of Wair/e between setups 1 and
3 was calculated and maximum variations were of the order of 0.01% when
considering the proton spectra (primary and secondary protons). Although,
the contribution of other particles (alphas, deuterons, etc) was not considered
due to the lack of data, the total contribution of these particles is small in
comparison with protons and, therefore, they will have a smaller effect in the
variation of Wair/e between the two setups.

The propagation of uncertainties of the assumptions described above was 0.1%.

Dose in setup 3, D(3)
w (d(3), tg) = ∑

i

[∫ Emax,i
0 Φ(3)

E,w,i(E) ·
(
Si(E)
ρ

)
w

· dE
]
, is related

with dose in setup 2, D(2)
g (z(2)

g ) = ∑
i

[∫ Emax,i

0 Φ(2)
E,g,i(E) ·

(
Si(E)
ρ

)
g

· dE
]
, by the water-

to-graphite stopping-power ratio sBG
w,g(Φ(2)

g ) and a correction factor F (d(3)) that ac-
counts for the difference in fluence between the setups, D(3)

w (d(3), tg) = D(2)
g (z(2)

g ) ·
sBG

w,g(Φ(2)
g ) · F (d(3)), where

sBG
w,g(Φ(2)

g ) =
∑
i

[∫ Emax,i

Emin,i
Φ(2)
E,g,i(E) ·

(
Si(E)
ρ

)
w

· dE
]

∑
i

[∫ Emax,i

Emin,i
Φ(2)
E,g,i(E) ·

(
Si(E)
ρ

)
g

· dE
] (2.9)

and

F (d(3)) =
∑
i

[∫ Emax,i

Emin,i
Φ(3)
E,w,i(E) ·

(
Si(E)
ρ

)
w

· dE
]

∑
i

[∫ Emax,i

Emin,i
Φ(2)
E,g,i(E) ·

(
Si(E)
ρ

)
w

· dE
] (2.10)
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Thus, considering the assumptions described above, equation 2.8 can be expressed
as,

M (1)(z(1)
w )

M (3)(d(3), tg) ≈ D(1)
w (zw)

D
(2)
g,i (z

(2)
g ) · sBG

w,g,i(Φ
(2)
g ) · F (d(3))

≈ kfl,dose

F (d(3)) (2.11)

Consequently, the measurement ratio is related to the total fluence correction factor,
from equation 2.3, by a correction factor F (d(3)). Therefore, in keeping with equation
2.3, the total fluence correction factor can be calculated experimentally by,

kexp
fl (tg,w−eq) ≈ M (1)(z(1)

w )
M (3)(d(3), tg) · F (d(3)) (2.12)

Accordingly, the ratio of ion chamber readings from setups 1 and 3 represents a par-
tial fluence correction factor because it accounts for differences in the primary and
part of the secondary particle fluence. For the conversion of dose to graphite to dose
to water three main particles contribute to the fluence correction factor: primary
protons, secondary protons and alpha particles [24]. In Fluka [16, 17], for inci-
dent proton energies of 60MeV and 200MeV, in a proton-16O collision, the average
emission energy of alpha particles are 5.0MeV and 6.8MeV and their corresponding
CSDA ranges in water are 0.04mm and 0.06mm, respectively [27]. The range values
are similar for proton-12C collisions. These results are consistent with ICRU Report
63 data, where for the same incident proton energies and type of collision, the av-
erage emission energies of alpha particles are 5.8MeV and 9.8MeV, respectively. In
keeping with ICRU Report 63, uncertainties for total non-elastic cross sections and
angle-integrated production cross sections for secondary particles are 5%-10% and
20%-30%, respectively, which could explain the differences between the models. The
range of alpha particles indicate that particles generated in the slab of graphite, tg,
do not have enough energy to penetrate the chamber wall. The same applies to a
fraction of secondary protons with low energy while high-energy secondary protons
do reach the chambers cavity and are thus accounted in the partial fluence correc-
tion factor. Therefore, the measurement ratio represents a partial fluence correction
factor:

kexp
fl,partial(tg,w−eq) ≈ M (1)(z(1)

w )
M (3)(d(3), tg) , (2.13)

and from Monte Carlo methods,

kMC
fl,partial(tg,w−eq) ≈ D(1)

w (z(1)
w )

D
(3)
w (d(3), tg)

(2.14)

Assuming that the change in fluence from the surface to the measurement point is
not different from setups 1 and 3, then kfl,partial for a specific tg,w−eq is the same value
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at every depth d(3) and a mean value can be derived for N depths experimentally,
expressed as,

kexp
fl,partial(tg,w−eq) ≈ 1

N

N∑
j=1

M (1)(z(1)
w )

M (3)(d(3)
j , tg)

(2.15)

Also, using Monte Carlo methods,

kMC
fl,partial(tg,w−eq) ≈ 1

N

N∑
j=1

D(1)
w (z(1)

w )
D

(3)
w (d(3)

j , tg)
(2.16)

This has been verified with Monte Carlo simulations and it avoids statistical errors.
For each slab of graphite with thickness tg tested experimentally, its water-equivalent
thickness was calculated from equation 2.5. The ratio between water and graphite-
water ionization readings was calculated at equivalent depths and a mean value was
computed to represent kexp

fl,partial for a given slab tg of graphite.

2.4 Methods

2.4.1 Measurements

Measurements were performed at two separate clinical sites: the 60MeV proton
cyclotron at the Clatterbridge Cancer Centre (CCC), UK and the 226MeV proton
cyclotron at the PTC Czech Proton Therapy Centre (PTC Czech), using a beam
of 180MeV. Narrow beams were used without any range modulation. In the CCC
beam a collimator of 4mm diameter was used, whereas in the case of the PTC
Czech beam a single spot was used. A PTW type 7862 transmission chamber was
placed in front of the beam exit for monitoring purposes. A water phantom with an
entrance window of 3.7mmWET of PMMA was placed in front of the beam exit with
the phantom surface aligned with the isocentre. Low-energy beam measurements
were performed using a PTW 34001 Roos chamber with a sensitive diameter of
15mm. High-energy beam measurements were carried out with a PTW 34070 Bragg
peak chamber with sensitive diameter of 81.6mm. The sensitive diameter of both
chambers was large in comparison to the beams diameter to ensure that all particles
were intercepted. Since measurements were acquired for a laterally integrated fluence
there was no correction required for the inverse square law. The chambers were kept
at a constant source-to-detector distance, SDD, in order to avoid corrections for the
divergence of the beam. The water phantom was moved towards the gantry by
a moving platform in order to vary the amount of water in front of the chamber.
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Measurements were repeated with graphite plates of variable thicknesses attached
to the front window of the water tank.

2.4.2 Monte Carlo Simulations

All the Monte Carlo simulations described in this chapter were performed with
the FLUKA-2011.2c.2 code [16, 17]. FLUKA uses the best data available and it is
continuously developed and benchmarked against recent LHC data. Furthermore,
FLUKA nuclear models have been validated against experimental data for proton
and carbon-ion beams [31, 32]. The fluence correction factor was computed using
three approaches based on: dose thus establishing kMC

fl,dose from equation 2.3, fluence
thus obtaining kMC

fl,fluence from equation 2.4 and partial fluence where kMC
fl,partial is de-

rived from equation 2.16. For the dose and fluence approaches, measurements were
performed in a pure water and graphite phantoms whereas in the case of the partial
fluence method measurements were performed in a water phantom.

The entire geometry of the CCC scattering beam line was simulated as described
in [33–35]. The PTC Czech beam line configuration was not considered in the
numerical simulations because it consists of a scanning system and therefore the
influence of the beam line geometry on the calculation of the fluence correction
factor is negligible [12].

Depth-dose distributions and fluence differential in energy were simulated for the
60MeV beam and for the 180MeV beam in cylindrical phantoms of water (ρ =
1.0 g.cm−3) and graphite (ρ = 1.8 g.cm−3). The default card HADROTHErapy was
activated with a delta-ray production set to infinite threshold such that delta-ray
production was not considered in the simulations. The most energetic secondary
electrons have a short range of <1mm and therefore all energy transferred to elec-
trons can be regarded as absorbed locally. Full transport of light and heavy ions
was included. For the CCC beam simulations, transport of neutrons was not con-
sidered because these particles are mainly generated in the materials of the beam
line and neutron dose has been reported to be less than 0.001% of the treatment
dose [35]. CCC beam simulations were performed on cylindrical phantoms of 10 cm
radius and 3.5 cm thickness. The absorbed doses were scored in 0.01 cm bins. For
the calculation of kMC

fl,fluence and kMC
fl,dose the phantom was positioned with its surface

at the isocentric plane (7 cm from the collimator exit). For each material, 5×108

primary particles were simulated. PTC Czech beam simulations were performed in
a cylindrical phantom of 10 cm radius and 26 cm thickness. Absorbed doses for the
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latter were also scored in 0.01 cm bins and for each material 5×106 primary parti-
cles were simulated. Fluence differential in energy was scored in 0.1 cm thick slabs
throughout the phantoms. Absorbed doses and fluences differential in energy were
also scored in smaller volumes, equal to the sensitive area as the chambers used in
the experiments.

In order to compute kMC
fl,partial, absorbed doses were scored in the water phantom

of setup 1 and compared to those from setup 3. Although during experiments the
SDD was kept constant, it is significantly more efficient to perform Monte Carlo
simulations with a constant source-to-surface distance (SSD). The latter only re-
quires a single simulation to calculate dose with depth, whereas the SDD setup
requires a simulation for each depth. Consequently, SDD values were derived from
SSD values as follows. Figure 2.2 shows a schematic representation of the setups
to obtain depth-dose curves with SSD constant (DSSD(z(1)

w , xk)) and SDD constant
(DSDD(z(1)

w , xk)). In both situations, dose is a function of z(1)
w , which is the depth in

Figure 2.2: Schematic representation of the experimental setups to obtain depth-dose
curves with SSD constant (top) and SDD constant (bottom).

water, and xk, which is a discrete variable that corresponds to the distance from the
phantom surface to the reference plane (for which xk = 0). For the setup with SSD
constant, xk = 0, and for the setup with SDD constant, z(1)

w = xk. DSDD(z(1)
w , xk)

was calculated at a discrete set of xk values and a correction C(z(1)
w ) was calculated
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to derive DSDD(z(1)
w , x(k)), where x(k) represents a continuous variable, therefore,

DSDD(z(1)
w , x(k)) ≈ DSSD(z(1)

w , 0) · C(z(1)
w ) (2.17)

Where C(z(1)
w ) = DSDD(z(1)

w , xk)/DSSD(z(1)
w , 0). A cubic spline was fitted to C(z(1)

w )
to obtain a continuous correction for all values z(1)

w . Figure 2.3 shows the calculated
ratio of DSDD(z(1)

w , xk) and DSSD(z(1)
w , 0). For the PTC Czech beam the correction

is very small, therefore, real depth-dose curves were calculated where the SSD was
constant. For the CCC beam, the primary protons scattered at low angles, by the
collimator edges, increase with decreasing collimator diameter [35]. Therefore, the
beam size used was such that the contribution from the protons scattered at low
angles was not negligible [35] and a correction was applied for the derivation of SDD
from SSD.
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Figure 2.3: Correction for the derivation of SDD from SSD for (a) the CCC beam and
(b) the PTC Czech beam. The correction for the PTC Czech beam is very small.

2.4.3 Assessing uncertainties

Uncertainties were calculated as the standard deviation of the mean of repeated
observations [36]. The sources of experimental uncertainties to determine kexp

fl,partial

are presented in table 2.1 for the measurements performed with the PTC Czech and
the CCC beams. All uncertainties are expressed as relative standard uncertainties.
The overall uncertainty is quoted to 1σ and was calculated by combining type A and
B uncertainties in quadrature. Type A and Type B uncertainties were determined
following guidelines of the Guide to the Expression of Uncertainty in Measurements
(GUM) [36].
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Table 2.1: Experimental relative standard uncertainties for the PTC Czech and CCC
beams.

PTC Czech CCC

Source of uncertainty Type A (%) Type B (%) Type A (%) Type B (%)

Repeatability 0.03 - 0.65 -
Temperature - 0.05 - 0.05
Pressure - 0.05 - 0.05
s
kexp

fl,partial
- 0.42 - 0.30

Variations in chamber position - 0.79 N/A N/A
Total 0.030 0.898 0.650 0.308

Overall (%) 0.9 0.7

The repeatability was considered as type A and the uncertainty in temperature,
pressure and standard deviation of the mean value of kexp

fl,partial with depth as type B.
The same type of electrometer was used and thus for a given ratio of two readings,
for example, standard chamber/monitor chamber, any type B uncertainty related to
the electrometer was correlated and cancelled out. The same applies to ion recombi-
nation corrections. Uncorrelated uncertainties, such as fluctuations and drifts, were
considered negligible. For the PTC Czech experiments variations in chamber posi-
tion were also considered. During the experiments, the water pressure exerted on
the Bragg chamber when the water phantom was moving resulted in an uncertainty
in chamber position. This was because the chamber support was not suitable to ac-
commodate a chamber of that size. Variations in chamber position were estimated
based on position checks performed in the experiments.

It was more challenging to estimate type B uncertainties in the Monte Carlo
simulations than type A. Type B uncertainties include propagation of uncertainties
from stopping-power data, material data and interaction cross sections. In the
high-energy region, uncertainties in the stopping powers for elemental materials are
smaller than 1%. In the low-energy region, uncertainties become as large as 5%-
25% [27]. Material-data uncertainties include uncertainties in stopping powers and
mean excitation energy (I-values). Nuclear data files can vary depending on the
models implemented in a given Monte Carlo code and, at present, estimates of these
type of uncertainties are not provided. However, in keeping with ICRU Report 63
[37] uncertainties for total non-elastic cross sections and angle-integrated production
cross sections for secondary particles are 5%-10% and 20%-30%, respectively. Type
A uncertainties for the fluence correction factor computed by numerical simulations
were below 0.2%. Uncertainties become larger when approaching the depth of the
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Bragg peak because positioning in depth becomes very critical due to the steep
gradient. Therefore, those points were not considered in the calculation of the
fluence correction factor.

2.5 Results and discussion

2.5.1 Depth-dose curves

In the experiments, laterally integrated measurements were performed in narrow
beams. In the CCC beam a collimator of 0.4 cm diameter was used, whereas in the
case of the PTC Czech beam a single spot was used with FWHM = 1.3 cm. The
measurements at CCC were performed with a chamber with a sensitive diameter of
1.5 cm, while measurements at PTC Czech were performed with a chamber with a
sensitive diameter of 8.16 cm. The sensitive diameter of both chambers was large in
comparison to the beams diameter to ensure that all primary particles were inter-
cepted. However, for the CCC beam the primary protons scattered at low angles, by
the collimator edges, increase with decreasing collimator diameter. Therefore, the
beam size used was such that the contribution from the primary protons scattered
at low angles was not negligible. In the case of the PTC Czech beam, secondary
protons, generated from non-elastic nuclear interactions escape the sensitive area of
the chamber. Thus, the contribution of particles scattered outside the sensitive area
of the chambers was studied using Monte Carlo simulations.

The ratio between the energy deposited inside the chamber sensitive area and
the energy deposited in a larger area was calculated and the results are shown in
figure 2.4 for water and graphite.

For the PTC Czech beam, the ratio is very close to unity for primary protons
because the deflection of the primary beam is small. Secondary protons, generated
from non-elastic nuclear interactions, emerge with larger angles with respect to the
incident proton direction and thus escape the sensitive area of the chamber. Accord-
ingly, their contribution is not taken into account. Furthermore, water contains free
hydrogen with which the projectile protons can undergo elastic collisions and pro-
duce secondary protons with larger scatter angles. The maximum total energy loss
occurs in the build-up region and amounts to 2.5% and 0.8% for water and graphite,
respectively. In addition, for graphite, the lateral projected range is shorter because
its density is higher than that of water.
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For the CCC beam, primary protons were scattered at low angles from the edges
of the collimator and thus approximately 30% of the primary protons were not
detected inside the area of the chamber.

Experimental depth-dose distributions acquired are compared with Monte Carlo
simulations in figure 2.5. The WET of the front window of the water phantom and
the water-equivalent-window thickness of the chambers were considered when defin-
ing the depths at which experimental measurements were carried out. Curves were
normalized to unity at the first measurement depth because chamber readings were
expressed in units of Coulomb (C) and absorbed doses from Monte Carlo simulations
were in units of Gray (Gy). Numerical simulations were tuned for 62.5MeV at the
source and 180MeV, assuming energy spreads of σ = 0.28MeV and 0.9MeV for the
CCC and PTC Czech beams, respectively.
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Figure 2.4: Ratio between energy deposited inside the area of the ionization chambers
used in the experiments and energy deposited in a larger area. The graphs represent ratio
of the total energy and energy due to the contribution of primary and secondary protons
in water (left) and graphite (right).

52



Results and discussion

Depth in water [cm]
0 5 10 15 20

N
o
rm

a
lis

e
d
 d

e
p
th

 d
o
s
e
 c

u
rv

e

0

1

2

3

4

5
PTC Czech beam

Numerical simulation

Experimental measurements

Depth in water [cm]
0 0.5 1 1.5 2 2.5 3

N
o
rm

a
lis

e
d
 d

e
p
th

 d
o
s
e
 c

u
rv

e

0

1

2

3

4

5
CCC beam

Figure 2.5: Experimental and Monte Carlo depth-dose curves in water for (a) the
180 MeV PTC Czech beam and (b) for the 62.5 MeV CCC beam. Maximum differences
between experimental points and Monte Carlo were of the order of 2%.
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2.5.2 Dose from primary and secondary particles

The three main particle types that contribute to the fluence correction factor
between water and graphite are: primary protons, secondary protons and alpha
particles [24]. Figure 2.6 shows the contributions of these particles. The major
contribution to the total dose stems from primary and secondary protons. The
contribution of secondary particles is higher in graphite than in water due to a
larger total non-elastic nuclear interaction cross section per atomic mass [4]. Par-
ticles scored for the calculation of the fluence correction factor were: primary and
secondary protons, alphas, 3He ions, deuterons and tritons.
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Figure 2.6: Monte Carlo simulations of the absorbed dose curves as a function of depth
for (a) the PTC Czech beam and (b) for the CCC beam in water (straight line) and
graphite (dashed line). The graphs show the contribution of each particle in a percentage
of absorbed dose (p = protons and a = alphas).

2.5.3 Fluence corrections

2.5.3.1 PTC Czech beam

The fluence correction results for the PTC Czech beam as derived from the fluence
and dose based methods are presented in figure 2.7. The quantities of interest were
calculated in an area equal to the sensitive area of the chamber used experimentally.
A calculation of fluence corrections in a larger area was also performed to account
for particles that scatter outside the sensitive area of the chamber. Primary protons
that undergo elastic nuclear interactions were considered as primary particles and
in a p-H elastic collision, the largest energy proton was considered as primary. At
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the surface (depth = 0 cm), primary proton fluence is the same in both phantoms
and the ratio of the fluences in water and graphite increases gradually with depth.
This is because more primary particles are removed from the beam in graphite than
in water at equivalent depths. To illustrate the effect of elastic nuclear interactions,
two curves for primary protons are shown in figure 2.7(b); representing simulations
where the elastic nuclear interactions were included and switched off by setting the
energy threshold for these interactions very high. Primary protons which are elastic
scattered have lower energy and larger scattering angles, therefore, their contribution
is larger in the plateau region. Primary protons that are not elastic scattered have
larger ranges and their contribution is larger in the Bragg peak region.

The contribution of secondary particles is different in water and in graphite, and
these differences become apparent as soon as the secondary particles are produced
at the surface. The difference of 1% at the surface can be mainly attributed to the
contribution of alpha particles as can be seen in figure 2.6. Most of these particles
travel a certain distance in the direction of the incident particles. However, given
their very short range, close to the surface there is already a difference between the
alpha fluence in water and graphite. As is shown in figure 2.6, the dose contribution
due to alpha particles is higher in graphite than in water because the production
cross section of these particles per atomic mass is larger for graphite than for water.
This is consistent with data from ICRU Report 63 [37], where for an 180 MeV
proton beam the alpha production cross section is approximately 25% larger in
graphite than in water.

When all charged particles are considered, the fluence correction factor increases
from 0.99 to 1.04 with depth. The results presented here are in agreement with the
previous work performed by Lühr et al. [15] who found fluence corrections to be
of the order of 5% in depth for high-energy proton beams using SHIELD-HIT10A
Monte Carlo code. At larger depths the energy deposition from secondary particles
becomes negligible in comparison with the energy deposition from primaries and
all the curves converge to the value obtained for primary particles. As illustrated
in figure 2.4, secondary protons escape the collecting area of the chamber and this
affects the fluence corrections. This difference is about 1% in the build-up region
and is in agreement with the results shown in figures 2.4 and 2.7.

For simplification and due to the good agreement between fluence method and
dose method, the data of the latter have been excluded from the graphs presented in
figure 2.8. A comparison between experimental data and numerical simulations of
the fluence correction factor is shown in figure 2.8. The kMC

fl,partial factor was computed
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Figure 2.7: Monte Carlo simulations of the fluence correction factor between water and
graphite for the PTC Czech beam. Straight lines represent the fluence method (equation
2.4) and crosses represent the dose method (equation 2.3), (a) inside the area of the
Bragg peak chamber and (b) in a larger area. The curves indicate the contributions of
primary and secondary particles (primary p = primary protons, p = primary and secondary
protons, a = alphas, d = deuterons, t = tritons and 3He ions.)

to simulate the experimental setup by Monte Carlo and to study the variation of
the fluence correction factor at depth, d(3), for a specific thickness of graphite, tg.
In the numerical simulations, absorbed doses were scored for setup 1 and compared
to absorbed doses in water from setup 3. For setup 3, graphite slabs were simulated
to have the same thickness and density of those used in the experiments, along with
other thicknesses to obtain a more complete data set. For each slab of graphite
with thickness tg tested, its WET was calculated from the difference in ranges and
the ratio between water and graphite-water absorbed dose curves was calculated
at equivalent depths. For each slab of graphite, the fluence correction factor was
found to be constant as a function of depth. Its variation was estimated to be 0.8%
due to the statistics of the Monte Carlo simulations. When kMC

fl,partial is calculated
in an area equal to the sensitive area of the chamber, the variation of kMC

fl,partial with
depth increases for thicker slabs of tg due to the difference in scattering between
water and graphite. A mean value was computed to represent kMC

fl,partial as a function
of WET, in keeping with equation 2.16. Figure 2.8 shows that kexp

fl,partial follows
the same trend as kMC

fl,partial. The ratio of ion chamber readings from setups 1 and 3,
determined experimentally, and a ratio of doses from setups 1 and 3, calculated using
Monte Carlo methods, represent a partial fluence correction factor that accounts
for differences of primary and secondary proton spectra. As defined by equation
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2.12, the partial fluence correction is related to the fluence correction factor, when
accounting all charged particles, by the factor F (d(3)). The range of alpha particles
is very short and the ones produced in the slab of graphite, tg, do not penetrate the
water phantom in setup 3. Consequently their contribution is not accounted for in
the expression of kMC

fl,partial. All alpha particles detected in the chamber cavity were
generated within the chamber geometry (wall and cavity). Therefore, for a given
proton fluence, the same amount of alpha particles will be observed in the cavity
irrespective of the material of the phantom is. The results show that F (d(3)) varies
from 0.98-1.00 at depth. In order to quantify F (d(3)) experimentally, an alternative
detector such as a thin-window ion chamber detector could be used to sample the
generated alpha particles contribution.
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Figure 2.8: Comparison between numerical simulations and experimental data of the
fluence correction factor between water and graphite for the PTC Czech beam. Circles
represent the values of kexp

fl,partial calculated experimentally (refer to equation 2.15), squares
represent the values of kMC

fl,partial calculated using Monte Carlo methods (equation 2.16),
and solid circles represent the values of kMC

fl,fluence (refer to equation 2.4) when taking into
account the proton spectra, primary and secondary particles, in gray, and all charged
particles spectra in black; (a) inside the area of the Bragg peak chamber and (b) in a
larger area.

2.5.3.2 CCC beam

The results from the fluence and dose based methods are presented in figure 2.9
for the CCC beam. Quantities of interest were calculated in a volume with a sensitive
area identical to that of the Roos ionization chamber and were also scored in a larger
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area to study the contribution of particles that scatter outside the effective area of
the chamber.

The fluence corrections calculated in this study are in agreement with those of
Palmans et al. [24]. The statistical Monte Carlo noise between the fluence and dose
models is due to the scattering delivery system whose main disadvantage is the loss
of a significant number of primary protons at the collimator exit. This is especially
pronounced when small fields are employed as only about 3% of the initial protons
are used for treatment [38]. The magnitude of the fluence correction factor, when
accounting for all charged particle spectra, is approximately 0.99 at all depths inside
the chamber area. When considering a larger area, it increases from 0.99 to 1.01
with depth.
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Figure 2.9: Monte Carlo simulations of the fluence correction factor between water and
graphite for the CCC beam. The solid lines represent the fluence method (equation 2.4)
and the crosses represent the dose based method (equation 2.3), (a) inside the area of the
Roos chamber and (b) in a larger area. The contributions of primary protons, primary
and secondary protons, protons and alpha particles, and all charged particles are depicted
in grey, blue, red and black, respectively.

A comparison between experimental data and numerical simulations of the fluence
correction factor is shown in figure 2.10. A good agreement was found between
partial fluence corrections measured in the experiments (kexp

fl,partial), and those derived
using Monte Carlo methods (kMC

fl,partial). Partial fluence corrections (kfl,partial) are
related with fluence corrections defined by theory (kMC

fl,dose and kMC
fl,fluence) by a factor

F (d(3)) which takes values from 0.99-1.00 at depth.
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Figure 2.10: Comparison between numerical simulations and experimental data of
the fluence correction factor for the CCC beam. Open circles represent the values of
kexp

fl,partial calculated experimentally (equation 2.15), squares represent the values of kMC
fl,partial

calculated using Monte Carlo methods (equation 2.16), and solid circles represent the
values of kMC

fl,fluence (equation 2.4) when taking into account the proton spectra, primary
and secondary protons, in grey, and all charged particles spectra in black; (a) inside the
area of the Roos chamber and (b) in a larger area.
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2.6 Conclusions

In this work, fluence correction factors to convert absorbed dose to graphite to
absorbed dose to water were determined for graphite calorimetry. Measurements
were performed with a 60 MeV energy beam at CCC, and an 180 MeV at the PTC
Czech and compared with Monte Carlo simulations. A mathematical formalism was
presented which relates fluence corrections derived by numerical simulations using
the FLUKA Monte Carlo code [16, 17] to partial fluence corrections determined
experimentally.

Fluence corrections calculated by experiments are partial because they account
for differences in the primary and part of the secondary particles’ fluence. A cor-
rection factor, F (d(3)), was established to relate fluence corrections as defined by
theory and partial fluence corrections derived by experiment. For the PTC Czech
beam, fluence corrections increased from 0.99 to 1.04 with depth. For the CCC
beam, the magnitude of the fluence correction factor was approximately 0.99 at all
depths when derived in an area equal to the sensitive area of the chamber used in
the experiments. A larger area was also considered to study the contribution of
particles that scatter outside the effective area of the chamber and fluence correc-
tions were found to increase from 0.99 towards 1.01 in depth. Measurements were
performed with narrow beams without any range modulation. Reference dosimetry
in scanned proton beams is usually performed using pristine Bragg peaks, while
scattered beams usually use spread-out Bragg peaks. Future investigation on the
fluence correction factors will be performed with spread-out Bragg peaks.

The results are relevant to the use of water and tissue-equivalent-plastic materials
in the clinic given their carbon content. The work presented here is a first step for
the conversion between dose to graphite to dose to water in low- and high-energy
proton beams. This work will also contribute to improved absolute proton dosimetry
using a graphite calorimeter and its establishment as a primary standard.
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Chapter 3

Fluence corrections for graphite
calorimetry in a clinical
high-energy carbon-ion beam

The work presented in this chapter is currently under review in the Physics in
Medicine and Biology journal:

• A. Lourenço, R. Thomas, M. Homer, H. Bouchard, S. Rossomme, J. Renaud,
T. Kanai, G. Royle, and H. Palmans, "Fluence correction factor for graphite
calorimetry in a clinical high-energy carbon-ion beam" (currently under review
in Physics in Medicine and Biology)

My contributions to this publication were as follows; experiments at the Gunma
University Heavy Ion Medical Center (Japan) were performed by me with the assis-
tance of NPL staff and local contacts; analysis and interpretation of the results and
Monte Carlo simulations were performed by me under guidance of my supervisors
and NPL staff; the paper was written by me and proof-read by the co-authors.

3.1 Summary

The aim of this work was to develop and adapt a formalism to determine absorbed
dose to water from graphite calorimetry measurements in carbon-ion beams, as was
previously proposed for proton beams in chapter 2. Fluence correction factors,
kfl, needed when using a graphite calorimeter to derive dose to water, were deter-
mined in a clinical high-energy carbon-ion beam. Measurements were performed in
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a 290MeV/n carbon-ion beam with a field size of 11 x 11 cm2, without modulation.
In order to sample the beam, a plane-parallel Roos ionization chamber was chosen
for its small collecting volume in comparison with the field size. Experimental infor-
mation on fluence corrections was obtained from depth-dose measurements in water.
This procedure was repeated with graphite plates in front of the water phantom.
Fluence corrections were also obtained with Monte Carlo simulations through the
implementation of three methods based on (i) the fluence distributions differential
in energy, (ii) a ratio of calculated doses in water and graphite at equivalent depths
and (iii) simulations of the experimental setup. The kfl term increased in depth
from 1.00 at the entrance toward 1.02 at a depth near the Bragg peak, and the av-
erage difference between experimental and numerical simulations was about 0.13%.
Compared to proton beams, there was no reduction of the kfl due to alpha particles
because the secondary particle spectrum is dominated by projectile fragmentation.
This work contributes to improving the determination of absolute dose to water
from graphite calorimetry in carbon-ion beams by developing a more practical dose
conversion technique.

3.2 Rationale

The quantity of interest in radiation therapy dosimetry is absorbed dose to water.
The determination of this quantity must be accurate, reproducible and traceable in
order to assure tumour control and mitigate normal tissue complications. Calorime-
ters are the recommended primary standards to measure absorbed dose in x-ray
and electron beams and numerous efforts have been reported on the establishment
of calorimeters as primary standard instruments for light-ion beams as well [18, 19,
39–42]. Graphite calorimeters have been developed due to their advantageous higher
sensitivity and good tissue-equivalence [20–23]. However, a conversion procedure is
required to determine absorbed dose to water. The latter is the disadvantage of
graphite calorimetry because it increases the total uncertainty in the determination
of absorbed dose to water. As mentioned in chapter 2, the conversion requires (i)
the stopping-power ratio between water and graphite and (ii) the fluence correc-
tion factor, kfl, that corrects for the difference between the fluence distributions at
equivalent depths in the two materials [12, 15, 24]. In addition to graphite calorime-
try, fluence corrections are also relevant when water-equivalent plastics are used in
dosimetry [10, 15, 43, 44] and in the comparison of dose calculations performed with
Monte Carlo codes, which calculate dose to tissue, and treatment planning systems,
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which typically calculate dose to water [45].

Rossomme et al. [12] performed an experimental and numerical comparison of
kfl values between water and graphite for an 80 MeV/n carbon-ion beam, where
experimental information was obtained from ionization chamber measurements in
water and graphite. In their work, the ratio of ionization chamber perturbation
factors between water and graphite was assumed negligible. However, small incon-
sistencies between numerical and experimental data were reported which suggested
that perturbation factors should be considered.

In this work, kfl was determined experimentally and compared with Monte Carlo
simulations for graphite calorimetry, extending previous work [12] by adding an al-
ternative experimental setup that is independent of ionization chamber perturbation
correction factors as well as by studying this topic in a broad high-energy carbon-ion
beam.

3.3 Theory

3.3.1 Calculation methods for the fluence correction factor,
kfl

In this section the calculation methods to compute kfl numerically and experi-
mentally will be summarised.

3.3.1.1 Monte Carlo approach

In section 2.3.1 two methods to calculate fluence correction factors in proton
beams, using Monte Carlo methods [24], were described. The same methods were
used in this chapter for carbon-ion beams. The methods consisted of the following.
The fluence method based on the fluence distributions differential in energy, ΦE(E),
in water (w) and graphite (g) at equivalent depths:

kMC
fl,fluence(zw−eq) =

∑
i

[∫ Emax,i

Emin,i
Φ(1)
E,w,i(E) ·

(
Si(E)
ρ

)
w

· dE
]

∑
i

[∫ Emax,i

Emin,i
Φ(2)
E,g,i(E) ·

(
Si(E)
ρ

)
w

· dE
] (3.1)

where i is the charged particle type and S/ρ is the mass stopping power. The
numbers in superscript (i.e. 1 and 2) identify the setups used. In setup 1, quantities
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were scored in a homogenous phantom of water and in setup 2 quantities were
scored in a homogenous phantom of graphite. An alternative method was also used
to compute fluence correction factors based on a ratio of calculated doses:

kMC
fl,dose(zw−eq) = D(1)

w (zw−eq)
D

(2)
g (z(2)

g ) · sBG
w,g,i(Φ

(2)
g )

(3.2)

where D(1)
w and D(2)

g are the doses in water and graphite, respectively, and sBG
w,g,i(Φ(2)

g )
is the water-to-graphite Bragg-Gray stopping-power ratio. Depths in setups 1, z(2)

w ,
and 2, z(2)

g , are related by the ratio of ranges in each setup. These methods were
first implemented by Palmans et al. [24] for low-energy proton beams.

3.3.1.2 Graphite phantom approach

Similar to Palmans et al. [24], Rossomme et al. [12] calculated fluence correction
factors between water and graphite using setups 1 and 2. Experimental information
on fluence corrections was obtained from ionization chamber measurements employ-
ing the following formalism. By application of the Bragg-Gray cavity theory with a
Spencer-Attix stopping power ratio, absorbed dose to medium D(n)

m , in a given setup
n and at a depth of measurement z(n)

m , is related to the ionization chamber readings
M (n):

D(n)
m (z(n)

m ) = M (n)(z(n)
m ) · W

(n)
air /e

mair
· sSA

m,air(Φ(n)
m ) · p(n)

m (z(n)
m ) (3.3)

where W (n)
air is the mean energy to form an ion pair in air, e is the charge of the

electron, mair is the mass of air in the chamber, sSA
m,air(Φ(n)

m ) is the medium-to-air
Spencer-Attix stopping-power ratio for the fluence in medium m, and p(n)

m the per-
turbation correction factor for the chamber in medium m. Note that Spencer-Attix
stopping powers consider the production of secondary electrons (or delta-rays) that
have enough energy to travel away from the point where they were generated before
their energy is deposited. An energy threshold is defined above which secondary
electrons are transported and their energy is deposited away from the initial site
of interaction and restricted stopping powers are used to account for such energy
exchanges. On the other hand, Bragg-Gray stopping powers consider that secondary
electrons deposit their energy locally. The energy threshold is set to infinity and
unrestricted stopping powers are used.

Using equation 3.3, the ratio of ionization chamber readings between water and
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graphite at equivalent depths is given by:

M (1)(zw−eq)
M (2)(z(2)

g )
= D(1)

w (zw−eq)

D
(2)
g (z(2)

g ) · W
(1)
air /e

W
(2)
air /e

· s
SA
w,air(Φ

(1)
w )

sSA
g,air(Φ

(2)
g )

· p
(1)
w (zw−eq)
p

(2)
g (z(2)

g )

(3.4)

By multiplying and dividing the denominator on the right hand side by sBG
w,air(Φ(1)

w )·
sBG

g,air(Φ(2)
g ) · sBG

w,air(Φ(2)
g ), one obtains:

M (1)(zw−eq)
M (2)(z(2)

g )
= D(1)

w (zw−eq)
D

(2)
g (z(2)

g ) · sBG
w,g,i(Φ

(2)
g )

·W
(2)
air /e

W
(1)
air /e

·

sSA
g,air(Φ

(2)
g )

sBG
g,air(Φ

(2)
g )

sSA
w,air(Φ

(1)
w )

sBG
w,air(Φ

(1)
w )

·
sBG

w,air(Φ(2)
g )

sBG
w,air(Φ

(1)
w )

·
p(2)

g (z(2)
g )

p
(1)
w (z(1)

w−eq)

(3.5)

The following assumptions were made: (i) the ratio of Wair values between the
two setups differed from unity by a negligible amount, (ii) the ratio of two ratios
of Spencer-Attix and Bragg-Gray stopping-power ratios differed from unity by a
negligible amount, (iii) the ratio of Bragg-Gray stopping-power ratios for different
fluences differed from unity by a negligible amount and (iv) perturbation factors
between water and graphite differed from unity by a negligible amount. Based on
these principles, fluence correction factors were calculated experimentally in a low-
energy carbon-ion beam by a ratio of ionization curves in water (M (1)) and graphite
(M (2)) [12]:

kexp
fl,Rossomme(zw−eq) = M (1)(zw−eq)

M (2)(z(2)
g )

≈ kMC
fl,dose (3.6)

The first assumption is supported by the fact that the spectra between setups at
equivalent depths are marginally different and the short range of secondary electrons
supports the second assumption. The third assumption is supported by the fact that
the stopping-power ratios vary little with energy so for the two spectra, which are
very similar, the stopping-power ratios are likely to be almost equal [4, 15]. The
fourth assumption cannot be satisfied; small inconsistencies between numerical and
experimental data were reported by Rossomme et al. [12], who suggested that
perturbation factors should be included in the analysis.

3.3.1.3 Depth-averaging method

In chapter 2, another approach was introduced to measure fluence correction
factors experimentally between water and graphite in proton beams. Here, the same
formalism was applied to calculate fluence corrections between water and graphite
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in carbon-ion beams. The application of this methodology to carbon-ion beams is
detailed in chapter 5.

In this approach an alternative setup was used over setup 2. In this alternative
setup, referred to as setup 3, measurements were performed in a water phantom
after passing through graphite slabs of variable thicknesses (figure 3.1). Rewriting
equation 3.4 using setups 1 and 3 gives:

M (1)(z(1)
w )

M (3)(d(3), tg) = D(1)
w (z(1)

w )

D
(3)
w (d(3), tg) · W

(1)
air /e

W
(3)
air /e

· s
SA
w,air(Φ

(1)
w )

sSA
w,air(Φ

(3)
w )

· p
(1)
w (z(1)

w )
p

(3)
w (d(3),tg)

(3.7)

where d(3) is the depth of measurement in setup 3 for a particular graphite thickness
tg. Depths in setups 1 and 3 are related by the difference of ranges. The assump-
tions were made that (i) the ratio of Wair values between setups 1 and 3 differed
from unity by a negligible amount, (ii) the ratio of Spencer-Attix stopping-power
ratios for Φ(1)

w and Φ(3)
w differed from unity by a negligible amount, (iii) the ratio of

ionization chamber perturbation factors differed from unity by a negligible amount
and (iv) when d(3) = 0 and z(2)

g = tg, the fluence in setup 3 equals the fluence in
setup 2, Φ(3)

w (0, tg) ≈ Φ(2)
g (tg) (figure 3.1). Similar arguments to those described

in section 3.3.1.2 support the first and second assumptions, and the fact that ion-
ization chamber measurements are always performed in water supports the third
assumption. Moreover, Verhaegen and Palmans [8] showed that ionization chamber
perturbation factors have only a slight variation with energy.

Based on assumption (iv), it will be shown in chapter 5 (section 5.3.2) that for
carbon-ion beams the ratio between dose in setup 3, D(3)

w (0, tg), and dose in setup
2, D(2)

g (tg), is approximately equal to the water-to-graphite Bragg-Gray stopping-
power ratio, sBG

w,g(Φ(2)
g ). Therefore, the fluence correction factor can be calculated by

the ratio of ionization chamber readings in setups 1 and 3:

kexp
fl,depth(tg,w−eq) = M (1)(z(1)

w )
M (3)(0, tg) ≈ D(1)

w (z(1)
w )

D
(3)
w (0, tg)

≈ D(1)
w (zw−eq)

D
(2)
g (z(2)

g ) · sBG
w,g,i(Φ

(2)
g )

≈ kMC
fl,dose (3.8)

where tg,w−eq is the water-equivalence thickness of the graphite slab tg, derived from
the difference of ranges between setups 1 and 3. For a particular graphite slab tg

tested experimentally, the results indicated that the ratio M (1)(z(1)
w )/M (3)(d(3), tg)

varies little with the depth of measurement d(3), thus a mean value was derived for
N depths:

kexp
fl,depth(tg,w−eq) ≈ 1

N

N∑
j=1

M (1)(z(1)
w )

M (3)(d(3)
j , tg)

(3.9)
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Here, this approach is referred to as the depth-averaging method and it was used
to determine kexp

fl experimentally. Note that values near the Bragg peak were not
considered since the effect of positioning errors is critical in that region due to high
dose gradients. By testing graphite slabs of variable thicknesses tg, the variation of
the fluence correction factor with depth was studied. The depth-averaging approach
was also applied to the results of Monte Carlo simulations of setups 1 and 3:

kMC
fl,depth(tg,w−eq) ≈ 1

N

N∑
j=1

D(1)
w (z(1)

w )
D

(3)
w (d(3)

j , tg)
(3.10)

In chapter 2, the ratio of ionization chamber readings between setups 1 and 3 was
used to obtain fluence corrections experimentally in clinical proton beams. The
results showed that fluence corrections obtained experimentally, accounted for the
primary and part of the secondary particle spectra and, therefore, represented par-
tial fluence corrections. Indeed, in proton beams, the energy of alpha particles,
emitted by target fragmentation, is not sufficient to penetrate the wall of the ioniza-
tion chamber and these particles are not accounted for in the experimental fluence
correction factor. A correction factor F was established to relate fluence correc-
tions defined theoretically to partial fluence corrections measured experimentally.
However, in the case of a high-energy carbon-ion beam, the energies of secondary
projectile fragments are large enough to cross the chamber wall [46] and fluence
corrections obtained from experiments will thus include all charged particles, i.e.
F = 1 and Φ(3)

w (0, tpl) ≈ Φ(2)
pl (tpl), with the exception of heavy particles from target

fragmentation which are less abundant in these beams.
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Figure 3.1: Schematic representation of setups 1, 2 and 3 and respective relation between
setups 2 and 3.
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3.4 Methods

3.4.1 Experimental fluence correction factor, kexp
fl,depth

Measurements were performed at the Gunma University Heavy Ion Medical
Center (GHMC), Japan [47–49], using a carbon-ion beam with mean energy of
290MeV/n at the source. Measurements were performed with a field size of 11 x
11 cm2, without modulation. A plane-parallel Roos ionization chamber (PTW type
34001, radius of the collecting volume = 0.75 cm) was used due to its small collecting
volume in comparison with the field size (central axis measurements). For monitor-
ing purposes a cylindrical Farmer ionization chamber (PTW type 30011) was placed
in the corner of the collimator exit. Measurements were performed with a constant
source-to-detector distance (SDD), so no correction was required for the inverse
square law. Experimental information on fluence correction factors was obtained
from ionization chamber measurements in water. This procedure was repeated for
graphite plates (tg) with 0.09, 1.9, 5.5, 7.4 and 9.2 g.cm−2 thicknesses placed in front
of the water phantom (figure 3.1).

The standard uncertainty on each value of kexp
fl,depth was estimated to be 0.24%

and the sources of uncertainties are listed in table 1, where s
kexp

fl,depth
represents the

standard deviation of the mean value kexp
fl,depth calculated using equation 3.9.

Table 3.1: Experimental uncertainties.

Standard uncertainties (%) Type A (%) Type B (%)

Repeatability: Roos/Monitor 0.17 -
Temperature - 0.05
Pressure - 0.05
s
kexp

fl,depthl
- 0.15

Overall 0.17 0.17

Combined 0.24

3.4.2 Numerical fluence correction factor, kMC
fl,fluence, kMC

fl,dose and
kMC

fl,depth

Fluence corrections were also obtained with Monte Carlo simulations through the
implementation of three methods based on (i) the fluence distributions differential in
energy, thus defining kMC

fl,fluence (refer to equation 3.1), (ii) a ratio of calculated doses
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in water and graphite at equivalent depths, thus defining kMC
fl,dose (refer to equation

3.2), and (iii) simulations of the experimental setup, thus defining kMC
fl,depth (refer to

equation 3.10).

Simulations were performed with FLUKA version 2011.2c.3 [16, 17], using the
default card HADRONTHErapy and delta-ray production set to infinite threshold.
For the calculation of kMC

fl,dose and kMC
fl,fluence, depth-dose distributions and fluence spec-

tra differential in energy were scored in homogenous phantoms of water (setup 1)
and graphite (setup 2). For the calculation of kMC

fl,depth, setup 3 was also simulated in
FLUKA. Dose and fluence were scored in bins of 0.007 cm and 0.1 cm, respectively,
throughout the phantoms. The beam energy and spread were tuned against exper-
imental data for 265MeV/n and σ=0.75MeV, respectively, at the phantom surface.
A broad carbon-ion beam of 11 x 11 cm2 without modulation was simulated, with
the radius of the scoring region equal to the radius of the Roos chamber used in
the experiments. In addition, a beam without divergence was considered since the
measurements were performed at constant SDD. A total number of 25x106 carbon-
ion histories was required for each setup to obtain a standard uncertainty (type A)
below 0.3%. Type B Monte Carlo uncertainties include stopping powers and inter-
action cross-sections uncertainties [44] and were note considered. The ICRU Report
73 [50] compared stopping powers from different models with experimental data and
values agreed within 10%. In the calculation of the fluence correction factor using
Monte Carlo methods (equations 3.1 and 3.2), the stopping powers are used in a
ratio and thus uncertainties related with stopping powers will be strongly correlated.
With regards to interaction cross-sections uncertainty, Böhlen et al. [32] compared
nuclear models from FLUKA with experimental data for carbon-ion therapy and
the results showed reasonable agreement between FLUKA and experimental data.

3.5 Results and discussion

3.5.1 Monte Carlo simulations: kMC
fl,fluence and kMC

fl,dose

In figure 3.2, the contributions of primary and secondary particles to the ab-
sorbed dose calculated with FLUKA are shown for a 265MeV/n carbon-ion beam in
water (straight lines) and graphite (solid lines). Primary carbon ions that undergo
an elastic nuclear interaction are considered as primaries and all products from a
non-elastic nuclear interaction are considered secondary, including charge-changing
products. Primary carbon ions do not contribute to the dose tail behind the Bragg
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peak, to which mostly lighter fragments (1≤Z≤2) contribute. In carbon-ion beams,
the secondary particle spectrum is dominated by projectile fragments emerging with
similar velocity to the projectile but with larger ranges. Experimental data from
Haettner et al. [46] showed that fragments with Z=1 (hydrogen nuclei) and Z=2
(helium nuclei) have a larger contribution to the dose than fragments with Z=3
(lithium nuclei), Z=4 (beryllium nuclei), and Z=5 (boron nuclei). However, larger
uncertainties were reported for fragments with Z=5. Our results are in agreement
with their findings, with the exception of fragments with Z=5, where a contribution
of the same order of magnitude as for Z=1 and Z=2 was found. Previous Monte
Carlo studies from Kempe et al. [51] and Rossomme et al. [12] show similar re-
sults to ours. The latter reported a discontinuity in the depth dose curve for Z=2
fragments using Geant4 and concluded it could be the result of artefacts due to the
implementation of interaction cross sections. In our case, using FLUKA, depth-dose
distributions from all fragments follow a smooth curve.
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Figure 3.3 shows the calculated fluence correction factor between water and
graphite as a function of depth for different sets of particles. A good agreement was
found between the fluence, kMC

fl,fluence, and dose, kMC
fl,dose, methods (0.05% difference).

At the surface, the primary carbon-ion fluence is the same in both phantoms. When
all particles are considered, there is a slight reduction of the kfl term (0.998) due to
the very short range of secondary particles from target fragmentation. Compared to
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proton beams [24], the reduction of the kfl term at the surface is less pronounced for
carbon-ion beams because the secondary particle spectrum is much more dominated
by projectile fragmentation and thus secondary particles emerge with larger ranges.

When considering only primary carbon ions, kfl decreases slightly in depth (to-
ward 0.99) because more primary particles are removed from the beam in water than
in graphite. When also secondary carbon ions are included, kfl increases towards 1.02
at a depth near the Bragg peak since the total charge-changing cross-sections are
higher in water than in graphite [52]. Therefore, the dose contribution of secondary
carbon ions is also higher in water than in graphite as shown in figure 3.2. The
same applies when a different set of charged particles are included, with exception
of fragments with Z=1 of which the dose contribution is higher in graphite than in
water (figure 3.2), thus there is a reduction in the kfl factor when these particles are
included.
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3.5.2 Comparison between Monte Carlo simulations and ex-
perimental data

A comparison between experimental data and numerical simulations of the fluence
correction factor is presented in figure 3.4. The results from different calculation

72



Results and discussion

methods are presented in this figure: the fluence- and depth-averaging approaches
derived from Monte Carlo simulations and the depth-averaging approach derived
from experimental data. For all methods, the fluence correction factor increased with
depth from 1.00 to 1.02. The average difference between experimental and numerical
simulations was of the order of 0.11% for the depth-averaging method and 0.16% for
the fluence method. These results suggest that kfl obtained experimentally includes
all charged particles contrary to the case of protons (chapter 2). Similar results were
found by Rossomme et al. [12] for a clinical 80 MeV/n carbon-ion beam using Geant4
and experimental data. In their work, fluence corrections were obtained using setups
1 and 2, assuming that the ratio of perturbations factors between water and graphite
was negligible. However, small inconsistencies between numerical and experimental
data were reported, which suggested that perturbation factors should be included
in the analysis. In this work, by always measuring ionization chamber readings in
water, using setups 1 and 3, it can be assumed that perturbation factors are the
same for both setups.
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3.6 Conclusions

In this work, a formalism was developed and adapted to derive absorbed dose
to water, using a graphite calorimeter in carbon-ion beams. This procedure has
the advantage of involving measurements being done independently from ionization
chamber perturbation factors caused by the use of different phantom materials.
Fluence corrections, needed for the conversion of dose to graphite from a graphite
calorimeter to dose to water, were measured experimentally in a high-energy carbon-
ion beam and compared with numerical simulations.

The results showed that kfl obtained from experiments includes all charged par-
ticles contrary to the case of protons (see chapter 2). For graphite, the fluence
correction factor increased in depth from 1.00 towards 1.02 and the average differ-
ence between experimental and numerical simulations was of the order of 0.13%. The
magnitude of differences between methods supports the use of FLUKA to compute
fluence correction factors for carbon-ion beams between water and graphite.

NPL is currently working on the establishment of a graphite calorimeter as a
primary standard instrument for light-ion beams. The calibration of user ioniza-
tion chambers will be performed directly against the graphite calorimetry in the
user beam. The work presented here will feed into the establishment of graphite
calorimetry in carbon-ion beams by using a more practical experimental setup for
the conversion of dose to graphite to dose to water.
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Chapter 4

Water-equivalence of plastic
materials in proton beams

The work presented in this chapter is currently under review in the Physics in
Medicine and Biology journal:

• A. Lourenço, D. Shipley, N. Wellock, R. Thomas, H. Bouchard, A. Kacperek,
F. Fracchiolla, S. Lorentini, M. Schwarz, N. MacDougall, G. Royle, and H.
Palmans, "Evaluation of the water-equivalence of plastic materials in low-
and high-energy clinical proton beams (currently under review in Physics in
Medicine and Biology)

My contributions to this publication were as follows; novel water-equivalent plas-
tics were designed by me and produced in collaboration with St Bartholomew’s Hos-
pital (UK); experiments at the Clatterbridge Cancer Centre (UK) and the Trento
Proton Therapy Center (Italy) were performed by me with the assistance of NPL
staff and local contacts; Geant4 simulations were conducted by David Shipley (NPL,
UK) based on my simulation plans; analysis and interpretation of the results and
FLUKA Monte Carlo simulations were performed by me under guidance of my
supervisors and NPL staff; the paper was written by me and proof-read by the
co-authors.

4.1 Summary

Water-equivalent plastics designed for high-energy photon and electron beam
dosimetry are currently also used in proton beams. The aim of this work was to
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evaluate the water-equivalence of new trial plastics designed specifically for light-
ion beam dosimetry as well as commercially available plastics in clinical proton
beams. The water-equivalence of materials was tested by computing a plastic-to-
water conversion factor, Hpl,w. Trial materials were characterized experimentally in
60 MeV and 226 MeV un-modulated proton beams and the results were compared
with Monte Carlo simulations using the FLUKA code. For the high-energy beam, a
comparison between the trial plastics and various commercial plastics was also per-
formed using FLUKA and Geant4 Monte Carlo codes. Experimental information
was obtained from laterally integrated depth-dose ionization chamber measurements
in water, with and without plastic slabs with variable thicknesses in front of the wa-
ter phantom. Fluence correction factors, kfl, between water and various materials
were also derived using the Monte Carlo method. For the 60 MeV proton beam,
Hpl,w and kfl factors were within 1% from unity for all trial plastics. For the 226
MeV proton beam, experimental Hpl,w values deviated from unity by a maximum
of about 1% for the three trial plastics and experimental results showed no advan-
tage regarding which of the plastics was the most equivalent to water. Different
magnitudes of corrections were found between Geant4 and FLUKA for the various
materials in consideration due mainly to the use of different non-elastic nuclear data.
Nevertheless, for the 226 MeV proton beam, Hpl,w correction factors were within 2%
from unity for all the materials. Considering the results from the two Monte Carlo
codes, PMMA and trial plastic #3 had the smallest Hpl,w values, where maximum
deviations from unity were 1%, however, PMMA range differed by 16% from that
of water. Overall, kfl factors were deviating more from unity than Hpl,w factors and
could amount to a few percent for some materials depending on the code used.

4.2 Rationale

Water-equivalent plastics offer advantages for dosimetry over the reference ma-
terial, water, such as the convenience of realizing the experimental setup and better
positioning accuracy. As stated in the IAEA TRS-398 Code of Practice [4] two steps
are involved in the conversion of ionization chamber readings in a plastic phantom
to dose to water in a water phantom:

(i) the determination of the range scaling factor, cpl, to convert depth in a plastic
phantom to the corresponding depth in a water phantom, and

(ii) the application of a fluence scaling factor, hpl, to convert ionization chamber
readings in a plastic phantom to the equivalent reading in a water phantom.
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While the cpl factor is calculated by the ratio of continuous-slowing-down approx-
imation (CSDA) ranges in water and in plastic, the hpl factor is derived from the
ratio of ionization chamber readings in water and in plastic at equivalent depths [4].

At present, only a limited amount of cpl and hpl values are available in the litera-
ture because their experimental determination is a time consuming process requiring
the acquisition of Bragg peak curves in both the plastic and water, the former in-
volving the insertion of numerous plates one by one to establish the distal edge
with sufficient spatial resolution. Therefore, in proton beams, the water-equivalence
thickness (WET) is often measured experimentally as an approximation of cpl, where
WET values are calculated by the difference of ranges in water, and in water with
the material of interest in front. This methodology allows more efficient measur-
ing since ionization chamber readings need to be measured only in water [53, 54].
Zhang et al. [55] compared measured WET values with those derived analytically
in heavy-ion beams. The results obtained showed that analytical methods could
well predict experimental values. Palmans et al. [10] conducted a study to measure
hpl factors for PMMA with reference to water in 75 and 191 MeV proton beams.
For the low-energy beam, measured corrections were smaller than 1% and for the
high-energy beam maximum corrections were of the order of 3%. Similar results
were obtained by Al-Sulaiti et al. [14] for the water-equivalent plastic PWDT.

Differences in non-elastic nuclear interactions between different elements lead to
differences in the fluence in water and low-Z materials such as plastics. Thus, the
water equivalence of plastics can also be expressed in terms of the fluence correction
factor, kfl, which corrects for the differences in fluence. It can also be interpreted as
a conversion factor between dose to plastic in a plastic phantom to dose to water
in a water phantom [10, 24]. Fluence correction factors with reference to water
were investigated using Monte Carlo simulations by Palmans et al. [10] for PMMA
and polystyrene, by Al-Sulaiti et al. [13, 14] for A-150, PMMA, PW, PWDT and
WT1 and by Lühr et al. [15] for bone and PMMA. Summarizing these findings,
fluence corrections were of the order of 1% for low-energy proton beams, while for
high-energy proton beams corrections from 2% to 5% were found.

As became evident from these studies, correction factors need to be considered
to accurately determine dose to water from measurements performed in a plastic.
For high-energy photon and electron beams, White et al. [56–58] and Constantinou
et al. [59] have developed numerous water- and tissue-equivalent plastics such that
similar corrections were negligible. The plastics consisted of epoxy resins mixed with
low-Z compounds to form a mixture with radiation interaction properties similar to
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those of water or tissue. Based on this work, WT1 and WTe were designed and com-
mercialised as water-equivalent plastics for high-energy photon and electron beams,
respectively. A number of other plastics are currently used in the clinic as water
substitutes – Gammex 457-CTG (CTG Solid Water®: GAMMEX, Middleton, WI,
USA), Virtual Water™ (Med-Cal, Middleton, WI, USA), Plastic Water® (CIRS,
Norfolk, VA, USA), PMMA and polyethylene, and as tissue substitutes – RANDO®
phantom (The Phantom Laboratory, Salem, NY, USA) and A-150 tissue-equivalent
plastic.

In this work, new water-equivalent plastics were developed specifically for light-
ion beams. In the design phase, the propagation of proton beams through phantom
materials was simulated using an analytical model. Three epoxy-resin based mix-
tures were then produced and experimentally characterized in low- and high-energy
clinical proton beams. A plastic-to-water conversion factorHpl,w was established and
measured as an approximation of hpl, using a more practical experimental setup from
which WET values could also be derived. Experimental results were compared with
Monte Carlo simulations using FLUKA and Geant4. Material physical properties
of the trial compositions were calculated and compared to those of water and other
commercially available plastics.

4.3 Analytical model

4.3.1 Formalism

To find plastic compositions equivalent to water, an analytical model was imple-
mented in MATLAB to compute an approximation of the fluence correction factor
between water and any other material for proton beams. The analytical model was
used as a tool to quickly test a wide range of compositions and with any promising
composition then fully simulated in Monte Carlo for more detailed evaluation. A
value of unity for the fluence correction factor between water and plastic material
indicates that no correction needs to be applied between media.

The model estimates the energy deposited by primary protons and secondary
particles from non-elastic nuclear interactions. Primary particles are considered to
travel along a straight line, with no scattering or energy straggling and energy losses
are assumed to take place through the continuous slowing down approximation.
Also, secondary particles are not transported and their energy is deposited at the
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point of interaction. Moreover, the energy transferred to neutrons and gamma rays
does not contribute to dose.

The analytical model used was based on the work of Al-Sulaiti et al. [13] and
Palmans et al. [24], and it was extended to calculate the fluence correction factor
between water (w) and any plastic (pl), using elemental composition in fraction by
weight. It is applicable to any proton energy but since at higher energies the dose
contribution and range of secondary particles becomes larger, the approximations
will be further from reality than for a low-energy beam. The analytical model
implemented is described as follows.

• Mass collision stopping-power was computed using the definition from ICRU
Report 37 [60] and ICRU Report 49 [27]:

(1/ρ)Scol = 4πre
2mc2

u
1
β2
Z

A
z2 ×

[
ln
(

2mc2β2

(1 − β2)I

)
− β2

]
(4.1)

where re is the classical electron radius, mc2 the electron rest energy, u the
atomic mass unit, z the proton charge in units of electron charge, Z/A the
ratio of number of electrons per molecular weight of the medium, I the mean
excitation energy of the medium and β the velocity of the proton by the
velocity of light which is calculated using the relation [61]:

β =
1 −

(
1

(T/Mc2) + 1

)2
(1/2)

(4.2)

where T is the proton kinetic energy and Mc2 its rest energy.

• Bragg’s additivity rule was used for the stopping power of compounds:

(1/ρ)Scol =
∑
k

wk(Scol/ρ)k (4.3)

where wk is the fraction by weight and (Scol/ρ)k is the mass collision stopping
power of the k’th atomic constituent. Similarly, the mean excitation energy
and the quantity Z/A was computed as follows:

ln I =
[∑
k

wk(Zk/Ak) ln Ik
]/〈

Z/A
〉

(4.4)

〈
Z/A

〉
=
∑
k

wk(Zk/Ak) (4.5)

where Zk and Ak are the atomic number and atomic mass of the k’th atomic
constituent, respectively. Mean excitation energies were used according to
ICRU Report 37 [60] for the constituting elements of compounds in the con-
densed phase.
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• Equivalent depths were calculated by transposing data onto a common scale
from zero to one (representing the discrete step length), where one represents
the range of protons at a certain energy in the respective material (rw or rpl).
Thus, equivalent depths can be thought as a percentage of the total range
in mass thickness units (g.cm−2). The range of a proton was computed from
the mass collision stopping power (Scol/ρ) as a function of energy E using the
CSDA:

R(Einitial) ≈
∫ Efinal

Einitial

(
−1
ρ
Scol(E)

)−1

dE (4.6)

in units of g.cm−2. In the CSDA the rate of energy loss at every point along the
proton track is assumed to be equal to the mass stopping power and, therefore,
energy-loss fluctuations are neglected.

• Along a grid of predefined step lengths, the average energy loss of primary
protons, ∆E, per unit length, was calculated from the stopping powers derived
in order to obtain the primary proton energy Epprim at each slab n.

Epprim = En = En−1 − ∆En (4.7)

∆En = (Scol/ρ)m,n−1.ρ∆dn (4.8)

where (Scol/ρ)m,n−1 is the mass collision stopping power of the respective ma-
terial m (water or plastic) and ρ∆dn is the mass thickness of slab n.

• The attenuation of primary particles over each step was calculated using the
total non-elastic nuclear reaction cross sections from ICRU Report 63 [37],
providing estimates of the fraction of primary proton fluence in water and
plastic phantom material as a function of depth, Φpprim

w (zw−eq) and Φpprim
pl (zpl):

Φpprim = Nn = Nn−1 · e−(µn/ρ).ρ∆dn (4.9)

where Φpprim is in cm−2 and µ is the macroscopic cross section (also known as
attenuation coefficient) in units of cm−1. The latter represents the probability
of interaction of a particle per unit of linear path length in the medium. The
macroscopic cross section µ is defined as:

µ = ρ
NA

A
σn for nuclear interactions (4.10)
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where NA is the Avogadro’s number and σn refers to nuclear cross sections.
Thus,

µn/ρ = σreact,n−1

A
· NA (4.11)

σreact/A =
∑
k

wk(σk,react/Ak) (4.12)

where σreact is the nuclear reaction cross section in a compound and is calcu-
lated from the elemental cross sections. It represents the probability that for a
given primary proton fluence a proton is removed from the beam by a nuclear
interaction.

• The production cross section for a given charged particle type represents the
probability that for a given primary proton fluence a charged particle of that
type is emitted. The production cross section of a particular particle type i
is related to the reaction cross section by σprod,i = σreact · mutiplicityi, with
multiplicityi equal to the number of particles of type i that are on average
emitted per nuclear interaction. Thus, the energy per unit mass of charged
particles emitted was computed as:

Dnuc
dep = Φpprim · NA ·

∑
i

∑
k

wk(σprod,i,k/Ak) ·
〈
Wrec,i,k

〉
(4.13)

where Dnuc
dep is in units of MeV.g−1, σprod,i,k is the production cross section of

secondary charged particles for the element k and
〈
Wrec,i,k

〉
is the average

emission energy of the recoil spectrum. In this model the energy of secondary
particles is assumed to be deposited locally and secondary particles considered
included protons, alphas, deuterons, tritons, 3He and recoils.

• Finally, dose-to-medium was calculated as:

Dm(zm) = Φpprim
m (zm)·

(
Scol,p(Epprim)

ρ

)
m

+Φpprim
m (zm)·NA·

∑
i

∑
k

wk(σprod,i,k/Ak)·
〈
Wrec,i,k

〉
(4.14)

where the first term represents the contribution of energy depositions due
to the energy loss of primary protons and the second term represents the
contribution of energy depositions due to nuclear interactions.

• The fluence correction factor was then computed as:

kAM
fl = Dw(zw−eq)

Dpl(zpl) ·
(
Scol,p(Epprim )

ρ

)
w

/(
Scol,p(Epprim )

ρ

)
pl

(4.15)
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Stopping powers from ICRU Report 37 [60] and nuclear data from ICRU Re-
port 63 [37] were used.

4.3.2 Validation

The analytical model implemented in MATLAB was compared against Monte
Carlo simulations using FLUKA. As described in section 4.3.1, in the analytical
model energy losses were assumed to take place through the continuous slowing down
approximation. In order to have a pure CSDA calculation in Monte Carlo, multiple
Coulomb scattering (MCS), nuclear reactions (NUC) and energy loss fluctuations
(FLUC) need to be switched off. The following physics settings were used in FLUKA:

• The DEFAULTS card was set to HADROTHErapy;

• The MCSTHRES card was used to switch off MCS of primary and secondary
charged hadrons by setting the energy threshold for these interactions very
high;

• The IONFLUCT card was used to switch off FLUC;

• The DELTARAY card was used to switch off the production of delta-rays by
setting the production threshold to infinity;

• The THRESHOL card was used to switch off elastic nuclear interactions by
setting the energy threshold for these interactions very high;

• The DISCARD card was used to discard neutrons and gammas rays.

Note that non-elastic nuclear interactions were included in the simulations, and
secondary charged particles were transported (with the exception of delta-rays).

Figure 4.1 shows a comparison of the fluence correction factor derived using
Monte Carlo simulations (solid circles) and the analytical model (straight lines).
The fluence correction factor was derived for graphite (left graphs) and PMMA
(right graphs) with reference to water for a 60 MeV proton beam (top graphs) and
a 200 MeV proton beam (bottom graphs).

Overall, the analytical model gave acceptable predictions. A better agreement
between the models was found for the low-energy beam. The analytical model
considers that secondary particles deposit their energy at the point of interaction.
However, in reality and in the Monte Carlo simulations, these particles travel a cer-
tain distance and deposit their energy further way from the point where produced.
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At higher energies the dose contribution and range of secondary particles becomes
larger, thus, the approximations are further from reality than for a low-energy beam.
Furthermore, different nuclear models are used in the analytical model and in the
Monte Carlo simulations. The need for kfl factors originates from the differences
in the non-elastic nuclear interaction cross sections between water and the differ-
ent materials. These interactions are described by the PEANUT (Pre-Equilibrium
Approach to Nuclear Thermalization) model in FLUKA [62, 63], while the ana-
lytical model uses data from the ICRU Report 63 [37]. Palmans et al. [24] also
reported differences between fluence correction factors calculated using nuclear data
from ICRU Report 63 [37] and five different Monte Carlo codes (Geant4, FLUKA,
MCNPX, SHIELD-HIT and McPTRAN.MEDIA). Moreover, the dose contribution
due to nuclear interactions is larger for higher-energy beams. For example, in a 250
MeV proton beam about 30% of the primary protons are lost in nuclear interac-
tions and about 60% of their kinetic energy emerges as secondary charged particles.
Nevertheless, differences between models were below 1%.

The analytical model was used as a tool to quickly test a wide range of compo-
sitions since the CPU time required to compute the fluence correction factor was
about 2 seconds, while for FLUKA it was 15 hours.
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Figure 4.1: Comparison of the fluence correction factor derived using Monte Carlo
simulations (solid circles) and the analytical model (solid lines) between water and graphite
for (a) a 60 MeV proton beam and (c) a 200 MeV proton beam, and between water and
PMMA for (b) a 60 MeV proton beam and (d) a 200 MeV proton beam. The models
consider the contribution of different secondary particles (primary p = primary protons,
p = primary and secondary protons, a = alphas) and all charged particles.
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4.3.3 Epoxy resins

In this work new compositions of plastic materials based on epoxy resins were
studied for proton beams. Epoxy resins consist of low-molecular-weight compounds
containing epoxide groups. Compounds containing a reactive group to the epoxide
(a.k.a. hardeners), when mixed together with the epoxy resin, produce a linked
polymer that can be mixed with powders of different compositions. The resulting
plastic is a rigid material and insoluble in water.

There are various resins and hardeners avaiable with different compositions and
the production of plastic materials based on epoxy resins is relatively simple [56–59].
It is also possible to adjust their density by adding gas-filled spheres called phenolic
microspheres (PMS). In previous work by White et al. [56], different epoxy resin
systems designated by CB1, CB2, CB3 and CB4, were evaluated for photon beams.
Here, the same epoxy resin systems were evaluated for proton beams.

New plastic materials were formulated by adding powders with varying atomic
low-Z numbers to the epoxy resin mixtures in order to change the atomic number
of the final compound. The new formulations were then tested using the analytical
model. The elements considered were H, C, N, O, Al, Si, P and Ca, since the nu-
clear cross sections of these elements are present in ICRU Report 63 [37]. PMS of
50µm diameter were also added to the composition of the resins in a percentage of
roughly 4%. Many compositions were tested and four compositions were proposed
for more detailed evaluation. Due to intellectual property constraints, more infor-
mation regarding the criteria of acceptance cannot be provided. Figure 4.2 shows
the fluence correction factor derived using the analytical model between water and
the four different types of epoxy resins and the four proposed materials, referred to
as plastics #1, #2, #3 and #4, for a 200MeV proton beam. For plastics #3 and
#4, the fluence correction factor fluctuated between +/-1% with depth, while for
plastics #1 and #2, the fluence correction factor increased from 0.99 towards 1.02
with a total variation of 2.0%-2.5%.

The four proposed plastics were then produced in collaboration with St Bartholomew’s
Hospital (UK). Three of the plastics were characterized experimentally and using
Monte Carlo simulations in order to determine the effect of adding powders to the
resins (section 4.5). Plastic #4 did not result in an homogeneous mixture thus it
was not considered for experimental evaluation.

85



Water-equivalence of plastic materials in proton beams

0 5 10 15 20 25

Depth
w-eq

 (g.cm
-2

)

0.98

0.99

1

1.01

1.02

1.03

1.04

1.05

k
flA

M

CB1

CB2

CB3

CB4

plastic #1

plastic #2

plastic #3

plastic #4

Figure 4.2: Fluence correction factor derived using the analytical model between water
and various materials for a 200 MeV proton beam.

4.4 Material physical properties

To have a completely water equivalent material one must understand which phys-
ical properties are important. Thus, it is relevant to understand what are the inter-
actions involved when proton beams pass through matter.

Protons lose energy by proton-atomic electron collisions. This type of interaction
is very well known and can be described by the Bethe-Bloch theory (equation 4.1)
which calculates the mean energy loss of a proton per unit path length in a material
(stopping power). In reality, the number of proton-atomic electron collisions per
unit path length can fluctuate and the amount of energy loss in each collision will
not be the same (energy straggling). For example, secondary electrons ejected with
a larger energy compared with the ionization potential (delta-rays) travel further
away from the point where generated before their energy is deposited. Spencer-
Attix stopping power theory considers the production of these electrons that have
enough energy to leave the medium of interest. Nevertheless, proton beams are near
mono-energetic along their path and thus well described by Bethe-Bloch theory.
The mass stopping power of a proton is medium dependent, and equation 4.1 can
be re-written as a function of the medium independent terms to separate them from
the medium dependent terms:

(1/ρ)Scol = f

(
k

β2

)
Z

A
× [f(β) − ln(I)] (4.16)

where k is a constant. Therefore, the mass stopping power of a specific compound
is dependent on Z/A and ln I and by computing these quantities for different plas-
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tic materials and by comparing with those for water, it is possible to quantify the
water-equivalence of such materials for a given interaction type. The stopping power
for compounds can be calculated by averaging the stopping power over each atomic
element weighted by the fraction of that element in the compound (Bragg’s addi-
tivity rule) and effective values of Z/A and ln I were calculated using equations 4.5
and 4.4, respectively.

Protons are deflected when they pass in the neighbourhood of a nucleus due to
the Coulomb and hadronic field of the nucleus. The probability of Coulomb inter-
actions dσ(θ)/(sin θ dθ) was first represented by the Rutherford scattering formula.
Considering a small projectile with mass M1 in comparison with the mass of the
nucleus M2 with charge z and Z, respectively, the differential atomic cross section
is [64]:

dσ(θ)
sin θ dθ = 2πe4z2Z2

16T 2 sin4(θ/2) = f(T 2, θ)Z2 (4.17)

where T is the kinetic energy of the incident projectile, θ the scattering angles and
e the electron charge. The cross section decreases rapidly with increasing angle and
energy therefore protons have predominantly very small deflection angles (single
scattering). When considering macroscopic cross sections (equation 4.10):

µσR = ρ
NA

A
· f(T 2, θ)Z2 (4.18)

and for mixtures,

µσR = ρNA
∑
i

wi
σR,i

Ai

= ρNA

(∑
i

wi
Z2
i

Ai

)
· f(T 2, θ)

= ρ

〈
Z2

A

〉
m

NA · f(T 2, θ)

(4.19)

Therefore, the Rutherford atomic cross section is proportional to ρ
〈
Z2/A

〉
m
.

Deflections caused by electrons are small since the proton mass is roughly 1800
times larger than the one of electrons. The main angular deflection is due to multiple
small deflections and as a result multiple Coulomb scattering theories were derived.
Analogous to stopping power, scattering power is defined as the rate of increase of
the variance of the multiple Coulomb scattering angle per unit path length [1]:

T (x) ≡ d
〈
θ2
y

〉
/ dx (4.20)

There are different parametrizations for T (x) derived from the differential of Molière
formula (most acceptable theory for proton multiple Coulomb scattering). The one
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from Gottschalk is [1, 65]:

TdM(x) = fdM(pv, p1v1) ×
(

15.0MeV
pv

)2 1
XS

(4.21)

where the scattering length XS is a material property defined as:

1
ρXS

≡ αNAr
2
e
ρZ2

A

{
2 log(33219(AZ)−1/3) − 1

}
(4.22)

which obeys to the Bragg’s additivity rule for compounds.

The clinical energy range in proton therapy is much higher than the Coulomb-
barrier therefore protons have a probability to interact with the nucleus other than
by elastic and inelastic scattering. Nucleus-nucleus collisions (non-elastic nuclear
interactions) can take place and change the nature of the projectile, decreasing the
primary proton fluence and producing secondary particles. This can be modelled by
equation 4.11:

µσreact = ρ
NA

A
· σreact (4.23)

Nuclear reactions are harder to model than stopping power and scattering, however,
their relative importance can be estimated from the fluence correction factor calcu-
lation for a particular material in comparison to water. Furthermore, for mixtures
such interactions will be dependent of ρ/Ā, where Ā is the average atomic mass of
the medium:

µσreact = ρNA

(∑
i

wi
σreact,i

Ai

)

= ρ

Ā
NA · σreact

(4.24)

Material physical properties of the trial compositions were calculated and com-
pared to those of water and other commercially available plastics in section 4.5.1.4.

4.5 Experimental and Monte Carlo studies

The three trial plastics produced were characterized experimentally and using
Monte Carlo simulations; details of these calculations will be described in this sec-
tion.
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4.5.1 Methods

4.5.1.1 Plastic-to-water conversion factor and fluence correction factor

For absolute dosimetry using a graphite calorimeter, Palmans et al. [24] derived
a dose conversion formula to obtain dose to water in a water phantom from the
measured dose to graphite in a graphite phantom. This formalism was further
developed in chapter 2 where it was expanded to a more practical experimental set-
up involving measurements in a water phantom, with and without the presence of a
graphite absorber in front of the phantom. Here, the formal framework is expanded
to derive absorbed dose to water in a water phantom from ionization chamber charge
readings performed in a plastic phantom.

The determination of absorbed dose to water for a proton beam, using an ion-
ization chamber, is expressed by [4]:

D(1)
w (z(1)

w ) = M (1)(z(1)
w ) ·NDw,Q

(4.25)

where D(1)
w is the dose to water in a water phantom, M (1) is the ionization chamber

reading in a water phantom and NDw,Q
is the calibration coefficient in terms of

absorbed dose to water for the beam quality Q.

Three different setups are considered in which ionization chamber readings can
be defined: a water phantom (setup 1), a plastic phantom (setup 2) and a water
phantom with slabs of plastic in front (setup 3), respectively (figure 4.3).

Figure 4.3: Three setups considered in the experiments and simulations. The beam is
incident from the left.

As defined in the IAEA TRS-398 Code of Practice [4], the fluence scaling factor,
hpl, is calculated by:

hpl = M (1)(zw−eq)
M (2)(z(2)

pl )
(4.26)
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where M (1) is the ionization chamber reading in the water phantom in setup 1 and
M (2) is the ionization chamber reading in the plastic phantom in setup 2. The
depth in setup 1, z(1)

w , is related with depth in setup 2, z(2)
pl , by the range scaling

factor, cpl, in units of g.cm−2. The experimental determination of the range in
setup 2, r(2), is very time consuming because for each depth plastic plates need
to be added manually in front of the chamber; also its accurate determination is
hampered by the resolution of available plates. Thus, a more practical experimental
setup was proposed (chapter 2), where measurements are performed in a water
phantom with plastic slabs of variable thickness in front of it - setup 3. Ionization
chamber readings in setup 3, M (3)(d(3), tpl), are thus a function of the depth in
water d(3), and the thickness of the plastic slab tpl. The assumption is made that at
the interface between the plastic and the water phantom when d(3) = 0 and when
z

(2)
pl = tpl, M (2)(tpl) ≈ M (3)(0, tpl). Note that for practical reasons it is not possible
to perform measurements at a depth d(3) = 0 (due to the water phantom’s entrance
wall and the ionization chamber’s front wall), therefore, the most proximal depth is
considered. Considering the assumption described, equation 4.26 can be rewritten
as:

hpl = M (1)(zw−eq)
M (2)(z(2)

pl )
≈ M (1)(z(1)

w )
M (3)(0, tpl)

(4.27)

By solving equation 4.27 for M (1) and inserting the resulting M (1) expression into
equation 4.25, the determination of absorbed dose to water in a plastic can be
expressed as:

D(1)
w (z(1)

w ) ≈ M (2)(tpl) · M
(1)(z(1)

w )
M (3)(0, tpl)

·NDw,Q
≈ M (2)(tpl) ·Hexp

pl,w ·NDw,Q
(4.28)

where the ratio M (1)(z(1)
w )/M (3)(0, tpl) is the plastic-to-water conversion factor and

Hpl,w ≈ hpl.

The Hpl,w term is not an overall conversion factor from dose to plastic in a plastic
phantom (setup 2) to dose to water in a water phantom (setup 1) [24]. Instead,
Hpl,w relates ionization chamber readings in a plastic phantom (setup 2) with dose
to water in a water phantom (setup 1). It can also be interpreted theoretically
as relating dose to water in the plastic phantom to dose to water in the water
phantom. If Hpl,w = 1, no conversion needs to be applied to equation 4.28 and the
plastic material is water-equivalent.

The experimental plastic-to-water conversion factor, Hexp
pl,w, is thus determined by

the ratio of ionization chamber readings in setup 1 and setup 3:

Hexp
pl,w = M (1)(z(1)

w )
M (3)(d(3), tpl)

(4.29)
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Depth in setup 1 is related with depth in setup 3 by the range difference, i.e.,
the water-equivalent thickness, WET, of the plastic slab tpl: z(1)

w = d(3) + tpl,w−eq.
Furthermore, for one particular slab thickness tpl, an Hpl,w factor is calculated at N
depths d(3) and a mean value can be derived:

Hexp
pl,w ≈ 1

N

N∑
j=1

M (1)(z(1)
w,j)

M (3)(d(3)
j , tpl)

(4.30)

Points near the Bragg peak are not considered since positioning uncertainties become
critical in this region. If equations 4.29 and 4.30 give the same result then there is no
depth dependence on the calculation of Hpl,w for a particular slab with thickness tpl.
By testing different slab thicknesses for a given material, a variation of Hpl,w values
with depth is determined. Assuming that ionization in the chamber is proportional
to dose, Hpl,w can also be calculated using Monte Carlo methods by (see section
2.3.1):

HMC
pl,w = D(1)

w (z(1)
w )

D
(3)
w (d(3), tpl)

(4.31)

And using similar arguments to those related to equation 4.30:

HMC
pl,w ≈ 1

N

N∑
j=1

D(1)
w (z(1)

w,j)
D

(3)
w (d(3)

j , tpl)
(4.32)

The water-equivalence of plastic materials can also be quantified by calculating
the fluence correction factor, kfl. While Hpl,w values need to be calculated to con-
vert ionization chamber readings in a plastic phantom to dose to water in a water
phantom, kfl factors are necessary for the conversion of dose to plastic in a plastic
phantom to dose to water in a water phantom. Therefore, the water-equivalence
of the plastics was also studied by computing kfl factors between water and plastic
using equation 2.4.

4.5.1.2 Experimental determination of Hexp
pl,w

Three plastic materials, referred as plastics #1, #2 and #3, were specifically
formulated for light-ion beam dosimetry and characterized experimentally with ref-
erence to water in proton beams. The plastics tested were based on the same epoxy
resin mixed with different low-Z compounds and were produced in collaboration with
St Bartholomew’s Hospital, UK [56–59]. Experimental information of Hexp

pl,w was ob-
tained from laterally integrated depth-dose ionization chamber measurements in a
water phantom using setups 1 and 3. Measurements were carried out at the 60 MeV
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proton cyclotron at the Clatterbridge Cancer Centre (CCC), UK, and at the 226
MeV proton cyclotron at the Trento Proton Therapy Center (TPTC), Italy (figure
4.4).

(a)

(b)

Figure 4.4: Experimental setups: (a) at CCC with SDD constant and (b) at TPTC
with SSD constant.

The CCC beam line consisted of a double scattering system and collimators [35]
providing an un-modulated 60MeV beam with a diameter of 4 mm at collimator
exit. Monitoring of the beam was performed with a PTW type 7862 transmission
chamber placed in front of the collimator. Measurements were performed in a water
phantom with a WET front wall of 3.7mm, using a Roos plane-parallel ionization
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chamber (PTW type 34001), placed about 15 cm away from the collimator. The
water phantom was moved towards the beam to vary the amount of water upstream
of the chamber. This was repeated with different thicknesses of plastic slabs in front
of the water phantom.

At TPTC, the beam line consisted of a scanning system and measurements were
performed using a single spot. Similarly as at CCC, an un-modulated beam was
used with a nominal energy of 226MeV. Measurements were carried out in a wa-
ter phantom with a front wall of 17.4mm WET, using a large-area plane-parallel
ionization chamber (PTW type 34070 “Bragg Peak”), and the beam monitor signal
for normalization. The water phantom was at a fixed position with its front face
aligned with the isocentre and the chamber depth was varied. Measurements were
repeated with plastic slabs in front of the water phantom.

Note that measurements at TPTC were carried out using a constant source-to-
phantom surface distance (SSD), while at CCC measurements were performed using
a constant source-to-detector distance (SDD). The SDD setup avoids corrections for
particles scattered by the collimator edges; such corrections are not negligible for
the CCC beam when a collimator of 4mm is used [35]. For the TPTC beam the
scattering of particles at the nozzle exit is assumed to be negligible since it consists
of a scanning system.

4.5.1.3 Numerical simulations of HMC
pl,w and kMC

fl

The HMC
pl,w factor was calculated by Monte Carlo simulations using equations 4.29

and 4.30 and the fluence correction factor, kMC
fl , was also calculated using equation

2.4. Commonly used water-equivalent plastics were also simulated by Monte Carlo.
Materials were defined according to IAEA TRS-398 Code of Practice [4] and ICRU
Reports 37 [60] and 49 [27] and included A-150 tissue equivalent plastic, PMMA,
polyethylene, polystyrene, Rando® soft tissue (The Phantom Laboratory, Salem,
NY, USA), Gammex 457-CTG (CTG Solid Water®: GAMMEX, Middleton, WI,
USA) and WT1 (St Bartholomew’s Hospital, London, UK). The density of the trial
plastics was determined through weight and volume measurements of each slab.

For the CCC beam, simulations were performed with the FLUKA-2011.2c.4 code
[16, 17]. The geometry of the CCC beam line was implemented as described in Bon-
nett et al. [33], Baker et al. [34], and Kacperek [35]. The default HADROTHErapy
card was used with a delta-ray production threshold set to infinity. Secondary elec-
trons have short ranges so it was assumed their energy was absorbed locally. Inelastic
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hadron-nucleus interactions were described by the PEANUT (Pre-Equilibrium Ap-
proach to Nuclear Thermalization) model [62, 63]. The incident particles in the first
scattering foil were 62.5MeV protons assuming a Gaussian spread of σ = 0.28MeV
(section 2.5.2). Dose and charged particle fluence differential in energy were scored
in bins of 0.01 cm and 0.1 cm, respectively, throughout cylindrical phantoms of a
given material. A total number of 5x108 primary protons were simulated for each
material. Scoring was performed within the radius of the Roos ionization chamber
(7.5 mm) and in a larger radius of 10 cm to study the contribution of particles that
scatter outside the sensitive area of the chamber. Particles scored included primary
and secondary protons, alpha particles, deuterons, tritons and 3He ions. In order to
implement a constant SDD setup in Monte Carlo, a simulation would be required
for each position of the phantom. Therefore, a constant SSD setup was implemented
and a correction was applied to obtain SDD calculations (section 2.4.2).

Simulations for the TPTC beam were performed using two Monte Carlo codes,
FLUKA-2011.2c.4 [16, 17] and Geant4-9.6.p01 [66], because corrections are expected
to be higher in high-energy beams. A beam of 226.14MeV was simulated with a
Gaussian energy spread of σ = 0.67MeV and divergence of 1.3mrad [67]. Dose
and fluence were scored within the radius of the Bragg peak ionization chamber
(40.8mm) used in the experiments, as well as, within a radius of 10 cm. FLUKA
simulations were implemented with similar parameters as those used for the CCC
beam. For the Geant4 simulations, the reference physics list QGSP_BIC_EMY was
used [68]. Electromagnetic interactions were described by the electromagnetic stan-
dard package option 3 (emstandard_opt3), and hadronic nucleon-nucleus interac-
tions were described by the BIC (Binary cascade) model [69]. Production thresholds
for photons, electrons and positrons were set to 10 km (i.e. secondary production of
these particles were not considered in the simulations). Dose and charged particle
fluence differential in energy were scored in 0.07 cm slabs in water and scaled slab
thicknesses in each plastic material in cylindrical phantoms. For each setup about
4.4x106 primary protons were simulated.

4.5.1.4 Material physical properties

As described in section 4.4, the mass stopping power of a specific compound
depends on the number of electrons per molecular weight of medium, Z/A. Thus,
by computing this quantity for different plastic materials and by comparing with
those for water, it is possible to quantify the water-equivalence of such materials
for a given interaction type. Therefore, Z/A was calculated for all the materials
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using the Bragg additivity rule for compounds [60], as well as, the scattering length,
XS, which is related to the mass scattering power [65]. The scattering length scales
the scattering power for different materials and can be interpreted as the distance
a 15MeV proton would have to travel in the medium for the scattering angle to
increase by 1 rad [65]. In addition, the relative water-equivalent thickness (rWET)
was calculated experimentally and using Monte Carlo methods for the novel plastics
using the following relation:

rWET = tpl,w−eq

tpl
(4.33)

where tpl,w−eq and tpl are expressed in cm. rWET values were also derived from
Monte Carlo simulations for seven commercially available plastics. Note that Cpl
factors with uppercase are expressed in cm according to IAEA TRS-381 Code of
Practice [70], while cpl factors with lowercase are expressed in g.cm−2 according to
IAEA TRS-398 Code of Practice [4]. For a material to be water-equivalent in terms
of range, the linear stopping power plays an important role thus rWET and Cpl

values are relevant. On the other hand, for applications where the materials can be
scaled by the density, the mass stopping power is important and cpl is the quantity
of interest.

Table 4.1 lists different material properties computed for various plastics. In com-
parison to water, Z/A differs 1%-2% for A-150, plastic #3 and Rando soft tissue,
whereas for plastic #2 differences were of the order of 4%. In terms of ρXS values,
plastic #2 was the most water-equivalent material. rWET values were calculated
using Monte Carlo methods for ten different thicknesses of each material tested in
the TPTC beam and a mean value was derived. FLUKA and Geant4 rWET values
agreed within 0.1%, while for the trial plastics characterized experimentally average
differences between experimental and Monte Carlo data were about 2%. This dis-
crepancy may be due to uncertainties in the weight and volume measurements of the
plastics that influence directly the density and therefore the range. Range scaling
factors were also computed for comparison. Note that rWET values relate depths
between setups 1 and 3, while Cpl and cpl factors relate depths between setups 1 and
2. A good agreement between rWET and Cpl factors was found for all the materials.
In comparison with water, Cpl factors were different by less than 0.5% for WT1 and
polyethylene, whereas for A-150 and PMMA differences exceeded 13%-16%. These
values suggest that A-150 and PMMA materials would not be suitable for an an-
thropomorphic phantom. Cpl factors listed in table 1 are in good agreement with
those from ICRU Report 49 [27], where for a proton beam of 225MeV, Cpl factors
amounted to 1.1345, 1.1583, 0.9982 and 1.0382 for A-150, PMMA, polyethylene and
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polystyrene, respectively.

Other properties, such as ln I, ρ(Z2/A) and ρ(1/Ā), related to stopping power,
scattering and nuclear interactions (section 4.4), were computed as a ratio to water
properties in table 4.2. In terms of ln I, phantom materials differ to water in 1.0%
for plastics #2 and PMMA and 6.0% for polyethylene. For ρ(Z2/A) and ρ(1/Ā)
properties, the differences between water and the plastic materials values are in
the range of 1%-30%. These properties are density dependent and the density of
the trial plastics can be adjusted by adding gas-filled microspheres thus such values
could be water-matched if relevant.

Table 4.1: Material physical properties.

Z/A

(mol.g−1)
ρXs

(g.cm−2)
rWETa Cpl

a cpl
a Density

(g.cm−3)

Liquid water 0.5551 46.9 1.0000 1.0000 1.0000 1.00
Plastic #1 0.5385 55.2 0.9352 0.9355 0.9402 0.94
Plastic #2 0.5307 46.7 1.0554 1.0531 0.9534 1.05
Plastic #3 0.5449 56.4 1.0259 1.0278 0.9964 1.03
A-150 0.5490 56.2 1.1332 1.1348 1.0069 1.13
PMMA 0.5393 53.8 1.1635 1.1645 0.9786 1.19
Polyethylene 0.5703 61.8 0.9958 0.9975 1.0612 0.94
Polystyrene 0.5377 59.1 1.0368 1.0376 0.9789 1.06
Rando 0.5446 55.2 0.9907 0.9915 0.9945 1.00
Gammex 0.5395 53.0 1.0217 1.0227 0.9806 1.04
WT1 0.5395 53.0 0.9992 1.0002 0.9806 1.02
aValues derived from FLUKA Monte Carlo code.

Table 4.2: Material physical properties as a ratio to water properties.

ln I
(eV)

ρZ
2

A

(mol.cm−3)
ρ 1
Ā

(mol.cm−3)

Liquid water 1.00 1.00 1.00
Plastic #1 0.98 0.80 0.86
Plastic #2 1.01 1.12 0.86
Plastic #3 0.97 0.84 1.01
A-150 0.97 0.93 1.17
PMMA 0.99 1.03 1.07
Polyethylene 0.94 0.70 1.21
Polystyrene 0.98 0.82 0.98
Rando 0.97 0.84 0.97
Gammex 0.98 0.91 0.95
WT1 0.98 0.89 0.93
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4.5.2 Results and discussion

4.5.2.1 Low-energy beam

Results from Hpl,w and kfl factors are presented as corrections in percentage away
from unity i.e. Hpl,w − 1 and kfl − 1.

In figure 4.5, a comparison between experimental data and Monte Carlo sim-
ulations of Hpl,w factors are presented for the three novel plastics. Experimental
relative standard uncertainties were obtained by combining type A and type B un-
certainties in quadrature and are summarized in table 4.3. Type A uncertainties
included repeatability of the chamber/monitor ratio and type B included uncertain-
ties in temperature, pressure and standard deviation of the mean of Hexp

pl,w obtained
from equation 4.30. At CCC the plastics were tested in the following chronological
order, plastic #3, plastic #1 and plastic #2. As can be seen from table 4.3, uncer-
tainties decreased significantly with time (from 1.03% to 0.46%) because the beam
alignment became more stable. Monte Carlo type-A uncertainties were of the order
of 0.2%. Type B Monte Carlo uncertainties are discussed in section 4.5.2.2. For a
particular slab thickness tpl, a mean value was used to represent the Hpl,w factor by
application of equations 4.30 and 4.32 since there was no obvious trend of variation
of Hpl,w with depth d(3) (refer to figure 4.3).

Overall, corrections were smaller than 0.5% and experimental and Monte Carlo
results agreed within uncertainties. These results are in agreement with previous
work performed by Palmans et al. [10], where hpl values were measured for PMMA
with reference to water in an un-modulated and modulated 75MeV proton beam.
Al-Sulaiti et al. [14] also measured hpl values for the water-equivalent plastic PWDT
in a 60MeV proton beam. Maximum corrections were smaller than 1% at a depth
near the Bragg peak. In general, the results from Hpl,w and hpl factors indicate no
preference regarding the plastic to be used since corrections are small for low-energy
beams. These results also confirm the recommendation in IAEA TRS-398 Code
of Practice [4] for low-energy proton beams where the use of plastic phantoms is
permitted for the measurement of dose.

Fluence correction factors between water and the trial plastics were calculated
using Monte Carlo methods and the results are shown in figure 4.6, when the fluence
of all charged particles is considered. At the surface, fluence corrections are higher
in the plastics than in water since kMC

fl are about 0.5% less than unity. Palmans
et al. [24] reported a similar effect when computing fluence corrections between
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Figure 4.5: Plastic-to-water conversion factor measured experimentally (refer to equa-
tion 4.30) and derived from Monte Carlo simulations (refer to equation 4.32) for (a) plastic
#1, (b) plastic #2 and (c) plastic #3 in the CCC beam, inside the area of the Roos cham-
ber used in the experiments. Open circles represent Hexp

pl,w measured experimentally and
open triangles represent HMC

pl,w calculated using FLUKA. Similar results were found for
Hpl,w factors calculated in a larger area. Numerical error bars are smaller than the marker
points.

water and graphite (see also chapter 2). This effect was mainly attributed to the
contribution of alpha particles due to their very short range. The production cross
sections of these particles per unit of atomic mass are larger for graphite than for
water [37], consequently, the fluence of these particles is larger in compounds with
carbon content, such as plastic materials. Fluence corrections did not exceed 1%
in absolute magnitude for the three plastics. Monte Carlo calculations of fluence
corrections for various plastics were also performed by Palmans et al. [10] using an
adapted version of the PTRAN code, by Al-Sulaiti et al. [13, 14] using MCNPX
and FLUKA and by Lühr et al. [15] using SHIELD-HIT10A. All these studies
reported corrections below 1% between water and plastic materials in low-energy
proton beams.
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Table 4.3: Experimental relative standard uncertainties of the Hexp
pl,w factor for the mea-

surements performed at CCC.

Plastic #1 Plastic #2 Plastic #3

Component of uncertainty Type A Type B Type A Type B Type A Type B

Chamber/Monitor ratio 0.765 - 0.361 - 0.820 -
Temperature - 0.050 - 0.050 - 0.050
Pressure - 0.050 - 0.050 - 0.050
s
Hexp

pl,w
- 0.514 - 0.290 - 0.616

Total 0.77 0.52 0.36 0.30 0.82 0.62

Combined (%) 0.92 0.46 1.03
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Figure 4.6: Variation with depth of the fluence correction factor for the three novel
plastics with reference to water. Fluence corrections were calculated using Monte Carlo
simulations (refer to equation 2.4), considering the spectra of all charged particles, inside
the area of the Roos chamber used in the experiments.
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4.5.2.2 High-energy beam

Figure 4.7 shows Hpl,w factors derived experimentally and calculated using the
FLUKA and Geant4 codes for the three novel plastics in the TPTC beam. Open
markers represent mean values of Hpl,w factors (calculated from equations 4.30 and
4.32) and solid markers represent Hpl,w factors calculated at a specific depth, proxi-
mal to d(3) = 0 (equations 4.29 and 4.31). For the thinner plastic slabs tpl, the data
showed no depth dependence on the calculation of Hpl,w with d(3), while for thicker
slabs the spread of values was slightly larger. In the following graphs only mean
values of Hpl,w will be presented and discussed, since its calculation avoids system-
atic errors. Similar as in CCC, experimental uncertainties included repeatability
of the chamber/monitor ratio, uncertainties in temperature, pressure and standard
deviation of the mean of the Hexp

pl,w factor (table 4.4). Repeatability was derived
from depth-dose measurements only in water that were carried out during the ex-
periments. Uncertainties of 0.5% were found for all the materials.

As can be seen from figure 4.7, experimental data showed no preference regarding
the most water-equivalent plastic, withHexp

pl,w factors up to 1% from unity. For thicker
slabs, FLUKA predicts Hpl,w factors of about 1% higher than the ones predicted by
Geant4. The need for Hpl,w and kfl factors originates from the differences in the
non-elastic nuclear interaction cross sections between water and the different plastic
materials. These interactions are described by the PEANUT model in FLUKA [62,
63], and by the BIC model [69] in Geant4. Böhlen et al. [32] and Robert et al.
[71] compared FLUKA and Geant4 nuclear models for carbon-ion beams and for
proton and carbon-ion beams, respectively, and both studies reported substantial
deviations between codes. Moreover, ICRU Report 63 [37] estimated uncertainties
of the order of 5%-10% on the total non-elastic cross sections and 20%-30% on the
angle-integrated production cross sections for secondary particles. Type-B Monte
Carlo uncertainties include uncertainties in nuclear cross sections, material data
and stopping powers. It was assumed that type-B Monte Carlo uncertainties on
the calculation of HMC

pl,w factors were unlikely to be the double that of the average
differences between the codes, leading to an estimate of error of 0.54%. Thus, given
these uncertainties, Monte Carlo codes do not allow a further discrimination to be
made between the three plastics. Nevertheless, as can been seen from figure 4.7,
maximum plastic-to-water corrections are about 1%.

In figure 4.8, the water-equivalence of the three plastics tested experimentally
is compared with commercially available materials using Monte Carlo simulations.
HMC
pl,w factors were derived inside the area of the Bragg peak chamber using the
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Figure 4.7: Plastic-to-water conversion factor measured experimentally and derived from
Monte Carlo simulations for (a) plastic #1, (b) plastic #2 and (c) plastic #3 in the TPTC
beam. Open markers represent mean values of Hpl,w (refer to equations 4.30 and 4.32),
and solid markers represent Hpl,w factors calculated at a proximal depth of d(3) = 0 (refer
to equations 4.29 and 4.31). Circles represent Hexp

pl,w measured experimentally, triangles
and squares represent HMC

pl,w calculated using the FLUKA and Geant4 codes, respectively.
Numerical error bars are smaller than the marker points.

FLUKA and Geant4 codes.

For the FLUKA results in figure 4.8(a), plastic #1 gave the largest correction with
reference to water, with an HMC

pl,w −1 correction increasing from 0% to 2% at a depth
near the Bragg peak. For polystyrene, the HMC

pl,w − 1 correction increased towards
1.7%, while for polyethylene and PMMA maximum corrections did not exceed 0.5%.
The material compositions are C8H8 for polystyrene, C2H4 for polyethylene and
C5H8O2 for PMMA. Thus, carbon, oxygen and hydrogen content influence the rate
of variation of the HMC

pl,w factor. This is also applied to the other plastics since these
elements make up the majority of their compositions. Table 4.5 summarizes the
hydrogen, oxygen and carbon content of the different materials. Polyethylene is the
material with highest hydrogen density, followed by A-150 and PMMA, and smaller
corrections were found for these materials. For materials with approximately the
same hydrogen and oxygen densities, such as, WT1, Gammex 457-CTG, plastic #2
and Rando soft tissue, HMC

pl,w − 1 corrections increased from 0% toward 1.3%-1.5%.
Plastic #3, which has similar hydrogen content to PMMA, was the most water-
equivalent material of the three trial materials tested experimentally. Although on
average the plastics in evaluation are composed of 9% hydrogen and 72% carbon
(calculated based on the elemental composition by fraction by weight), hydrogen
appears to have a larger influence in the calculation of HMC

pl,w factors. Previous
work from Rasouli et al. [72] reported the issue of quantifying the probability of
non-elastic nuclear interactions in compounds with hydrogen content. According to
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Table 4.4: Experimental relative standard uncertainties for the Hexp
pl,w factor for the

measurements performed at TPTC.

Plastic #1 Plastic #2 Plastic #3

Component of uncertainty Type A Type B Type A Type B Type A Type B

Chamber/Monitor ratio 0.493 - 0.493 - 0.493 -
Temperature - 0.050 - 0.050 - 0.050
Pressure - 0.050 - 0.050 - 0.050
s
Hexp

pl,w
- 0.020 - 0.030 - 0.026

Total 0.49 0.07 0.49 0.08 0.49 0.08

Combined (%) 0.50 0.50 0.50

Janni [73], the probability of a proton undergoing a non-elastic nuclear interaction
with hydrogen is zero for the clinical energy range. However, natural hydrogen has
a large contribution to the stopping power due to its high Z/A ratio, thus, the
total non-elastic nuclear interaction cross section per unit of range is reduced for a
compound containing hydrogen.
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Figure 4.8: Plastic-to-water conversion factor for various plastics in the TPTC beam,
derived from Monte Carlo simulations (refer to equation 4.32) using (a) FLUKA and (b)
Geant4 simulations, inside the area of the Bragg peak chamber.

As with the results presented in figure 4.7 for the three trial plastics, different
corrections were found between Geant4 and FLUKA for the materials commercially
available. As shown in figure 4.8(b), the largest correction was found for A-150 and
polyethylene, where corrections increased from 0% toward 1%-1.5% in absolute mag-
nitude. All other materials gave corrections within +/-1% in magnitude. Although
there are differences in the magnitude of HMC

pl,w factors between the two codes, correc-
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Table 4.5: Hydrogen, oxygen and carbon densities for different materials.

Hdensity
(1022 cm−3)

Odensity
(1022 cm−3)

Cdensity
(1022 cm−3)

Liquid water 6.7 3.3 0.0
Plastic #1 4.5 0.7 3.3
Plastic #2 4.2 1.1 3.2
Plastic #3 5.7 0.6 3.7
A-150 6.8 0.2 4.4
PMMA 5.7 1.4 3.6
Polyethylene 8.1 0.0 4.0
Polystyrene 4.9 0.0 4.9
Rando 5.5 0.8 3.4
Gammex 5.0 0.8 0.4
WT1 4.9 0.8 3.4

tions were within 2% from unity for all the materials in this study. Considering the
results from the two codes, PMMA and plastic #3 were the materials with smallest
corrections, where maximum values were about 1%.

Moyers et al. [74] measured the ratio of ionization chamber readings in water and
polystyrene in un-modulated proton beams. For a beam of 200MeV, corrections were
about 0.2% in the plateau region, whereas at the peak, corrections of the order of
2.3% were found. This is a better agreement with the results from FLUKA than
in Geant4, where maximum corrections at a depth near the Bragg peak were about
1.7% and 0.1%, respectively.

By using the least-squares method, HMC
pl,w factors can be approximated by a linear

fit as a function of the H, C, O, N, Ca and F content (fraction by weight), considering
FLUKA and Geant4 data:

HMC
pl,w ≈

∑
k

ak · wk + (bk · wk) · zw−eq (4.34)

where k is the element, wk is the elemental fraction by weight and ak and bk are
coefficients as listed in table 4.6:

As shown in figure 4.9, the HMC
pl,w factors derived using equation 4.34 and the

coefficients listed in table 4.6 are a good approximation of the data of figure 4.8.
Although there are differences in the magnitude of HMC

pl,w factors between the two
codes, the relative behaviour of most plastics is similar. However, the parameterisa-
tion of HMC

pl,w factors as a function of the elemental content did not clarify the source
of differences between the codes.
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Table 4.6: Fit coefficients for equation 4.34 using FLUKA and Geant4 data.

FLUKA Geant4

k ak bk ak bk

H 1.00695 -0.00866 1.00907 0.00980
C 0.99873 0.00149 0.99938 0.00087
O 1.00145 -0.00010 1.00145 -0.00004
N 1.03908 0.01412 1.03917 0.01321
Ca 0.99625 -0.00042 0.99412 -0.00006
F 0.95212 -0.04135 0.99412 -0.03719
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Figure 4.9: Linear fits of the plastic-to-water conversion factor derived (a) from equa-
tion 4.34 for FLUKA and (b) for Geant4 for polystyrene (pluses), Gammex 457-CTG
(solid squares), Rando soft tissue (open circles), PMMA (crosses), A-150 (asterisks) and
polyethylene (open triangles).

Figure 4.10 shows the ratio between the energy deposited due to secondary pro-
tons inside the radius of the chamber and in a larger radius for water and various
materials using FLUKA. Secondary particles originating from non-elastic nuclear
interactions emerge with larger angles; therefore a fraction of the energy deposited
by these particles is not accounted for within the collecting area of the chamber.
Results from figure 4.10 also illustrate the relative differences in scattering between
water and the various plastics. Most plastics in this study showed similar scattering
properties to those of water, with the exception of PMMA, A-150 and plastic #1.
Consequently, for these materials a discrepancy in HMC

pl,w factors calculated inside the
chamber area and in a larger area was observed.

HMC
pl,w factors derived within a larger area for A-150, PMMA, and the three trial
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Figure 4.10: Ratio between the energy deposited due to secondary protons inside the
radius of the Bragg peak chamber and in a larger radius for water and various plastic
materials.

plastics are shown in figure 4.11. In comparison with the results from figure 4.8(a) for
FLUKA, maximumHMC

pl,w values from figure 4.11(a) were about 0.5% higher for A-150
and PMMA and 0.5% smaller for plastic #1. For Geant4 results in figure 4.11(b),
maximum HMC

pl,w values were approximately 0.5% smaller in absolute magnitude for
A-150 and plastic #2 in comparison with results from figure 4.8(b). There were
no significant differences between HMC

pl,w values calculated within different radii for
plastic #3. These results can be compared with experimental hpl values measured
by Palmans et al. [10] for PMMA in an un-modulated 191MeV proton beam. At a
depth near the Bragg peak corrections of about 2% were reported. The magnitude
of this correction is in better agreement with results from FLUKA, where maximum
corrections were of the order of 1.5% than with results from Geant4 data, where
maximum corrections were of the order of 0.5%.

Fluence correction factors were also calculated between water and plastic mate-
rials using FLUKA and Geant4, inside the area of the Bragg peak chamber (figure
4.12). As with the results for the CCC beam (figure 4.6), at the surface, kMC

fl values
are about 0.5% lower than unity. This effect is less pronounced for Geant4 results,
as previously reported by Palmans et al. [24], where fluence corrections were com-
puted between water and graphite using five different Monte Carlo codes. Plastic
#1 showed the largest variation of kMC

fl factors with depth, with deviations from
unity ranging from -0.8% to 3% in FLUKA and from -0.1% to 2% in Geant4. For
A-150 and PMMA, values varied from -1.5% to 1% in FLUKA and from -0.2% to
-1.5% in Geant4. When using FLUKA, polyethylene was the plastic with the small-
est variation (-0.5%-0.5%), whilst for Geant4 plastic #3 gave the smallest range
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Figure 4.11: Plastic-to-water conversion factor for various plastics in the TPTC beam,
derived from Monte Carlo simulations (refer to equation 4.32) using (a) FLUKA and
(b) Geant4 simulations, within an area larger than the Bragg peak chamber used in the
experiments.

of values (-0.1%-0.5%). An interesting observation between figures 4.8 and 4.12 is
that there is a high degree of correlation between HMC

pl,w and kMC
fl , however, there

are also distinct differences in their variations with depth. In chapter 2, fluence
corrections were derived between water and graphite by experiments using setups 1
and 3 in a similar way as Hexp

pl,w factors were measured in this chapter. The results
suggested that secondary particles produced in the slab of material tpl in setup 3
do not have enough energy to cross the chamber wall; therefore, these particles are
not accounted for in the measured value. Fluence corrections measured experimen-
tally were thus partial. Note that kMC

fl , values are generally higher than HMC
pl,w. In

carbon-ion beams [44, 46], secondary particles spectra are mainly from projectile
fragmentation and are emitted with sufficient energy to cross the chamber wall and,
consequently, Hpl,w ≈ kfl (see chapter 5).

Lühr et al. [15] performed a Monte Carlo study using the SHIELD-HIT10A
code to determine fluence corrections for PMMA in comparison to water in light-ion
beams. For high-energy beams, PMMA was shown to be water-equivalent with an
uncertainty of 1%. Al-Sulaiti et al. [13] calculated fluence corrections for A-150 and
PMMA in a 60MeV and 200MeV proton beams using the MCNPXMonte Carlo code
and analytical model calculations. Corrections were found to be smaller than 1%.
Another study from Al-Sulaiti et al. [14] aimed to study the water equivalence of the
following plastic materials: PW, PWDT and WT1. Measurements were performed
in a 60MeV proton beam and compared with Monte Carlo simulations using the
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FLUKA code for 60 and 200MeV proton beams. Fluence corrections were less
than 1% for the 60MeV beam and roughly 3% for the 200 MeV. As evident from
these studies and from the results presented here, fluence corrections are energy,
material and code dependent. Palmans et al. [10] estimated fluence corrections for
PMMA and polystyrene with reference to water in low- and high- energy clinical
proton beams using an adapted version of the PTRAN Monte Carlo code using
non-elastic nuclear interaction data from ICRU Report 63 and Janni [73] tables.
They concluded that corrections were dependent on the nuclear data used and that
results were inconclusive with regards to the most accurate dataset. Similarly, the
work presented here does not allow us to conclude which Monte Carlo method gives
a more accurate representation of the experimental data in figure 4.7.
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Figure 4.12: Fluence correction factor for various plastics in the TPTC beam, derived
from Monte Carlo simulations using (a) FLUKA and (b) Geant4 codes, inside the area of
the Bragg peak chamber.

4.6 Conclusions

In this study, the dosimetric water-equivalence of three trial plastics, designed
for light-ion beams, as well as, some commercially available plastics was evaluated
for proton beams. The water-equivalence was evaluated by computing a plastic-to-
water conversion factor, Hpl,w. The trial materials were characterized experimentally
in 60MeV and 226MeV un-modulated proton beams and the results were compared
with Monte Carlo simulations. Fluence correction factors, kfl, were also derived
using the Monte Carlo method.
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For the 60MeV proton beam, maximum deviations of Hpl,w and kfl factors from
unity were of the order of 1% for all trial plastics. For the 226 MeV proton beam, ex-
perimental Hpl,w values were about 1% higher than unity for the three trial plastics
and experimental results showed no preference regarding the most water-equivalent
plastic. The main reason that low-Z materials - such as phantom materials – are not
water-equivalent in proton beams is the difference in the nuclear interaction cross
sections between different elements. Different magnitudes of corrections were found
between Geant4 and FLUKA for the various materials in consideration because the
nuclear data are different depending on the code. These differences are nevertheless
consistent with the large uncertainties on nuclear interaction cross sections. Exper-
imental Hpl,w values measured in this work showed no preference with regards to
the most accurate dataset, while experimental data from Palmans et al. [10] and
from Moyers et al. [74] was in better agreement with FLUKA results. Nevertheless,
maximum Hpl,w corrections were within 2% for all the materials. Considering the
results from the two codes, PMMA and plastic #3 were the materials with smallest
Hpl,w corrections, where maximum values were about 1%.

Overall, kfl factors were higher in magnitude than Hpl,w factors and could amount
to a few percent for some materials dependent on the code used. This can have
important consequences when comparing dose to water calculated from treatment
planning systems to dose to tissue from Monte Carlo simulations.

In summary, the results indicated that plastic #3 and PMMA are the most
suitable water-substitutes for the measurement of dose to water using ionization
chambers in clinical proton beams, however, PMMA is not water-equivalent when
range and scattering are concerned.
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Chapter 5

Water-equivalence of plastic
materials in a clinical high-energy
carbon-ion beam

The work presented in this chapter has been accepted for publication in the
Physics in Medicine and Biology journal:

• A. Lourenço, N. Wellock, R. Thomas, M. Homer, H. Bouchard, T. Kanai,
N. MacDougall, G. Royle, H. Palmans, "Theoretical and experimental charac-
terisation of novel water-equivalent plastics in clinical high-energy carbon-ion
beams", Physics in Medicine and Biology 61, 7623-38 (2016)

My contributions to this publication were as follows; novel water-equivalent plas-
tics were designed by me and produced in collaboration with St Bartholomew’s
Hospital (UK); experiments at the Gunma University Heavy Ion Medical Center
(Japan) were performed by me with the assistance of NPL staff and local con-
tacts; analysis and interpretation of the results and Monte Carlo simulations were
performed by me under guidance of my supervisors and NPL staff; the paper was
written by me and proof-read by the co-authors.

5.1 Summary

Water-equivalent plastics are frequently used in dosimetry for experimental sim-
plicity. This work evaluates the water-equivalence of novel water-equivalent plastics
specifically designed for light-ion beams, as well as commercially available plas-
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tics in a clinical high-energy carbon-ion beam. The water-equivalence of materials
was tested by computing the plastic-to-water conversion factor, Hpl,w. The three
trial plastic materials with varying atomic compositions were experimentally char-
acterised in a high-energy carbon-ion beam. Measurements were performed with
a Roos ionization chamber, using a broad un-modulated beam of 11 × 11 cm2, to
measure the plastic-to-water conversion factor for the novel materials. The exper-
imental results were compared with Monte Carlo simulations, using the FLUKA
code. Commercially available plastics were also simulated for comparison with the
plastics tested experimentally, with particular attention to the influence of nuclear
interaction cross sections. The measured Hexp

pl,w correction increased gradually from
0% at the surface to 0.7% at a depth near the Bragg peak for one of the plas-
tics prepared in this work, while for the other two plastics a maximum correction of
0.8%-1.3% was found. Average differences between experimental and numerical sim-
ulations were 0.2%. Monte Carlo results showed that for polyethylene, polystyrene,
Rando phantom soft tissue and A-150, the correction increased from 0% to 2.5-4.0%
with depth, while for PMMA it increased to 2%. Water-equivalent plastics such as,
Plastic Water, RMI-457, Gammex 457-CTG, WT1 and Virtual Water, gave similar
results, where maximum corrections were of the order of 2%. Considering the results
from Monte Carlo simulations, one of the novel plastics was found to be superior in
comparison with the plastic materials currently used in dosimetry, demonstrating
that it is feasible to tailor plastic materials to be water-equivalent for carbon ions
specifically.

5.2 Rationale

In the most recent international codes of practice for the dosimetry of radiother-
apeutic carbon-ion beams [4, 21], water is the recommended medium for the deter-
mination of absorbed dose. However, for relative dosimetry, for quality assurance
(QA) of reference and relative dosimetry and for treatment planning verification,
water- or tissue-equivalent plastic materials are often used in the measurements for
convenience of realizing the setup.

The water-equivalence and tissue-equivalence of phantom materials in light-ion
beams is widely considered to be related to stopping powers and ranges [55, 75]. It
is, however, also substantially influenced by the nuclear interaction cross sections,
though this mechanism is less well quantified and understood. Nuclear interactions
have important consequences on primary dosimetry using non-water calorimeters
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[12, 24], reference and relative dosimetry in plastic water-substitute phantoms and
dose verification in complex, anatomic and anthropomorphic phantoms [10]. Their
importance has also been demonstrated for the comparison of dose calculations
in tissue and in water [45, 76]. For carbon-ion beams, Inaniwa et al. [77, 78]
investigated the influence of nuclear interactions on dose calculations in treatment
planning. The effects were tumour site, fraction size and patient dependent and
could be substantial in particular cases. Kanematsu et al. [79] calculated and
experimentally verified the impact of using polyethylene range compensators on the
spread-out Bragg peak (SOBP) dose in carbon-ion beams, with particular attention
to the influence of nuclear interactions. They reported corrections of 3% in extreme
cases when a range compensator of 20 cm needs to be used and a correction of the
order of 1% in most clinical cases.

Palmans and Verhaegen [80] indicated that the main source of differences in
the shape of the Bragg peak between low-Z materials is due to differences in the
non-elastic nuclear interaction cross sections. Palmans et al. [10] established a
fluence correction factor, kfl, to account for the difference in the particle fluences
between water and plastic materials in proton beams. With regards to the fluence
correction factor for carbon-ion beams, fewer studies have been carried out compared
to electron and proton beams [10, 13, 14, 24, 81]. Lühr et al. [15] performed a Monte
Carlo study, using SHIELD-HIT10A, to determine fluence corrections for PMMA,
bone and graphite in comparison to water in carbon-ion and proton beams.

As mentioned in chapter 4, to convert ionization chamber readings in a plastic
phantom to the equivalent reading in a water phantom, the IAEA TRS-398 Code of
Practice [4] established a fluence scaling factor, hpl. Thwaites et al. [26] calculated
fluence scaling factors between water and plastic phantoms for electron beams. The
results showed that measured values of hpl were dependent on the ionization chamber
and beam energy. This has been further investigated by Ding et al. [9] for clear
polystyrene, white polystyrene and PMMA phantom materials and by McEwen and
DuSautoy [82] for the water-equivalent material WTe. For photon beams, Seuntjens
et al. [83] conducted a study to measure the hpl factor in six water-equivalent
plastics.

In this work, the novel plastic materials described in chapter 4 were experimen-
tally characterised at the Gunma University Heavy Ion Medical Center, using a
carbon-ion beam of 290 MeV/n, and compared with various commercially available
plastics using Monte Carlo simulations. The water-equivalence of the materials was
tested by calculating a plastic-to-water conversion factor, Hpl,w, in a similar way as
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was previously proposed for proton beams (chapter 4).

5.3 Theory

5.3.1 Measurement of absorbed dose to water in a plastic
using an ionization chamber

In chapter 4, three epoxy-resin based mixtures of water-equivalent plastics, specif-
ically formulated for light-ion beams, were experimentally characterized in proton
beams. A plastic-to-water conversion factor Hpl,w was established and measured as
an approximation of hpl, using a more practical experimental setup from which WET
values could also be derived. In this study, the trial compositions were characterized
experimentally in a high-energy carbon-ion beam, using the previously developed
formal framework by application of this methodology to carbon-ion beams.

In this work, ionization chamber readings were performed in setups 1 and 3
similarly as in chapter 4 (figure 5.1). TheHpl,w factor was determined experimentally
using equation 4.30 and numerically using equation 4.32.
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Figure 5.1: Schematic representation of the experimental setups under consideration
and their respective relations.
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5.3.2 Relation between Hpl,w and kfl

The fluence correction factor, kfl, can be calculated from a ratio of doses between
two materials from equation 3.1 and by a ratio of fluences from equation 3.2 using
setups 1 and 2.

In setup 3, at the interface between a slab of thickness tpl and the water phantom,
when d(3) = 0, it can also be considered that the fluence will be the same as in
setup 2 at z(2)

pl = tpl, i.e. Φ(3)
w (0, tpl) ≈ Φ(2)

pl (tpl). This assumption can be applied
for carbon-ion beams because secondary particle spectra are mainly from projectile
fragmentation. Therefore, they are emitted with similar velocity to the projectile
and will have larger ranges, contrary to proton beams where, e.g., alpha particles
emitted by target fragmentation with very short ranges have substantial influence
(see section 2.3.1). Thus, dose in setup 3 for d(3) = 0 can be written as:

D(3)
w (0, tpl) ≈

∑
i

[∫ Emax,i

Emin,i

Φ(2)
E,pl,i(E) ·

(
Si(E)
ρ

)
w

· dE
]

(5.1)

Furthermore, dose in setup 2 is defined asD(2)
w (tpl) = ∑

i

[∫ Emax,i

Emin,i
Φ(2)
E,pl,i(E) ·

(
Si(E)
ρ

)
pl

· dE
]

for z(2)
pl = tpl. The ratio between dose to water in setup 3 given by equation 5.1 and

dose to plastic in setup 2, gives,

D(3)
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D

(2)
pl (tpl)

≈
∑
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Emin,i
Φ(2)
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· dE
]

∑
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Φ(2)
E,pl,i(E) ·

(
Si(E)
ρ

)
pl

· dE
] ≈ sBG

w,pl(Φ
(2)
pl ) (5.2)

Thus,

D(3)
w (0, tpl) ≈ D

(2)
pl (tpl) · sBG

w,pl(Φ
(2)
pl ) (5.3)

Combining equations 4.29 and 4.31 with equation 5.3:
M (1)(z(1)

w )
M (3)(0, tpl)

≈ D(1)
w (z(1)

w )
D

(3)
w (0, tpl)

≈ D(1)
w (zw−eq)

D
(2)
g (z(2)

g ) · sBG
w,g,i(Φ

(2)
g )

= kfl(zw−eq) (5.4)

Consequently, kfl ≈ Hpl,w. In chapter 2 [84], fluence correction factors between water
and graphite were calculated in proton beams using similar methods. However,
for proton beams, fluence corrections derived from setups 1 and 3 were found to
be partial fluence corrections since they account only for primary and part of the
secondary particles spectra. In these beams, secondary particles, such as alpha
particles, which originated from target fragmentation with very short ranges, do not
have sufficient energy to cross the chamber’s wall.

In summary, Hexp
pl,w factors were measured experimentally from equation 4.30 and

HMC
pl,w and kMC

fl factors were calculated using Monte Carlo simulations from equations
4.32, 3.1 and 3.2, respectively.
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5.4 Methods

5.4.1 Water-equivalent plastics

The plastic materials prepared in this work consist of epoxy resins and were
produced in collaboration with the St Bartholomew’s Hospital, UK, based on earlier
experience from White et al. [56–58] and Constantinou et al. [59].

Three plastic materials were produced based on the same epoxy resin system
(epoxy resin + hardener), referred as plastics #1, #2 and #3, respectively (section
4.3.3). Powders with varying atomic low-Z numbers were added to the resin in
order to change the atomic number of the final. Gas-filled spheres called phenolic
microspheres (PMS) were added in the composition of the resin in order to adjust
the density of the final compound to approximately 1 g.cm−3. For each plastic
formulation, three slabs of 4 cm, 5 cm and 8 cm thickness were machined from the
same batch.

5.4.2 Measurements

The plastic-to-water conversion factor Hexp
pl,w was measured for the three novel

plastics. Measurements were performed in the clinical carbon synchrotron at the
Gunma University Heavy Ion Medical Center (GHMC), Japan [49]. A 290MeV/n
carbon-ion beam was provided by a wobbling delivery system [47, 48] which mag-
netically scanned the scattered beam.

Measurements were performed in a broad collimated field of 11 × 11 cm2 without
beam modulation. As shown in figure 5.2, a cylindrical Farmer ionization chamber
(PTW type 30011) was placed in the corner of the beam exit in order to monitor
the beam. Central axis measurements were performed using a plane-parallel Roos
ionization chamber (PTW type 34001) with a sensitive diameter of 1.5 cm. The
Roos chamber was kept at a constant source-to-detector distance (SDD), in order
to avoid corrections for the divergence of the beam. A water phantom was placed in
front of the beam, with the phantom surface aligned with the isocenter. The water
phantom was moved towards the beam in order to change the amount of water in
front of the static Roos chamber. This was repeated with slabs of water-equivalent
plastics of variable thicknesses attached to the front window of the water phantom.
Finally, for each slab of plastic tested with thickness tpl, Hexp

pl,w was determined by
application of equation 4.30.
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Figure 5.2: Experimental setup.

5.4.3 Monte Carlo simulations

Monte Carlo simulations were performed with the FLUKA code version 2011.2c.3
[16, 17]. To calculate HMC

pl,w using equation 4.32, depth-dose distributions were cal-
culated in water (setup 1) and in water after passing through slabs of plastic with
variable thickness (setup 3). The simulated slabs had the same thickness and density
of those tested experimentally. For comparison with HMC

pl,w, kMC
fl was also calculated

using the dose and the fluence approaches, from equations 3.2 and 3.1, respectively.
Fluence differentials in energy and dose were scored in bins of 0.1 cm and 0.007 cm
thick, respectively, within cylindrical volumes of 1.5 cm diameter (equal to the sen-
sitive diameter of the Roos chamber used in the experiments). For each simulation,
25×106 particles were simulated for a broad carbon-ion beam of 11 × 11 cm2. A
beam with no divergence was considered in the simulations because it corresponded
to a better approximation of the experiments performed with constant SDD.

Commercially available plastics were also simulated by Monte Carlo for com-
parison with the three trial compositions of water-equivalent plastics characterised
in this work. The following plastics were included: A-150, PMMA, polyethylene,
polystyrene, RANDO® phantom (The Phantom Laboratory, Salem, NY, USA),
Plastic Water® (CIRS, Norfolk, VA, USA), RMI-457 (GAMMEX, Middleton, WI,
USA), Virtual Water™ (Med-Cal, Middleton, WI, USA), Gammex 457-CTG (CTG
Solid Water®: GAMMEX, Middleton, WI, USA) and WT1 (St Bartholomew’s Hos-
pital, London, UK). Existing plastics were defined in terms of elemental mass frac-
tions, density and mean excitation energy (a.k.a. I-value) as stated in ICRU Reports
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37 [60] and 49 [27] and IAEA TRS-398 Code of Practice [4]. When experimentally
determined I-values were not available, I-values were obtained by the application of
the Bragg additivity rule for compounds [60].

5.4.4 Experimental and Monte Carlo uncertainties

The sources of experimental uncertainties to determine Hexp
pl,w are presented in

table 5.1 [36]. Type A uncertainties were calculated as one standard deviation of
the mean of repeated observations. Type B uncertainties included temperature and
pressure and standard deviation of the mean values Hexp

pl,w at all calculated depths.
Ratios of ionizations were measured (standard chamber/monitor chamber) with the
same type of electrometer, therefore, type B uncertainties related to electrometer
calibrations were correlated and cancelled out. Uncorrelated uncertainties, such as
fluctuations and drifts, were considered negligible for the electrometer used. Uncer-
tainties related to the determination of equivalent depths between setups 1 and 3
were also considered negligible. This becomes mainly a large uncertainty close to the
Bragg peak because of the high sensitivity to positioning errors in depth. Therefore,
those points were not considered in equations 4.30 and 4.32 to calculate Hpl,w.

Table 5.1: Experimental relative standard uncertainties.

Sources of uncertainty (%) Type A Type B

Standard/Monitor ratio 0.32 -
Temperature - 0.05
Pressure - 0.05
s
Hexp

pl,pl
- 0.16

Overall 0.32 0.18

Combined (%) 0.37

Type A uncertainties from Monte Carlo simulations were below 0.3% and type
B uncertainties were not considered. Type B Monte Carlo uncertainties are more
challenging to estimate than type A. Type B Monte Carlo uncertainties include
uncertainties from stopping-power data and interaction cross sections. Böhlen et al.
[32] conducted a study to benchmark nuclear models implemented in FLUKA for
carbon-ion beams. The authors concluded that FLUKA code predicted experimental
data with reasonable accuracy, although further improvements were needed since the
existing experimental data was limited and had large uncertainties. Stopping powers
from different models were compared with experimental data in ICRU Report 73
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[50]. Overall, data agreed to within 10% with higher accuracy for energies above
10MeV/n, however, for energies below 0.1MeV/n, uncertainties were larger due
to considerable disagreement between experimental data and models [50]. Note
that in equation 3.1 the same stopping power data are used in the numerator and
denominator, therefore, the correlation in these uncertainties is large and cancel out.
Although in equation 3.2 the uncertainty contribution from the stopping-power ratio
has a large influence, it will be strongly correlated with the ratio of calculated doses
[24].

5.5 Results and discussion

5.5.1 Tuning of the beam model and benchmarking of the
simulations

Monte Carlo simulations were first validated against experimental data and re-
sults in the literature. In Monte Carlo, both the beam energy and the Gaussian
energy spread were tuned to achieve good agreement between the experimental and
simulated curves. This correction resulted in a mean beam energy of 265 MeV/n
with a standard deviation of σ = 0.75MeV incident at the phantom surface. In
figure 5.3, a relative dose curve as a function of measurement depth acquired during
the experiments is compared with a depth-dose distribution from Monte Carlo sim-
ulations. The assumption is made that ionization in the chamber is proportional to
dose (equation 3.8). Both distributions were normalized to the integral of the curves.
The tail beyond the Bragg peak is due to the fragmentation of primary carbon ions
which produces secondary particles with a smaller mass and similar velocity to the
projectile. Consequently, these lighter fragments will deposit their energy at a depth
beyond the Bragg peak, to which mostly lighter fragments (1≤Z≤2) contribute.

Figure 5.4 shows the contribution of primary and secondary particles in water.
The following particles were scored: primary carbon ions, secondary particles with
Z=1 (protons, deuterons, tritons), Z=2 (isotopes of helium 3He,4He), Z=3 (isotopes
of lithium 6Li, 7Li), Z=4 (isotopes of beryllium 7Be, 9Be, 10Be), Z=5 (isotopes of
boron 12B, 13B) and Z=6 (isotopes of carbon 10C, 11C, 12C). Other isotopes and
neutrons with a contribution to the dose of the order of 0.001% were not scored.
Unlike fragments, primary particles do not contribute to the tail dose shown in figure
5.4(a). The contribution of fragments increases in depth and a maximum is reached
in the Bragg peak. Beyond the Bragg peak their contribution decreases gradually
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Figure 5.3: Measured and simulated depth-dose curves in water. Experimental error
bars are smaller than the marker points. Maximum differences between experimental
points and Monte Carlo were of the order of 2%.

because there are no primary particles producing secondary particles. Results are in
agreement with experimental data from Haettner et al. [46] and with previous Monte
Carlo studies from Kempe et al. [51] and Rossomme et al. [12], using SHIELD-HIT
and Geant4/GATE codes, respectively.

5.5.2 Plastic-to-water conversion factor

Figure 5.5 shows the plastic-to-water conversion factor for the three novel plastics
characterised experimentally. In the graphs, data are included that were obtained
from experiments, Hexp

pl,w, and from Monte Carlo simulations, HMC
pl,w. For comparison,

the results from kMC
fl are also shown. Results from Hpl,w and kfl factors for the

different plastics are shown as percent corrections in comparison to water. The
approaches kMC

fl,fluence and kMC
fl,dose are strongly linked (0.05% difference) [24] and the

results between methods were consistent. For simplification, the results from the
latter have not been included in the graphs.

For plastic #1, average differences between experimental data and numerical
simulations were of the order of 0.20% for kMC

fl,fluence and 0.10% for HMC
pl,w. Differences

were larger for plastic #2, where mean values were 0.24% and 0.38% for kMC
fl,fluence and

HMC
pl,w, respectively. For plastic #3, average differences between experimental data

and numerical simulations were of the order of 0.15% for kMC
fl,fluence and 0.10% forHMC

pl,w.
The production process of plastics has uncertainties and the assumed compositions
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Figure 5.4: Monte Carlo simulations of absorbed dose curves as a function of depth in
water, for different set of particles (prim c = primary particles, sec c = secondary carbon
ions, and particles with atomic numbers Z=1, Z=2, Z=3, Z=4 and Z=5).

may not always be consistent with the ones produced. The latter may explain small
discrepancies between experimental and numerical methods. Nevertheless, these
results suggest that Hexp

pl,w, obtained experimentally from setups 1 and 3, account
for all charged particles and ensure the validity of the assumptions considered. The
good agreement between HMC

pl,w and kMC
fl implies that they are comparable. The

latter is easier to implement in Monte Carlo since a single simulation is enough to
calculate kMC

fl with depth, whereas HMC
pl,w requires a simulation for each thickness of

material in order to obtain its variation with depth.

Experimental data showed no preference regarding the most water-equivalent
plastic with measured Hexp

pl,w values amounting to a maximum of 0.8% for plastic
#1, while for plastic #2 and plastic #3 a maximum correction of 0.7% and 1.3%
was found, respectively. Considering the results from Monte Carlo simulations, for
plastics #1 and #3, HMC

pl,w increased towards 2% with depth, while for plastic #2
it increased gradually towards 0.5%. The different rate of variation of HMC

pl,w with
depth between the different plastics suggest that varying the concentration of an
additive to the epoxy resin system enables the properties of the materials to be
altered towards water-equivalence.
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Figure 5.5: Plastic-to-water corrections for three trial compositions of water-equivalent
plastics: (a) plastic #1, (b) plastic #2 and (c) plastic #3. Triangles represent the values
of Hexp

pl,w calculated experimentally (refer to equation 4.30), squares represent the values
of HMC

pl,w calculated using Monte Carlo methods (equation 4.32) and circles represent the
values of kMC

fl,fluence (refer to equation 3.1).
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In figure 5.6, plastic #2 is compared with various commercially available plastic
materials, using Monte Carlo simulations since only a limited amount of experimen-
tal data is available in the literature. Moreover, the maximum difference between
Monte Carlo and experimental data for the three in-house plastics in figure 5.5 was
0.57%. For this purpose, kMC

fl,fluence was calculated due to its easy implementation in
Monte Carlo. For polyethylene, polystyrene, A-150 and Rando phantom soft tis-
sue the correction increased from 0% to 2.5-4.0% at a depth near the Bragg peak,
while for PMMA it increased towards 2%. Water-equivalent plastics such as, Plastic
Water, RMI-457, Gammex 457-CTG, WT1 and Virtual Water, gave similar results,
where maximum corrections were of the order of 1.5%-2.5%. Plastic #2 gave the
most promising results with kMC

fl,fluence varying between 0.0%-0.5% with depth. Sim-
ilar results were found by Lühr et al. [15] for PMMA. The latter performed a
Monte Carlo study, using SHIELD-HIT10A code, to determine fluence corrections
for PMMA in comparison to water in 107MeV/n, 270MeV/n and 400MeV/n carbon-
ion beams. For high-energy beams PMMA was shown to be water equivalent with
an uncertainty of 1%. For the 107MeV/n carbon-ion beam, corrections were close
to unity, while for the higher-energy beams corrections deviated from unity by 0%
at the surface to 1%-2% at a depth near the Bragg peak.
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Figure 5.6: Dose conversion corrections from plastic-to-water for various plastic mate-
rials commercially available and for plastic #2.
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5.6 Conclusions

In this work, a plastic-to-water conversion factor, Hexp
pl,w, was established to derive

absorbed dose to water in a water phantom from ionization chamber readings per-
formed in a plastic phantom for carbon ion-beams. Three trial plastic materials with
varying atomic compositions, produced based on epoxy resins, were characterised
experimentally in a high-energy carbon-ion beam. Experimental data showed no
preference regarding the most water-equivalent plastic with measured Hexp

pl,w values
amounting to a maximum of 0.7%-1.3%. Considering the results from Monte Carlo
simulations, the good agreement between HMC

pl,w and kMC
fl suggested that they are

comparable. For plastics #1 and #3 it was found that the simulated plastic-to-
water correction increased towards 2% at a depth near the Bragg peak, while for
plastic #2 the correction increased gradually towards 0.5%. Plastic #2 was found
to be superior to plastics commercially available with a kMC

fl correction 1.0%-3.5%
smaller at larger depths.

This work presents a proof-of-principle that varying the concentration of an ad-
ditive to the epoxy resin system alters the properties of the plastics towards water-
equivalence. This work will feed into the development of water- and tissue-equivalent
materials for light-ion beams.
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Chapter 6

Fano cavity test and ionization
chamber perturbation factors

6.1 Summary

The aim of this chapter was to study the influence of ionization chamber per-
turbation factors since in the previous chapters it was assumed that the ratio of
ionization chamber perturbation factors between setups 1 and 3 differed from unity
by a negligible amount. These correction factors are very sensitive to boundary
crossing artifacts, therefore, a self-consistency test called the Fano cavity test, was
performed to evaluate the accuracy of particle transport in the FLUKA Monte Carlo
code for proton beams. A routine was written in FLUKA to generate a uniform pro-
ton source per unit of mass. Simulations were performed for mono-energetic protons
with initial energies of 60MeV, 150MeV and 250MeV. To study the influence of dif-
ferent subsets of secondary charged particle types, three simulations with different
charged particle transport were performed for each proton energy considered; (i) all
charged particles transported, (ii) alpha particles discarded and (iii) nuclear interac-
tions discarded. FLUKA was found to pass the Fano test to within 0.1%. Ionization
chamber perturbation factors were also computed for the PTW 34070 Bragg peak
chamber for proton beams of 60MeV, 100MeV, 150MeV, 200MeV and 250MeV.
The results showed that the presence of the air cavity introduces a perturbation
in the medium of the order of 0.2% away from unity, while the chamber’s wall in-
troduces a perturbation that could amount to 0.8%. The results also showed that
nuclear interactions must be taken into account for calculation of ionization chamber
response and that perturbation factors are dependent on the proton energy.
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6.2 Rationale

Monte Carlo (MC) codes are used to calculate the depth-dose response of ion-
ization chambers accurately. Although a high level of statistical accuracy can be
achieved with Monte Carlo simulations (type-A uncertainties), there are other un-
certainties associated with these codes (type-B uncertainties). The latter include
uncertainties related to the physical models implemented in the codes, the physi-
cal data used and the transport algorithms [85]. While physical models and data
uncertainties can be evaluated by benchmarking results against experimental data,
transport algorithm uncertainties can be evaluated by performing a self-consistency
test called the Fano cavity test [86]. This test is based on Fano’s theorem [87] and it
states that under conditions of charged particle equilibrium (CPE), the charged par-
ticle fluence will not be altered by mass density variations whilist the cross-sections
are uniform. Monte Carlo calculations of ionization chamber response are very sen-
sitive to transport algorithm parameters, such as step size and boundary crossing
artefacts [88, 89]. Thus, the Fano cavity test is an important step to understand
which combinations of parameters lead to accurate particle transport to compute
ionization chamber perturbation factors using Monte Carlo.

The accuracy of electron transport algorithms has been validated in several Monte
Carlo codes, such as EGSnrc [90], PENELOPE [91, 92] and Geant4 [93]. More
recently Sterpin et al. [85] have designed a Fano cavity test for proton transport
using Geant4 and PENELOPE extended to protons (PENH). Both codes were found
to pass the Fano cavity test to within 0.1% by using small step sizes. In their work,
the transport of electrons was neglected as well as nuclear interactions. However,
electrons and nuclear interactions must be taken into account for calculation of
ionization chamber response.

In this work, the accuracy of particle transport in the FLUKA Monte Carlo code
for proton beams was assessed by performing a Fano cavity test, with particular
attention to the influence of nuclear interactions. Ionization chamber perturbation
factors were also computed for the PTW 34070 Bragg peak chamber typically used
in clinical proton beams.
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6.3 Methods

6.3.1 Fano cavity test

The Fano cavity test can be implemented in Monte Carlo using two methods:

(i) One method is the regeneration technique where an external parallel beam
is used and primary particles are regenerated at the site of primary interac-
tion. For protons, this is not possible (due to continuous energy loss of the
primary particles) and, therefore, Sterpin et al. [85] implemented this method
by creating a virtual particle that triggers proton transport in the phantom
[85].

(ii) The other method is to create an homogeneous particle source, similar to
a radionuclide. In such a source, protons are randomly generated, giving a
uniform particle distribution per unit mass in the simulated geometry. This
method has the advantage of being independent of the cross sections of incident
particles.

Here, the second method was used to perform the Fano cavity test.

6.3.1.1 Simulation model

To implement the method described above, the following is required:

(i) A phantom with homogeneous atomic properties (cross sections, I-value, den-
sity effect parameters, etc.) but varying mass densities.

(ii) An homogeneous source, such that the number of particles per unit mass
generated in the geometry is uniform in space.

These two conditions allow applying Fano’s theorem.

Monte Carlo simulations were performed with FLUKA version 2011.2c.4 [16, 17].
A routine was written in FLUKA to generate a uniform proton distribution by mass
using a customized modification of the "source.f" user-routine, which was then linked
to the code. Simulations were performed for mono-energetic protons with initial
energies of 60MeV, 150MeV and 250MeV. A plane-parallel beam was simulated
instead of an isotropic point source because protons have a smaller scattering cross
section than electrons due to their much heavier mass. The geometry (discussed in
section 6.3.1.2) consisted of a phantom made of water, divided into different regions

125



Fano cavity test and ionization chamber perturbation factors

with different mass densities but with the same composition, Sternheimer density
effect parameters and I-value which was set to 75 eV. The following physics settings
were used in FLUKA:

• The DEFAULTS card was set to HADROTHErapy;

• The IONTRANS card was set to full transport of all ions;

• The DELTARAY card was used to switch off the production of delta-rays by
setting the production threshold to infinity since it was not the aim of this
work to study the accuracy of electron transport in FLUKA;

• The PART-THRes card was used to set the energy transport cutoff for protons
to 10 keV. Other charged particles transport cutoffs were set to 100 keV by
default.

• The MULSOPT card was used to activate single scattering at boundaries;

• The STEPSIZE card was used to set the maximum step size of all charged
particles to 0.01 cm (discussed in section 6.4.1.1).

To study the influence of different subsets of secondary charged particle types,
three simulations with different charged particle transport were computed for each
proton energy considered:

(i) Tall where all charged particles were transported;

(ii) Talpha where alpha particles were killed by zeroing its weight (particles are
generated hence the proton loses energy but they are not transported) using
a "usrmed.f" user-routine which was linked to the code and activated using
MAT-PROP with SDUM = USERDIRE;

(iii) Tni where elastic and non-elastic nuclear interactions were switched off by set-
ting the energy threshold for these interactions very high using the THRESHOL
card.

6.3.1.2 Geometry

Figure 6.1 illustrates the simulation geometry where plane-parallel protons are
randomly generated uniformly by mass in the phantom made of water. The geometry
is divided in two regions, the build-up and the CPE. Protons have a finite range
determined by their initial energy, thus, the build-up region is made large enough
to ensure that the CPE region is at a depth beyond the maximum range of the
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protons generated at z = 0. In this way, charged particle equilibrium is achieved
in the CPE region. Protons have a smaller scattering cross section than electrons
due to their much heavier mass, therefore, x and y dimensions do not need to be as
large as the range of the protons generated along the central axis, z. The field size
dimensions, x × y, were 36× 36 cm2 to ensure CPE in the cavity. The ionization
chamber has a wall thickness of 0.347 cm and 10.395 cm in diameter, while the low-
density water cavity was 0.2 cm thick and 8.16 cm in diameter. The latter correspond
to the dimensions of the PTW 34070 Bragg peak chamber. The ionization chamber
setup was overridden to water-property materials but it was kept the original mass
densities of the materials. The blue colour indicates a phantom with density equal
to water, ρw = 1 g.cm−3, while the cavity (light blue) has a density equal to air,
ρair = 0.00120484 g.cm−3 and the ring that surrounds the cavity (dark blue) has a
density equal to the densest material in the chamber, graphite, ρg = 1.7 g.cm−3.
The choice of the depths upstream and downstream of the chamber, zu and zd,
respectively, will be discussed in section 6.4.1.1. The code accuracy was then tested
by comparing the dose scored in the different mass density regions.

CPEBuild-up

y
zu zd

z=0

(a)

1.295 cm

10.395 cm 8.16 cm

0.2 cm

0.347 cm

(b)

Figure 6.1: (a) Simulation geometry of the Fano cavity test. (b) Dimensions of the
chamber considered in this study. Adapted from Poon et al. [93] and Sterpin et al. [85].

6.3.2 Perturbation correction factors

Dose to water, Dw, is related to dose to air, Dchamber, by the Spencer-Attix mass
stopping power ratio between water and air, sSA

w,air, and pcav and pwall which are
perturbation correction factors that account for the non-water equivalence of the air
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Dcavity

zw

(a)

Dw

tw

zw-(tw/2)

(b)

Dchamber

zw-WET

(c)

Figure 6.2: Simulations geometry for calculation of ionization chamber perturbation
factors. (a) Dose in the air cavity, (b) dose to water and (c) dose in the air cavity when
the full geometry of the ionization chamber is considered [95].

cavity and the chamber’s wall, respectivelly [94]:

Dw = Dchamber · sSA
w,air · pcav · pwall (6.1)

Note the analogy to equation 2.3 established in chapter 2. Thus, perturbation factors
are fluence corrections that account for the perturbation of the charged particle
fluence due to the presence of the air cavity and chamber’s wall.

Ionization chamber perturbation factors can be determined by calculating the
dose in different geometries as illustrated in figure 6.2 [95]. Dcavity is the dose in the
air cavity at a depth of measurement zw. Dw is the dose to water calculated in a thin
layer (tw = 0.01 cm) at a depth of measurement zw − (tw/2). Dchamber is the dose
in the air cavity when the full geometry of the ionization chamber is considered at
a depth of measurement zw − WET, where WET is the water equivalent thickness
of the chamber’s wall [95]. Thus, ionization perturbation factors were calculated
using:

pwall = Dcavity

Dchamber
(6.2)
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and,

pcav · sBG
w,air = Dw

Dcavity
(6.3)

In this work, the production of delta-rays was neglected thus Bragg-Gray mass
stopping power ratios, sBG

w,air, were calculated. The combined perturbation pQ is
then given by:

pQ = pwall · pcav = Dw

Dchamber · sBG
w,air

(6.4)

Perturbation factors calculations were performed with FLUKA version 2011.2c.4
[16, 17]. The physics settings were the same as those described in section 6.3.1.1
The full geometry of the PTW 34070 Bragg peak chamber was modelled. A mono-
energetic proton beam of 60MeV was simulated, where a depth of measurement of
zw = 1 cm was used, while for proton beams of 100MeV, 150MeV, 200MeV and
250MeV, zw = 2 cm was used. Proton beams were incident on cylindrical phantoms
of water (ρ = 1.0 g.cm−3 and I-value = 75 eV) with 10 cm radius. Moreover, to study
the influence of different subsets of secondary charged particle types, three simula-
tions with different charged particle transport, Tall, Talpha and Tni, were computed
for each proton energy considered.

6.4 Results and discussion

6.4.1 Proton Fano test

6.4.1.1 Boundary crossing artefacts

Figure 6.3 shows the depth-dose distribution of an uniform-source mono-directional
proton beam of 250MeV. The data were obtained using a similar geometry to that
shown in figure 6.1(a), but with a phantom made of water with a density of 1 g.cm−3

throughout the phantom. After a build-up region of approximately 38 cm (the range
of the beam in water), there is charged-particle equilibrium, thus, the CPE region
starts at this depth, where the dose is uniform. When the phantom was divided
into two regions of water (with equal material composition, I-value and density)
by placing a boundary at a depth of 45 cm, the results showed an artefact at the
boundary, as shown in figure 6.4(a).

In FLUKA, at the scoring level, the proton energy loss is distributed uniformly
along the particle step, thus, the dose value scored at each depth bin is proportional
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Figure 6.3: (a) Depth-dose distribution of an uniform-source mono-directional proton
beam of 250MeV in water, with density 1 g.cm−3 throughout the phantom. (b) Detail of
CPE region.

to the respective step fraction. However, in reality, the stopping power increases
non-linearly along the step, and is larger towards the step end. At boundaries, the
particles steps are forced to end, which makes the respective scored dose lower than
in the case of non-existence of the boundary, because the dose is not compensated
by larger dose values from the final fraction of the particle step. Note that the non-
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Figure 6.4: Detail of CPE regions using a (a) large and (b) small step sizes. The
geometry consists of two identical regions of water at a depth of 45 cm.

linearity of the stopping power is fully taken into account in FLUKA, however, the
scoring considers that the dose is uniformly distributed along the step and artefacts
appear [16, 17].

Boundary crossing artefacts were removed by shortening all transport steps down
to 0.01 cm using STEPSIZE card (figure 6.4(b)). This increased significantly the
CPU time, thus, small step sizes were only applied to the CPE region. A boundary
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was created just after the start of the CPE region and the depth upstream of the
chamber, zu, was made 13 cm for higher-energy beams and 6 cm for lower-energy
beams to correct for the scoring artefacts at the position of the latter [16, 17]. The
depth downstream of the chamber, zu, was 2 cm since backscattered protons have a
minor effect.

6.4.1.2 Cavity response

Homogeneous plane-parallel proton beams of 60MeV, 100MeV and 250MeV were
simulated in the geometry shown in figure 6.1(a). Figure 6.5 shows the ratio between
the dose scored in the water-property regions with different mass densities. Overall,
FLUKA was found to pass the Fano test to within 0.1%. When all charged particles
were considered maximum deviations from unity of about 0.15% were found. Type-A
statistical uncertainties were below 0.05%.

6.4.2 Perturbation factors

Figure 6.6(a) shows the Bragg-Gray mass stopping power ratio between water
and air calculated when considering the contribution of different set of particles.
The results show that the stopping power ratio for the protons alone is close to
the stopping power ratio for the entire charged particle spectrum, confirming earlier
findings, e.g. by Medin and Andreo [96]. The Bragg-Gray mass stopping power
ratio between water and air was also calculated when considering different charged
particle transport in figure 6.6(a). The results were in agreement with those of
figure 6.6(b). For example, when elastic and non-elastic nuclear interactions are
discarded, Tni, there is no production of secondary particles and the only particles
that contribute to the ratio are primary protons thus the curve coincides with the
primary proton curve of figure 6.6(a).

Figure 6.7 shows ionization chamber perturbation factors as a function of proton
energy, when considering the transport of different charged particles. When nuclear
interactions are discarded, Tni, perturbation factors are close to unity for all the
energies considered. For pcav the largest deviations from unity were of 1.002 for
Talpha and 0.999 for Tall. These results demonstrate that the presence of the air
cavity introduces a small perturbation in the medium. Deviations from unity were
larger for pwall which was found to be dependent on proton energy. For a 250MeV
beam and considering the transport of all charged particles, pwall was significantly
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different from unity (pwall = 0.992), while for a 60MeV beam, it deviated less (pwall

= 0.996). It is also interesting to note that not only alpha particles contribute to
pwall but also other secondary particles (Tall versus Ta). Overall, pwall factors were
below unity. These results suggest that less particles are being stopped in the wall or
less particles are being produced in water than in the chamber’s wall. The latter is
in agreement with the results presented in chapter 2 where fluence correction factors
between water and graphite were below unity when alpha particles were considered,
consequently, alpha particles fluence was larger in graphite than in water. Note that
the chamber’s wall is composed of PMMA which has in its composition carbon.
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Figure 6.5: Ratio between the dose scored in water-property materials with different
mass densities: (a) water with nominal density, ρw = 1 g.cm−3, and water with graphite
density, ρg = 1.7 g.cm−3, (b) water with nominal density, ρw = 1 g.cm−3, and water with
air density, ρair = 0.00120484 g.cm−3, and (c) water with graphite density, ρg = 1.7 g.cm−3,
and water with air density ρair = 0.00120484 g.cm−3, when all charged particles were
transported, Tall, alpha particles discarded, Talpha, and elastic and non-elastic nuclear
interactions discarded, Tni. 134
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Figure 6.6: Bragg-Gray mass stopping power ratio between water and air calculated
(a) for different set of particles and (b) for different charged particle transport (primary
p = primary protons, p = primary and secondary protons, a = alphas, d = deuterons,
t = tritons, 3He ions, Tall = all charged particles transported, Talpha = alpha particles
discarded and Tni = elastic and non-elastic nuclear interactions discarded).
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Figure 6.7: Ionization chamber perturbation factors versus proton energy: (a) pcav, (b)
pwall and (c) pQ.
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6.5 Conclusions

The accuracy of particle transport in the FLUKA Monte Carlo code for proton
beams was assessed by performing a Fano cavity test. FLUKA was found to pass
this test to within 0.1%. Ion-chamber perturbation factors were also computed for
the PTW 34070 Bragg peak chamber typically used in clinical proton beams. The
results showed that nuclear interactions must be taken into account for calculation
of ionization chamber response since perturbation corrections could amount to 0.8%
when all charged particles were transported. Also, perturbation factors showed to
be dependent on the proton energy.

In the previous chapters, the PTW 34070 Bragg peak chamber was used in the
experiments and it was assumed that the ratio of ionization chamber perturbation
factors between setups 1 and 3 differed from unity by a negligible amount. The
results in this chapter support this assumption, since perturbation factors showed
a weak dependence on energy, with a maximum variation of 0.6% for proton initial
energies ranging from 60MeV to 250MeV. In addition, the setups are compared
at equivalent depths, i.e., at equivalent proton mean energies, therefore, the small
differences in spectra between setups 1 and 3 are likely to have a negligible influence
on the ratio of ionization chamber perturbation factors.
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Chapter 7

Final remarks

The growing interest in light-ion therapy in recent decades has led to a need
for accurate dosimetry. The quantity of interest in radiation therapy dosimetry is
absorbed dose to water, and the determination of this quantity must be accurate,
reproducible and traceable in order to assure tumour control and mitigate normal
tissue complications. Currently, no primary standards for the direct determination
of absorbed dose to water in light-ion beams exist. Ionization chamber dosimetry
under reference conditions is currently performed, although this leads to larger dose
uncertainties for light-ions in comparison with photons. The increased uncertainty
is due to lack of knowledge in the beam quality correction factor kQ, which is orig-
inated by inaccuracies in the Wair value, in the water-to-air stopping power ratios
and in the calculation of ionization chamber perturbation factors [5]. Moreover,
for relative dosimetry, QA of reference and relative dosimetry, and treatment plan-
ning verification, water- or tissue-equivalent plastic materials are often used in the
measurements for convenience of realizing the setup. Therefore, it is important to
understand the water-equivalence of plastic materials which are currently being used
in light-ion clinics, but were designed for photon and electron beams.

The work described in this thesis has made a contribution to the field by (i)
improving absolute dosimetry using graphite calorimetry in light-ion beams, (ii) the
development of water-equivalent plastics for light-ion beams and (iii) determination
of ionization chamber perturbation factors with particular attention to the influence
of nuclear interactions for proton beams.

Fluence correction factors important for the conversion of absorbed dose to
graphite from a graphite calorimeter to absorbed dose to water were determined both
experimentally and using Monte Carlo calculations in clinical proton and carbon-ion
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beams. An experimental setup involving measurements being done independently
from ionization chamber perturbation factors caused by the use of different phan-
tom materials was used to measure fluence corrections. Moreover, a mathematical
formalism was established that relates fluence corrections derived from Monte Carlo
simulations to fluence corrections measured experimentally. Fluence corrections in
high-energy light-ion beams could amount to as much as 4% and therefore need
to be considered. For proton beams, fluence corrections obtained experimentally
were found to be partial because they only accounted for differences in the primary
and part of the secondary particle fluence; the energy of alpha particles, emitted
by target fragmentation, is not high enough to penetrate the wall of the ionization
chamber used in the experiments, and these particles were not accounted for in the
experimental fluence correction factor. For carbon-ion beams, the energies of sec-
ondary projectile fragments are large enough to cross the chamber wall and fluence
corrections obtained from experiments were found to include all charged particles,
with the exception of the less abundant heavy particles from target fragmentation.

Novel water-equivalent plastics were specifically designed for light-ion beams as
part of this PhD project. In the design phase of the plastics, the propagation of
proton beams through phantom materials was simulated using an analytical model.
Three test compositions were then produced and experimentally characterised in
proton and carbon-ion beams. Experimental results were compared with Monte
Carlo simulations and material physical properties of the trial compositions were
calculated and compared to those of water. Commercially available plastics were
also simulated for comparison with the experimentally tested plastics. Experimental
data showed that each of the novel water-equivalent plastics showed measurements
of dose similar to water to within 1% across all depths of interest. Considering the
results from Monte Carlo simulations, one of the novel plastics and PMMA were
found to be the most suitable water-substitutes for the measurement of dose to
water using ionization chambers in clinical proton beams - however, PMMA is not
water-equivalent when range and scattering are concerned. For carbon-ion beams,
Monte Carlo simulations showed that one of the novel plastics had superior water-
equivalence to commercially available plastics, with a fluence correction 1.0%-3.5%
smaller at larger depths.

Ionization chamber perturbation factors were also computed for the PTW 34070
Bragg peak chamber used in the experiments. In order to calculate this, the accuracy
of particle transport in the FLUKA Monte Carlo code for proton beams was first
assessed by performing a Fano cavity test, where transport in FLUKA showed an
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accuracy to within 0.1%. The results showed that nuclear interactions must be taken
into account for the calculation of ionization chamber response since perturbation
factors could amount to 0.8% when all charged particles were transported.

Although there were important results arising from this work, there is a great deal
of future work still to be conducted. As mentioned above, for the conversion of dose
to graphite to dose to water in proton beams, the results showed that the fluence
corrections measured experimentally only accounted for part of the secondary parti-
cle spectra. Thus, the experiments could be repeated using an alternative detector,
such as a thin-window ionization chamber, to sample the fraction of secondary par-
ticles with low-energy. Also, in this work water-equivalent plastics were developed,
however, it would also be of interest to the field to develop tissue-equivalent ma-
terials for light-ion beams and investigate how to incorporate these materials into
anthropomorphic phantoms used specifically for dosimetry in light-ion therapy. Ad-
ditionally, the establishment of calorimeters as primary standards may significantly
improve light-ion beam dosimetry. Calorimetric measurements would enable study
of the energy and depth dependence of Wair values in these beams, to determine
kQ values experimentally and to establish a calibration service based on a primary
standard. Moreover, the majority of the work conducted for this project was focused
on understanding the influence of nuclear interactions in the dosimetry of light-ion
beams. It should be emphasized that existing nuclear cross sections and Monte
Carlo models are not completely accurate, thus, there is a demand to obtain more
accurate nuclear cross sections based on experimental data. This could potentially
be of importance for the improvement of dose calculations, such that the treatment
planning system accounts for nuclear interactions. Also in proton imaging, by recon-
structing the nuclear interactions cross sections and the production cross sections of
the different secondary particles produced in the target and their respective energies.

In summary, the work presented here will enable the provision of a direct cali-
bration service in terms of absorbed dose to water in the UK’s forthcoming proton
therapy centres. Also, this work will feed into the development of data for future
codes of practice for the dosimetry of light-ion beams, as well as the development of
new water or tissue equivalent materials.
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Appendix A

Monte Carlo parameters

Monte Carlo simulations described in chapters 2, 3, 5 and 6 were performed using
the FLUKA code. Simulations described in chapter 4 were performed using FLUKA
and Geant4.

The simulation parameters used are listed in table A.1 for the different beam lines
considered. The entire geometry of the CCC scattering beam line was simulated,
therefore, the energy of the beam was defined at the source, while for the other beam
lines, the beam line configuration was not considered in the numerical simulations
and the beam energy was defined at the phantom surface. In Monte Carlo, both the
beam energy and the Gaussian energy spread were tuned to achieve good agreement
between the experimental and simulated Bragg peak curves.

A beam with no divergence was considered in the simulations for the CCC, PTC
Czech and GHMC beam lines because it corresponded to a better approximation of
the experiments performed with constant SDD.

For the experiments at CCC, PTC Czech and TPTC, laterally integrated mea-
surements were performed in narrow beams. Thus, the scoring volumes were defined
as stacks of a cylindrical geometry with a radius equal to the sensitive area as the
chambers (rch) used in the experiments and also with a larger radius (rl) to calculate
the contribution of particles scattered outside the sensitive area of the chambers.
For the experiments at GHMC, central axis measurements were performed using a
broad beam and the scoring volume was defined with a radius equal to the sensitive
area of the chamber used.

Delta-ray production was set to infinite threshold such that delta-ray production
was not considered in the simulations. The most energetic secondary electrons have
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a short range of <1 mm and therefore all energy transferred to electrons can be
regarded as absorbed locally. In chapter 6, to compute ionization chamber dose
response accuratelly, secondary electrons must be taken into account. However, the
influence of secondary electrons in proton beams was investigated previously [7, 8]
and it was not the aim of this work to study the accuracy of electron transport in
FLUKA and simulations were performed with particular attention to the influence
of nuclear interactions.

For the CCC beam simulations, transport of neutrons was not considered because
these particles are mainly generated in the materials of the beam line and neutron
dose has been reported to be less than 0.001% of the treatment dose [35].

No variation reduction techniques were used.
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Table A.1: Monte Carlo simulations parameters.
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