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Dear Editor, 

 Upon reading the article “Falling in the elderly: Do statistical models matter for 
performance criteria of fall prediction? Results from two large population-based studies”, 
which was recently published in the European Journal of Internal Medicine [1], we have 
arrived at several conclusions.  

 Firstly, we would like to commend the authors on their use of machine learning 
and out-of-sample validation. The former is used relatively rarely in prediction of 
clinically-relevant outcomes, and this study clearly demonstrates the potential usefulness 
of such mechanisms compared to simpler linear models. Moreover, the use of out-of-
sample validation is equally infrequent, despite the clear need for such information to be 
able to adequately assess the validity of any predictive claims. As such, the 
methodological rigour of the research is quite clear. 

 However, we believe we have identified an error in the reporting of the data. 
Using the ANFIS example in Table 2C; the authors report the sensitivity as 91.9%, and 
the specificity as 43.9% [1]. Given the accepted definition of sensitivity as that of the 
‘true positive rate’, which can be calculated using the following equation: TPR = 
TP/(TP+FN) [2], the value should in fact be 43.8% for sensitivity. Using the equation 
for specificity (true negative rate): TNR = TN/(TN+FP) [2], the value for specificity 
should be 91.9%. It appears as though the values for sensitivity, and specificity have been 
switched in Table 1 [1]. Furthermore, the equation for positive predictive value is: PPV 
= TP(TP +FP). Thus, the PPV is actually 71.9%, which has been mistakenly reported as 
the negative predictive value in the tables [1]. Although, this error does not seem to be 
present in table 3. The authors subsequent discussion based on these results therefore 
requires clarification. The incongruity of the results with previous studies in the 
literature [3], that they themselves have highlighted, appears to be an artifact of the 
aforementioned error.      
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