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Abstract

Coding and diversity are very effective techniques for iayimg transmission reliability in a mobile
wireless environment. The use of diversity is particulamyportant for multimedia communications over
fading channels. In this work, we study the transmissionrofjpessive image bitstreams using channel
coding in a 2-D time-frequency resource block in an OFDM mely employing time and frequency
diversities simultaneously. In particular, in the freqagdomain, based on the order of diversity and the
correlation of individual subcarriers, we construct synmge:-channel FEC-based multiple descriptions
using channel erasure codes combined with embedded imagegcdn the time domain, a concatenation
of RCPC codes and CRC codes is employed to protect individiesdriptions. We consider the physical
channel conditions arising from various different coheretbandwidths and coherence times, leading
to various orders of diversities available in the time arehfrency domains. We investigate the effects

of different error patterns on the delivered image qualitee do various fade rates. We also study the
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tradeoffs and compare the relative effectiveness assakigith the use of erasure codes in the frequency
domain and convolutional codes in the time domain underedfit physical environments. Both the
effects of inter-carrier interference and channel esimnag¢rrors are included in our study. Specifically,
the effects of channel estimation errors, frequency selgcand the rate of the channel variations are

taken into consideration for the construction of the 2-Detifrequency block.

Index Terms

Cross-layer design, diversity, frequency diversity, tidieersity, multimedia communications, multi-
ple description coding, orthogonal frequency division tiplexing (OFDM), channel coding, progressive

transmission, wireless video.

. INTRODUCTION

In recent years, with the rapid mergers of multimedia, mé¢rand wireless communications, there
is a growing trend of heterogeneity (in terms of channel kadths, mobility levels of terminals,
end-user quality-of-service (QoS) requirements and sofan}he emerging integrated wired/wireless
networks. Embedded/progressive source coding, allowantigh decoding at various resolution and quality
levels from a single compressed bitstream, is a promisiogn@ogy for multimedia communications
in heterogeneous environments. However, embedded soodsrscare usually extremely sensitive to
channel impairments which can be severe in mobile wireliess ldue to multipath signal propagation,
delay and Doppler spreads, and other effects. Sometimasggke ®rror can cause an unrecoverable loss
in synchronization between encoder and decoder, and peosluastantial quality degradation.

Early study of embedded transmission includes [1], [2]./Bpapers studied the transmission of a
progressively compressed bitstream employing the SeitiBiairig in Hierarchical Trees (SPIHT) source
coder combined with rate-compatible punctured convohaidRCPC) codes. Coding and diversity are
very effective techniques for improving the transmissiefiability in a mobile wireless environment.
However, time diversity achieved by channel coding plusaimtacket interleaving in a single carrier
(SC) communication system becomes less effective in a sdaling environment where correlated and
prolonged deep fades often result in the erasure of the wieatket or even several contiguous packets.
Hence, although improvement could still be achieved duéé¢ocbding gain associated with the use of
RCPC codes, the performance was not satisfactory [2].

To improve the performance against deep fades in a wirelegsoament, two approaches have been

proposed to exploit diversity in the time domain at the pbgkiayer for SC communication systems. One



was to add systematic Reed-Solomon (RS) codes across lmydtipkets [3]. Specifically, channel codes
consisted of a concatenation of RCPC and CRC codes as theawdes @and RS codes as the column
codes. With the addition of RS codes across multiple paclkatspackets might still be recoverable due
to independently faded time slots [3].

Another approach [4]-[7] uses contiguous information sgtalirom the progressive bitstreams, which,
instead of being packed in the same packets [1], [3], areagpaeross multiple packets (descriptions).
The information symbols are protected against channeteusing systematic RS codes with the level
of protection depending on the relative importance of tHferination symbols. This coding scheme is
sometimes referred to as symmetricchannel FEC-based multiple description (MD) coding. Du¢hie
individually decodable nature of the multiple packets, sberce can be recoverable despite packet loss,
although at a lower fidelity that depends on the number of esgfally received packets. Analogous to
the physical layer diversity techniques offered by chamoeling, this has sometimes been referred to as
application layer diversity [8].

While both approaches perform well in slow fading enviromitsethe order of diversity of the physical
channel is vital to the selection of system parameters, (elmice of channel codes and corresponding
channel code rates) as shown in [9]. Despite their impoeasach factors are usually overlooked in the
literature. More importantly, studies of these channelimpdechniques have been limited to 1-D time
domain coding in a slow fading environment [3], [7]. For fdatling, rapid channel variations due to
high mobility can potentially provide a high diversity gaamd significantly improve the effectiveness
of channel coding in the time domain. Unfortunately, rapithrnel variation also poses a significant
challenge for channel estimation [10]-[12]. The accuratythis channel state information (CSI) is
particularly important in optimizing channel coding. Inrfieular, it has been shown that imperfect CSI
due to estimation errors affects the performance of comaatioins systems designed to take advantage
of the diversity opportunities [13]-[15].

In recent years, orthogonal frequency division multipex(OFDM) has drawn intense interest. OFDM
differentiates itself from an SC communications system ianynways, such as robustness against
frequency-selective fading. Frequency diversity by agdedundancy in the frequency domain can combat
channel errors due to multipath fading and achieve a moiabteloverall system performance. In other
words, OFDM offers a unique opportunity to improve systefficieihcy by employing both time and
frequency domain channel coding depending on the propaga&tivironment and user’s mobility. A
highly scattered environment may make the frequency domadting more effective. A highly mobile

user will probably make time domain coding more compelliAhough there have been some works
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investigating transmission of embedded bitstreams ovddMDketworks [16]-[18], none has explicitly
characterized the time and frequency domains indeperydand jointly optimized the coding scheme
based on these different physical environments.

In this work, we study the transmission of progressivelyemimage bitstreams using channel coding
in a 2-D time-frequency resource block in an OFDM network emdifferent physical environments.
By properly decoupling the time domain and frequency doncdiannel variations, we propose a 2-D
channel coding scheme which employs time and frequencydiiies simultaneously. In particular, in the
frequency domain, based on the order of diversity, we coos#EC-based multiple descriptions using
channel erasure codes combined with embedded source calitige time domain, concatenated RCPC
codes and CRC codes protect individual descriptions. Butheffects of inter-carrier interference (ICl)
and channel estimation errors, which may become severe astafdding environment, are taken into
consideration. We use pilot symbol assisted modulatioPAf®Swith pilot symbol density depending
on the channel selectivities in both time and frequency. Agrdity is the primary factor determining
the performance of a wireless system, the results preseategrovide some design criteria for other
progressive transmission coding schemes over mobile egisahetworks.

The remainder of this paper is organized as follows: In adii, we give a description of the OFDM
system and the channel mode. We also describe the propaaesimission system and discuss some
of the issues associated with the use of channel coding ime-ftequency block. In Section IV, we
describe the optimization problem. In Section V, we prowifaulation results and discussion. Finally,

in Section VI, we provide a summary and conclusion.

II. CHANNEL MODEL AND TIME-FREQUENCY CHANNEL CODING

The basic principle of OFDM is to split a high-rate data stneiato a number of lower rate streams
that are transmitted over overlapped but orthogonal suiecsr Since the symbol duration increases for
the lower rate parallel subcarriers, the relative amourdispersion in time caused by multipath delay
spread is decreased. domain. Depending on the propagaticorement and the channel characteristics,
the resource block in an OFDM system can be used to explo@ #nd/or frequency diversities through
channel coding. For time diversity, channel coding plugretving can be used in the time domain.
However, for the technique to be effective, the time frams toabe greater than the channel coherence
time (At).. The maximum time-diversity gai®; is given by the ratio between the duration of a time
frame and(At)..

In addition to time diversity, frequency diversity by adgdiredundancy across the subcarriers can be
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Fig. 1. Subcarrier spectrum assignment.

applied to combat channel errors. Generally, the maximuhiesable frequency diversitp, is given
by the ratio between the overall system bandwidth and the coherence bandwidth f)..

In this work, we consider a frequency-selective environireerd use a block fading channel model
to simulate the frequency selectivity [19]. In this moddige tspectrum is divided into blocks of size
(Af).. Subcarriers in different blocks are considered to fadeepedidently; subcarriers in the same
block experience identical fades. As illustrated in Figwk, assume an OFDM system with an overall
system bandwidti, such that we can defin® independent subbands. Each subband consisig of
correlated subcarriers spanning a total bandwidtfrof ). The total number of subcarriers in the OFDM
system isN M. In the time domain, we assume the channel experiences iRaykeding. We use the
modified Jakes’ model [20] to simulate different fading sateesulting in different time diversity orders.

Fig. 2 illustrates the proposed scheme for transmissiom @nabedded bitstream over a mobile channel
characterized by a doubly selective environment. In thgueacy domain,S;,,; = NM symmetric
descriptions of approximately equal importance are caostd in which contiguous information from the
embedded bitstream is spread across the multiple deserggiackets [4], [5]. The information symbols
are protected by systematie, k) RS codes, with the level of protection depending on the ivelat
importance of the information symbols, as well as on the oadeliversity available in the frequency
domain. Generally, afrn, k) MDS erasure code can correct uprte- k£ erasures. Hence, #@ny g out of
n descriptions are received, those codewords with minimwtadced,,.;,, > n — g + 1 can be decoded.
As a result, decoding is guaranteed at least up to distoffioR,), whereD(R,) refers to the distortion

achieved withRz,, information symbols.
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Fig. 2. The transmission of embedded bitstreams over OFDMilmavireless networks; note that the CRC/RCPC parity

symbols are interleaved with the RS symbols in the actudkrys

The individual descriptions are then mapped to $hg = N M subcarriers. A concatenation of CRC
codes and RCPC codes, for possible diversity and codingsgairthe time domain, are applied to
each description. Since the descriptions are approxignatgially important, RCPC codes with the same
channel code rate can be applied to protect each individegdribtion. This results in a vertical boundary
(RCPC coding line), as illustrated in Fig. 2. The symbolstom left of the boundary are the RS symbols,
while those on the right are CRC/RCPC parity symbols. It &héwe noted that the multiple description
RS symbols and RCPC parity symbols would be interleaved mctuml system. However, for illustration,
we show the de-interleaved version throughout the papehabthe relative amounts of RCPC parity
symbols and RS symbols can be clearly indicated.

Since both forms of diversity are not necessarily simulbausty available at any given instant of
time, the channel coding scheme should be designed to sgtieatly exploit the available diversity. For
example, in a slow fading environment, channel coding pitesrieaving is usually ineffective, especially

for delay-sensitive applications such as real-time mtm services. Hence, in this case, frequency



Pros Cons

Higher orders of time domain diversity Larger channel estimation errors
= higher coding gain = Lower channel decoding efficiency
= higher diversity gain Higher level crossing rates

= Errors scattered across multiple packets

= Lower application layer throughput
TABLE |

FACTORS AFFECTING THE APPLICATION LAYER QUALITY¥OF-SERVICE(QOS) IN A FAST FADING ENVIRONMENT.

diversity techniques may be more effective than time ditietechniques.

As stated previously, traditional studies of progressramg¢mission have concentrated on slow fading
channels. In fact, in addition to the performance diffeeni channel coding efficiencies and channel
estimation accuracies , the error patterns for differedé feates also affects the application layer through-
puts and hence the end-user delivered quality. In particidea fast fading environment, the errors are
more scattered among multiple packets due to the highel ¢egssing rate which measures how often
the fading crosses some threshold [21]. However, for a skasinfy environment, the errors appear
more bursty. Consequently, the application layer throughmeasured by the number of successively
transmitted packets, of a fast fading environment can bealiaally lower than that of a slow fading
system. In Table I, we summarize the factors affecting tliectien of an optimal channel coding scheme
and end-user performance due to different fading rates.

On the other hand, information on frequency diversity cagish® source-channel codec in selecting
a more robust source-cannel coding scheme [9]. For examplde unequal error protection (UEP)
is considered as primarily important for robustness for esarh the progressive transmission schemes
proposed in the literature (e.g., [7]), it was shown that mghly frequency selective environment, UEP
only provides marginal improvement over equal error pridec(EEP), while in a frequency diversity
deficient system, UEP can greatly improve the performangaagjressive transmission over an OFDM

system.

I1l. ICl AND CHANNEL ESTIMATION ERRORS

The assumptions on perfect channel estimation and ortlaigppbetween subcarriers cannot be con-

sidered accurate for fast fading environments. Rapid cblavariations may cause severe ICI [22]-[24]
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Fig. 3. Pilot insertion scheme for systems with: (a) one aated subcarrier; (b) M correlated subcarriers.

and channel estimation errors, thereby degrading oveyatem performance. In this work, we model
the ICI as in [22], i.e., a zero mean Gaussian random procébsvarianceo?.,; expressed as
I N,—1
otor = Es — N_E {Nt +2 ; (N; —i)Jo(27 fndi)} (1)
where E; is the modulated symbol energ; is the number of subcarriers in the OFDM systefyy
is the normalized Doppler spread aug-) is the zero-order Bessel function of the first kind. The ICI
varies directly with the Doppler frequency.

In addition to ICI, channel variations in the time domain nelgo increase the difficulty in channel
estimation. The accuracy of this channel state informa©8l) is particularly important for coherent
demodulation and channel decoding. We adopt pilot symbsistesl modulation (PSAM), commonly
used in practical OFDM networks [11], [12], [25]-[29]. Weeethe reader to [25] for details of PSAM

and the analysis of channel estimation errors.



In this work, as shown in Fig. 3a, pilot symbols are periolifljcinserted in the transmitted data
symbols with a spacing equal # modulated symbols. At the receiver, a linear minimum mearass
error (MMSE) channel estimator [30] is adopted to estimhtefading coefficient using the following
procedures: First, pilot symbols are extracted from theived sequence and the associated channel
coefficients are evaluated. Then, the channel coefficiethei-th data time { # ;L) is estimated by
interpolating theK nearest pilot symbols with a Wiener filter. In particular, @@nsiderk = 2, i.e., each
channel parameter is estimated by interpolating the twsedbpilot samples. Let us denote the received
pilot symbol of the generié-th slof ash[iL] and assume that tHeth data symbol is transmitted in this
i-th slot. Henceh = [h[iL], h[(i + 1)L]]” is the set of two pilot symbols interpolated to estimate the
I-th channel coefficient[l]. Defining h[l] as the estimator of[/], the channel estimation errors can be

expressed as

el] =hll] —hll], l=4iL...(i+1)L—1. )

The quality of the estimation is expressed in terms of themeepiare error? = E[¢?], where E[/]
denotes the expectation operator. Definiri = E[hh*[I]] andR = E[hh'], the variance of the channel

estimation errors can be expressed as [25] 912]

o2[l] =1 —wiIJR™w[i], (3)

where superscripts, 7 and stand for conjugate, transpose and transpose conjuggtectagly. From
(3), it can be seen that the estimation error variance depemthe channel correlation function. Recalling
that we use a Jakes’ model, the time correlation functiorn$ = E[h[l]h*[l + n]] o< Jo(27n frg). This
means that both the correlation function and the estimagioar variance depend on the normalized
Doppler frequency f.q). In particular, the channel estimation gets worse whenDbppler frequency
increases. It is worthwhile to notice that the varian@@] depends also on the received pilot samies
and thus on the signal-to-noise-ratio (SNR).

In this work, the pilot and data symbols are transmitted atshme power level. Since a frequent

pilot insertion improves channel estimation, at the costeafuced throughput, a fixed pilot scheme for

1The transmitted bitstream is divided into slots of lengthiado the pilot spacing, i.e., L symbols. The first symbol atle
slot is a pilot symbol, the other (L-1) symbols are data, asvshin Fig. 3.

2A multiplicative coefficient (the total average power of ttleannel impulse response) has been set equal to 1 and tieerefo
ignored.



different Doppler frequency environments is not the besstem. Thus, we consider a pilot spacing
equal to the coherence time. It follows that for a slow fadaimgnnel, the number of pilot symbols is
negligible, leading to a high transmitted throughput. IgthDoppler systems, to achieve good channel
estimation, we have to reduce significantly the number ofsmaitted data symbols in each packet. Since
under the block fading model, correlated subcarriers egpee the same fading channel in the frequency
domain, pilot symbols inserted once every coherence tiraedetributed among correlated subcarriers,
as shown in Figure 3b. Thanks to this pilot scheme, the nurobémserted pilot symbols decreases

drastically in systems with low frequency diversity order.

IV. PROBLEM FORMULATION

In this section, we describe the optimization problem todieex. Conside/V i.i.d. subbands, each with
M subcarriers and packet size equalitgs code symbols before channel coding using RCPC/CRC codes.
Since each vertical column corresponds to one RS codewed tare altogethet s RS codewords.

The constraint on the bit budget/packet can then be written a

(LRS X BRS + BCRC)/RTCPC < Bt0t7 (4)

where Bcre is the bit budget allocated for the CRC codes did,. is the channel code rate of the
RCPC codesBgg is the number of bits-per-RS symbol ait},; is the total bit budget of the RB.
We assume that for RS codewadrdwherel € [1, Lrs|, ¢; code symbols are assigned to information

data symbols. Hence, the number of RS parity symbols assigneodeword is
Ji= Stot — a1 L €[1, Lrs]. (5)

Let ¢;, be the minimum number of descriptions that a decoder neersctmstruct the source, agd
be the number of correctly received packets. The receptiany number of packetg > ¢;, leads to
improving image qualityD(R,), where R, is the allocated bit budget for the information symbols,

Ry= Y ¢ x Bgs. (6)
{l:ei<g}
Hence, the overall RS channel code rate eqéals= Rs,,, /(Stot X Lrs X Brs). Given the source code
rate-distortion curveD(R,) and the packet loss probability mass functiBa(j), wherej = S;or — g is
the number of lost packets, we can minimize the expectedrds as follows:

Stotf(bth Stot
E*[D] = min Y. P7())D(Rs,-j)+ Y, P7(i)Doy, (7)
{etRrepe} Jj=0 J=Stot—Ptn+1
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subject to the constraint on the overall bit budget

< Biot (8)

where D, corresponds to the distortion when fewer thap descriptions are received and so the decoder
must reconstruct the source without being able to use anheftransmitted information. For a still
image, this typically means reconstructing the entire ienagthe mean pixel value.

The packet loss probability mass functié (;j) depends oA f)., (At). and R,..p.. Although Pz (j)
can be found analytically for uncorrelated fading channgle to the correlated fading in both time and
frequency domains of the mobile environment considereé,hge use simulations to finé;(j). We

use the iterative procedure described in [5] to solve th@ropation problem (7).

V. RESULTS ANDDISCUSSION

We carried out simulations on tHe2 x 512 gray-scale images Lena, Peppers and Goldhill. Similar
results were obtained for all three. Hence, in this papemmg present the results using the Lena image.
The image was encoded using the SPIHT [31] algorithm to precan embedded bitstream. The serial
bitstream was converted intt28 parallel bitstreams using the FEC-based multiple desoripgtncoder.
The 128 descriptions were mapped to the OFDM system wi#l8 subcarriers. We used RS codes in
the frequency domain and there weydits per RS symbol. The packet size was set equall fobits.
We used QPSK modulation and considered both perfect andriegheCSIl. The RCPC codes of rates
Rycpe = g, %, e %, were obtained by puncturing aR. = 1/3 mother code withX = 7, p = 8 and
generator polynomial§133, 165, 171),.:; With the puncturing table given in [32].

In the following figures, we illustrate the proposed chanoeding scheme under different fading
environments and study the effects of channel estimatiotherselection by comparing performance of
systems with perfect CSI to systems with imperfect CSI and F@om here onwards, for systems with
imperfect CSI and ICI, ICI is omitted from the notation forkeaof brevity, although it is considered as
well. We begin by studying the optimized construction of R&®imation and parity symbols for

e Different values of RCPC coding rate,

e Both perfect and imperfect CSI, and

¢ Different frequency diversity orders and different fadirages.

Then we study how the received image PSNR varies for diffeBoppler spreads, for perfect and
imperfect CSl, and for different frequency diversity orsler

In Fig. 4, we show the optimized construction of RS informatsymbols, RS parity symbols and RCPC

parity symbols for different?,.,.’s for (N, M) = (4,32) and normalized Doppler spregi, = 10~3

11
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Fig. 4. Profiles showing the optimal allocation of source ahdnnel symbols for systems wittV, M) = (4, 32), fna = 1073
and SNR= 16.0 dB for different choices of RCPC coding rates and for botifgmrCSI and imperfect CSI.

at SNR= 16 dB for systems with perfect CSI and imperfect CSI. The maximarder of diversity
achieved in the frequency domain7¥; = 4, while the maximum order of diversity in the time domain
is D; = 1. In other words, no diversity can be exploited by using RCB@es, although coding gain can
still be obtained. In general, lower code rates in the timmaio improve the packet loss performance,
thus reducing the number of RS parity symbols required forimizing the expected distortioR[D], as
can be noticed from the figures. Moreover, since for a fixeceaade in the time domain the perfect-CSl
system outperforms the imperfect-CSl system, the lattstesy requires more protection in the frequency
domain than does the perfect system.

As can be seen from Fig. 4, the RS code boundaries exhibiesidegree of tilting for bott®,..,. rates,
and for both the perfect CSI and imperfect CSI systems fos#ee diversity order. As discussed in [9],
the degree of tilt of the RS boundary indicates the imporgasfcunequal error protection (UEP) relative
to equal error protection (EEP) which has a horizontal RShdaxy line. Hence, the results demonstrate
that although the packet loss performance of an individubtarrier can be improved by using a lower

channel coding rate, the degree of UEP, represented bylttlod the RS boundaries, mainly depends on
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the frequency diversity order of the system, and is reltilesensitive to the selection of the channel
code rate in the time domain. In addition to the similar degué tilting, the curves also show similar
stepwise behavior. In particular, the RS boundaries shavilagi leveling behavior at approximately the
same FEC value with step-size roughly equal to the cohereandwidth. This observation agrees with
the simulation results shown in [9] which is mainly due to,addition to the same diversity order,
the perfectly correlated fading within a subband in the diestcy domain, which results in, with high
probability, the simultaneous loss of the correlated suiBra when a subband is under a deep fade.

In general, as the frequency diversity order increasesvémation of the number of lost packets
decreases and thus reduces the need and hence the relatvdagegs of UEP, as shown in Fig. 5. In
particular, in Fig. 5, we show the optimal allocation of smuand channel symbols for imperfect CSI
systems with different frequency diversity orden & 1,4, 32, 128) in an environment withy,,; = 1072.
The time domain channel code rdte.,. is fixed at8/24. As can be seen, in spite of significant difference
in the time domain channel conditions due to the effect dffeading and the time domain channel coding,
similar behavior of the RS boundaries can still be observednacompared with the slow fading system
reported in Fig.12 of [9]. Specifically, the amount RS code liacreases with the increasing frequency
diversity order while the degree of UEP decreases with asirg frequency diversity order. Observe that
at N = 128, the RS boundary is almost flat.

The tradeoff between RCPC codes and RS codes for both parfddatmperfect CSl is further illustrated
in Fig. 6, where the optimaR, ; vs. R,,. is shown. By lowering the RCPC code rates, better packet loss
performance is achieved due to the coding gain, and leseqtiat in the frequency domain is required.

In Fig. 7, we plot the optimal peak-signal-to-noise rati&R) performances againg.,,. for selected
normalized Doppler spreads in systems w(ifti, M) = (4,32), SNR= 16 dB and imperfect CSI at the
receiver. In the figure, for each selection of the time donthiannel coding raté, ., the RS boundary
is optimally constructed to maximize the delivered PSNReldasn the frequency diversity order of the
system. For comparison, in the plot, we also include theesufor the normalized Doppler spread with
fra = 1071 and 10~* with perfect CSI, representing the fast fading and slowrfgdscenarios with
ideal channel estimation. As can be observed, the curvesponding to off,; = 10~ with perfect
CSI tracks the performance of the system with imperfect A8sedy, with minor degradation due to
channel estimation errors. However, the curve correspontti f,,; = 10~! and imperfect CSI deviates
significantly from the system with perfect CSI due to the hidfannel estimation errors in a fast fading
environment. It is worth mentioning that for the fast fadifig; = 10~! environment and high signal-

to-noise ratio, the system with imperfect CSI performs elts the perfect CSI system, indicating that
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Fig. 5. Profiles showing the optimal allocation of source ehadnnel symbols for systems wifb..,. = 8/24 and SNR= 16.0
dB and imperfect CSI for systems with frequency diversitgers N = 1, 4, 32, 128, respectively.

extra redundancy can effectively compensate for chanriigh&ison errors in a highly mobile scenario.
Note that if the signal-to-noise ratio is low, even the lotve@sannel code rate in the time domain cannot
sufficiently compensate for the effects of channel estiomaérrors.

Perhaps the more interesting observation is the crossameosg the curves with different fade rates.
To explain crossovers, we look at the two extremes of the pkat the highest and lowest time domain
channel code rat&,.,. = 1 and R,,. = 0.333. For the selected fade rates,fat.,. = 0.333, the PSNR
performance increases monotonically with the fade ratédewiiie PSNR performance &,.,. = 1 shows
a monotonic decreasing behavior with increasing fade fEte. different behaviors are due to the two
countering effects on the system performance as a resuticoéasing fade rate. As stated previously,
on the one hand, the increase in fade rate increases thesitiverder in the time domain and hence
the efficiency of the RCPC channel coding. However, on theratland, due to the higher level crossing
rate in a fast fading system, errors are scattered acrostiplauypackets rather than being bursty. For

systems with little or no channel coding in the time domaiiis scattered nature of the error pattern can
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Fig. 6. OptimalR,s VS. Rycpe for systems with(N, M) = (4, 32), fna = 107° SNR= 16.0 and both perfect and imperfect
CSl.

significantly increase the packet loss rate and reduce thicafion layer throughput. Consequently, the
PSNR performance drops drastically, as can be noticed bgitheficant performance degradation for
fna = 1071 and10~2. As we shall see below, due to the higher level crossing reseaated with fast
fading environments, the correct selection of an RCPC mtmare important for a fast fading system
than for a slow fading system.
To further illustrate the effect of the error pattern on tHeNR performance, in Fig. 8, we plot the

optimized PSNR performance vs. the normalized fading sg¢ggd for R,.,. = 1 for a system with

a frequency diversity ordeN = 16 and SNR= 16 dB. We include the PSNR performance curves for
both perfect CSI and imperfect CSI. As expected, the peidoce difference between perfect CSI and
imperfect CSI widens as the fade rate increases due to theaisiog channel estimation errors. However,
more importantly, both curves show a monotonic decreasaigior with an increasing fade rate due to
the increasingly scattered error pattern. In the Appendeprovide some further analysis for the packet
error rates due to the effects of error patterns resultioghfdifferent fading rates on the application

layer throughput. In particular, by combining the threshwlodel [33] and the analysis on fade duration
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Fig. 7. Optimized PSNR vR,.,. for different Doppler spreads in systems wittv, M) = (4,32), SNR = 16 dB and
imperfect CSI.

distribution [34], [35], we provide a simple analytic sotut showing that for an uncoded system, the
application layer throughput decreases exponentialli witreasing fade rates due to the fact that deep
fading events are shorter but occur more frequently.

In Fig. 9(a) and Fig. 9(b), we illustrate the effects of theguency and time diversity orders on the
selection of optimal coding schemes. In Fig. 9(a), we shavaptimal PSNR performance VB,..,. for
different diversity orders¥ = 1,2,...,128) in a system withf,,; = 1072, SNR= 16 dB and imperfect
CSL. In the figure, we also mark with a circle)(the optimal R,.,.. As the system experiences low
Doppler spread withD, = 1 and channel estimation becomes more accurate, the seladtioptimal
coding schemes is dominated by the frequency diversityrarithe system. As can be observed, generally
a better performance can be achieved with a higher diveosdgr. More importantly, as the diversity
order NV increases, the optimak,.,. increases and the delivered image quality improves aatgisdi
Notice also that, except for the cade= 1 , the PSNR performance curves are relatively flat around the
optimal R,..,.. To give a specific example, consider the PSNR performanogedar N = 8. Although
R,cpc = 0.62 gives the optimal performance, ®,.,. = 0.5 or 0.87 is selected instead, only minor

degradation is suffered. This is because, in a slow fadimy@mment, the performance loss due to the
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Fig. 8. Optimized PSNR vsf, 4 for systems with(V, M) = (16,8), SNR= 16 dB andR,.,. = 1 for perfect and imperfect
CSI systems .

non-optimal selection ofk,.,. is partly compensated by the RS coding in the frequency donTdie
results indicate that in a slow fading environment, by ushng proposed 2D coding scheme, the results
are relatively insensitive to the selection &f.,., which can be selected on a broad range. The sub-
optimal approach only sacrifices marginal performance atisgion. The casé&’ = 1 represents a flat
fading environment, in which RS coding across the subaarbiecomes ineffective.

In Fig. 9(b), instead of a slow fading environment, we stuldg performance of under fast fading
conditions. Specifically, we plot the optimal PSNR perfonoavs.R,..,. for different frequency diversity
orders for a fast fading system witf,; = 10~!, SNR= 16 dB and imperfect CSI. As can be easily
noticed, by comparing Fig. 9(b) with Fig. 9(a), the perfonoa of a fast fading system is drastically
different from that of a slow fading system due to a comboratf higher diversity, more scattered errors
and poorer channel estimation accuracy associated witfiefdisg environments. In particular, the system
experiences a relatively flat region at loi..,. rates and a drastic drop in PSNR as it moves towards
high R,..,.. Observe that, although the system with a higher frequeiveysity order generally provides
a better performance, unlike the slow fading systems, thienap R,..,,.’s are relatively insensitive to the

frequency diversity order. This is because in the time darthie performance is dominated by the high
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time diversity gain, and thus PSNR depends only slightlylenftequency diversity order. Moreover, it is
worth noting that, due to the high time diversity order, tmeet domain channel coding is very effective
and the optimal channel code rate in the time domain is daethly the channel estimation errors and
ICI.

This can be illustrated by comparing Fig. 9(b) with Fig. 9(o) Fig. 9(c), we plot the corresponding
system with perfect CSI as opposed to the system with impe@S] shown in Fig. 9(b). Observe
that, generally, highR,.,.'s are preferred for better system performance. However,pigrformance is
relatively insensitive to the frequency diversity orderofdover, both systems exhibit precipitous drops
in PSNR performance due to a more dispersed error patteinig to poor application layer throughput
if the system is under-protected.

In Fig. 10(a) and Fig. 10(b), we show the optimized PSNR vs$h Imormalized Doppler spreaf),,
and the number of independent subband} (sing the proposed coding scheme for a 2D time-frequency
OFDM resource block with perfect and imperfect CSI, resipgelst The SNR is set td6 dB. As can be
observed from Fig. 10(a), without channel estimation efreystems with greater diversity opportunities
in time and/or frequency domains generally give betterqrarbnce. However, more importantly, observe
the relatively stable performance under different phyiséewironments. Only for both low Doppler and
flat fading environments does the system perform poorlydfeer values of frequency and time diversity,
the PSNR provided is always more than 30dB, even in the casgstdms with low time or low frequency
diversity order.

In Fig. 10(b), we plot the corresponding system with impetrf€SI. Complicated by the effects of
channel estimation errors, the optimal performance besomere irregular. While in general systems
with higher frequency diversity orders outperform systemith lower frequency diversity orders, some
irregularities are observed in the time domain. In paréiculhe PSNR drops with decreasing fade rate
and starts to rise again at fade rates aroufid? and 10~3. To have a better understanding of the
optimal behavior, in Fig. 11 we show the optimal PSNR perfomoe vs.f,; for systems with two
different frequency diversity orderd); = 4 and D; = 32. The SNR is set tol6 dB. The OFDM
resource block is constructed with optimal RS profiles andPRCates based on the proposed scheme.
For comparison, systems with both perfect and imperfectaZ&konsidered. By first looking at the slow
fading section, i.e., the region witf),; < 1073, it can be observed that the optimal PSNR performances
are relatively flat, with some degradation in the systems witperfect CSI due to channel estimation
errors. The performance gap between the perfect CSI andrfiegpeCSI in this region is relatively

small due to better channel estimation accuracy in a sloimd@aenvironment. At the middle section, i.e.,
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(1073 < fnq < 1072), the drops in PSNR performance are steepened for systeimimyierfect CSI, due

to the combined effects of low time diversity gain, incregschannel estimations errors, and the impact
of the more scattered nature of the error pattern. Fgr> 1072, the large channel variations provide
significant time diversity gain which improves the efficigraf the RCPC codes and partly compensate
for the performance loss due to the channel estimationsrror

In Table Il and Table Ill, by defining the total/combined chahcode rate a&;,; = R;cp.- R,s and the
total system diversity order available Bg,; = D;-D;, we provide further analysis regarding the proposed
2D channel coding scheme. In particular, in Table II, theroat PSNR,R,..,.., R,s, andR,,; are presented
for a system with SNR= 16dB3, perfect CSI and different diversity orders in both the tiamel frequency
domains. In each row, we keep,; fixed and investigate the corresponding performance fderdift
combinations ofD; and D;. To provide a specific comparison, consider systems ®ith equal to4.
Obviously, this can be achieved with three different corabons:(D; = 4,D; = 1), (Dy = 2,D; = 2),
and (Dy = 1,D; = 4). Generally, as expected, the higher the total diversity, lbtter is the quality
of the received image, and the less is the required redugdarich is reflected by the increase in
combined channel coding raf;,;. Comparing a system with no diversity to a system viith= 2, a
substantial gain in terms of PSNR can be observed (at led3}, 2dthough the gain diminishes with
increasing diversity orders. This is because, althougtrethar rate of a wireless communication system
is generally a strictly decreasing function of the order nwedsity, the gain diminishes with increasing
order of diversity [36]. What is worth noting from the tabke the behavior of optimal PSNR arfg},;
for a constant total diversity order. Specifically, it candmen that for a give®,,;, with perfect CSl,
both the optimal PSNR and thk;,; are roughly constant for all the possible combinations>gfand
D;, independent of whether the diversity gain comes from thguiency domain or time domain.

In Table Ill, we provide a similar study for a system with innfeet CSI. Similarly to the observation
above, we see an enhancement of the performance with aragecd the total diversity. However, for
a fixed Dy, moving from slow fading to fast fading results in a decreafsthe optimal PSNR, because
of the channel estimation errors. Thus, for a fixed total ofediversity, the system with maximum

frequency diversity order performs better than the systétn maximum time diversity order.

3Although only SNR= 16dB is reported, we also considered other SNR values and lmergimilar to the one for SNR=

16dB were observed.
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TABLE 1l
OPTIMAL PSNR,R;.cpc, Rrs, AND R0t FOR A SYSTEM WITH PERFECTCSI, SNR= 16DB AND DIFFERENT DIVERSITY

ORDER IN BOTH TIME AND FREQUENCY DOMAINS

DIVERSITY ORDER=1: (N =1, foa = 10*4)

psnr= 27.28 dB
chpc = 036, Rrs =0.91

R0t = 0.33
DIVERSITY ORDER = 2
Dy=2Dy=1 (N=2 fua=10"") Df=1,Di~2 (N=1,fnu=33-107)
psnr= 29.49 dB psnr= 30.71 dB
Rycpe = 0.73, R,.s = 0.69 Rycpe = 0.53, Rr.s = 0.95
Riot = 0.50 Rior = 0.51
DIVERSITY ORDER =4
Dy =4,D; =1 Dy =2,D; ~ 2 Dy =1,D; ~4
(N =4, fra=107") (N =2, fna=3,3-10"%) (N=1,fna=8-10"%)
psnr= 30.55 dB psnr= 30.96 dB psnr= 31.38 dB
Rrcpe = 0.89, R,.s = 0.60 Rycpe = 0.61, Ry = 0.89 Rycpe = 0.67, Rr.s = 0.92
Riot = 0.54 Riot = 0.54 Rior = 0.61

DIVERSITY ORDER =8

D =8D; =1 Dy =4,Dy ~ 2 Dy =2,D; ~ 4 Dy =1,D; ~8
(N =8, faa=10"") (N=4,fa=33-10"°) | (N=2fua=8-10"") | (N=1,fna=15-107?)
psnr= 31.23 dB psnr= 31.22 dB psnr= 31.59 dB psnr= 32.01 dB
Rrepe = 0.90, Rys = 0.65 | Rpcpe = 0.73, Rrs = 0.78 | Rycpe = 0.73, Rys = 0.83 | Rycpe = 0.73, Rys = 0.92
Riot = 0.58 Riot = 0.57 Riot = 0.60 Riot = 0.67

DIVERSITY ORDER = 16

Dy =16,D; =1 Dy =8,D; ~2 Dy =4,D; ~ 4 Dy =1,D; ~ 16
(N =16, fna =107*) (N =8 fa=33-10"°) | (N=4,fa=8-10"%) (N =1, faa=3-10"%)
psnr= 31.75 dB psnr= 31.64 dB psnr= 31.82 dB psnr= 32.37 dB
Rrepe = 0.89, Rps = 0.70 | Ryepe = 0.73, Rrs = 0.82 | Rycpe = 0.73, Rys = 0.88 | Rycpe = 0.73, Rys = 0.95
Rior = 0.62 Riot = 0.60 Riot = 0.64 Ritot = 0.69

DIVERSITY ORDER = 32

D =32,D; =1 Dy =16,D; ~ 2 Dj =8,D; ~ 4 Dy =4,D; ~ 8
(N =32, fua =107"%) (N =16, fna=33-10"°%) | (N=8,foa=8-10"") | (N =4, foa=15-10"%)
psnr= 32.13 dB psnr= 32.03 dB psnr= 32.16 dB psnr= 32.23 dB
Rrepe = 0.89, Rps = 0.75 | Ryepe = 0.80, Rrs = 0.81 | Rrepe = 0.80, Rys = 0.83 | Ryepe = 0.73, Rys = 0.93
Ritot = 0.67 Riot = 0.64 Ritot = 0.66 Ritot = 0.68
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TABLE I
OPTIMAL PSNR,Rcpc, Rrs, AND R0t FOR A SYSTEM WITH IMPERFECTCSI, SNR= 16DB AND DIFFERENT DIVERSITY

ORDER IN BOTH TIME AND FREQUENCY DOMAINS

DIVERSITY ORDER=1: (N =1, foa = 10*4)
psnr= 26.15 dB
Ryepe = 0.33, Ry = 0.90
Riot = 0.30

DIVERSITY ORDER =2

Dy=2Dy=1 (N=2 fua=10"")
psnr= 28.75 dB
Rycpe = 0.61, R.5 = 0.67
Riot = 0.41

Dy=1,Di~2 (N=1,fua=33107")
psnr= 25.47 dB
Rrcpe = 0.33, Rrs = 0.72
Riot = 0.24

DIVERSITY ORDER =4

Dy =4,D; =1
(N =4, fna =10"")
psnr= 30.00 dB
Ryepe = 0.80, R,s = 0.58
Riot = 0.47

Dy =2,D; ~ 2
(N =2, fra=3,3-107%)
psnr= 27.06 dB
Rycpe = 0.33, Rrs = 0.70
Riot = 0.23

Dy =1,D; ~4
(N=1,fua=8-107?)
psnr=28.13 dB
Rycpe = 0.33, R.s = 0.87
Riot = 0.28

DIVERSITY ORDER =8

Dy =8D, =1
(N =8, faa=10"")
psnr= 30.74 dB
Rrcpe = 0.89, Rys = 0.59
Riot = 0.52

Dj =4,D; ~ 2 Dj=2,D; ~4
(N=4,fa=33-10"°) | (N=2, foa=8-107%)
psnr=27.72 dB psnr= 28.48 dB
Ryepe = 0.36, R,.s = 0.66 Rycpe = 0.36, Rs = 0.82
Riot = 0.24 Riot = 0.29

Dy =1,D; ~8
(N=1,fua=15-10"7)
psnr= 28.94 dB
Rycpe = 0.36, R,.s = 0.90
Riot = 0.33

DIVERSITY ORDER = 16

Dy =16,D; =1
(N =16, fna =107*)
psnr= 31.33 dB
Rycpe =0.89, R.s = 0.65

Dy =8,D; ~ 2 Dy =4,D; ~4
(N =8 fa=33-10"°) | (N=4,fa=8-10"%)

psnr= 28.22 dB psnr= 28.75 dB
Ryepe = 0.36, R,.s = 0.71 Ryepe = 0.36, R,.s = 0.83

Dy =1,D; ~ 16
(N =1, faa=3-10"%)
psnr=29.79 dB
Rrcpe = 0.44, R,.s = 0.88

(N =32, fua =107"%)
psnr= 31.77 dB
Rrepe = 0.89, R, =0.70
Riot = 0.62

(N =16, fna =3.3-107%)
psnr= 28.70 dB
Rrepe = 0.44, Rys = 0.66
Riot = 0.29

(N =8, fra=8-10"%)
psnr=29.23 dB
Rrepe = 0.44, R,s = 0.75
R0t = 0.33

Riot = 0.58 Rior = 0.26 Riot = 0.30 Riot = 0.39
DIVERSITY ORDER = 32
Dy =32,D, =1 Dy =16,D; ~ 2 Dy =8,D; ~4 Dy =4,D; ~ 8

(N=4,fa=15-10"7)
psnr=29.26 dB
Ryepe = 0.44, Rys = 0.77
Riot = 0.34
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V1. CONCLUSION

We studied channel coding in a 2D time-frequency resoummekinf an OFDM system. In particular, we
used symmetria:-channel FEC-based multiple descriptions based on thesiyerder in the frequency
domain. In the time domain, a concatenation of RCPC codesCRd codes was employed to protect
individual descriptions. We studied the performance ofgtaposed system in a doubly-selective channel
with channel estimation errors. In a slow-fading environiné was shown as the frequency diversity
order increases, the optimél,.,. increases and the delivered image quality improves aaogiydiOn
the other hand, in a fast-fading environment, the optifial,. is relatively insensitive to the frequency
diversity order while the performance is limited by the chalnestimation errors and ICI. It was also
illustrated that the advantages of UEP protection dimiggshs the frequency diversity order increases
in both slow and fast fading environment. Thus, since bothdptimal R,.,. and R,.; vary depending
on the channel conditions, a system can be robust only enmmglay 2D channel coding adaptable to
both time and frequency diversity orders. Lastly, we iltattd that the bursty nature of a slow fading
environment can lead to a higher application layer througlamd thereby deliver a better image quality

while the scattered error pattern in a fast fading enviramnmeay lead to poor image quality.

APPENDIX

For a Rayleigh fading processt), consider a simple two-state threshold model [33] witfy being
the threshold for the Rayleigh fading signal. If the sigreldl is aboveR;;, (strong fade), the channel
is considered to be in the good state, in which the probglfitreceiving the information is equal to 1,
while if the signal level is belowRr,, (deep fade), the probably of receiving the particular infation
bit is equal to 0. Let us further assume that 7,y and 7, are the deep fade duration, the strong fade

duration and the deep fade inter-arrival intervals, so that
Ts = Tf + Tny- 9

The average deep fade inter-arrival interval is the invefsine level crossing rate (the expected rate
at which the signal crosses thg;,), defined as [35]

o 1
Te= ———,
* Verfpper

where f is the maximum Doppler frequency? = (Ry,/R,ms)? is the inverse of the fade margin and

(10)

R,ms is the root mean square of the fading signal. Denoting\pythe level crossing rate, the average
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deep fade duration is defined as [35]
P(r(t) < Ry) e” —1

TF = = , (11)
! Ny V2 fpp
so that the average strong fade duration can be expressed as
1
Tof =Tg —TF = ——. (12)
! T Vampio

Note that the ratio between the average strong fade duratiointhe average deep fade duration is
not a function of the Doppler spread. Thus, increasfpgcauses a reduction of the average deep fade
inter-arrival interval {5), but also a shorter deep fade duration, as can be obsemad(i0) and (11),
respectively. Hence, faster fading produces deep fadetetest are shorter in duration but occur more
frequently.

Sincer(t) is a Rayleigh random process’(t) is a x? process and thus its asymptdtievel down-
crossing rate forms a Poisson process [37]. From the piepesf Poisson random variables [38], it

follows that
P, (1) = Probr, < 7) = 1 — exp (—2) , (13)

Ts
and we can define the probability of havikgdeep fade arrivals within an interval @fr; seconds as
(Tpr/75) ke Tre/T
k!
whereTp;, corresponds to the duration of a packet, &id ;) is a random variable representing the

PrOb{’C(TpL) = k} = (14)

number of deep fade arrivals ifir;, seconds.

Thus, in an uncoded system, the probability of having a packeectly received Ks,..) IS

T
Poyee = good * PrOb(,C(TPL) = 0) = eXp(—P2 - TEL) (15)
where:
P,.04 = Prob(packet starts in good fafle= P(r(t) > Ry,) = exp(—p?) (16)

is the probability that a packet starts in the good statemHtb), it can be seen that the packet success
rate probability decreases with decreasing inter-artivaé of the deep fades due to the fact that deep
fading arrival are shorter but occur more frequently. In.Big, we show both the simulation results and
analytical results with different fade rates. As can be deam the figure, the simulation and analytical
results closely track one another. In particular, the paskecess rate decreases with increasing fade
rate. This explains the performance of Fig. 8, in which th&lR®f systems with either perfect CSI or

imperfect CSI decreases monotonically with increasing feates.

“We use "asymptotic level down-crossing” to mean the levebksing of a very low thresholdR, — 0) [37].
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