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Abstract

We show the finite metacyclic groups G(p, q) admit a class of projective resolutions
which are periodic of period 2q and which in addition possess the properties that a) the
differentials are 2×2 diagonal matrices; b) the Swan-Wall finiteness obstruction (cf [21],
[22]) vanishes. We obtain thereby a purely algebraic proof of Petrie’s Theorem ([16])
that G(p, q) has free period 2q.
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§0 : Introduction:
The metacyclic group G(p, q) = Cp o Cq is the semi-direct product of cyclic groups

where p is an odd prime, q is a divisor of p - 1 and where Cq acts on Cp via the natural
imbedding Cq ↪→ Aut(Cp). It is known that G(p, q) has cohomological period 2q and hence
(cf [21], [22]) the trivial module Z has a finitely generated projective resolution of period
2q over the integral group ring Λ = Z[G(p, q)]. In this paper we show that each G(p, q)
admits a projective resolution

∆∗ = (· · · → ∆2n+1
∂2n+1→ ∆2n

∂2n→ ∆2n−1
∂2n−1→ . . . · · · ∂2→ ∆1

∂1→ ∆0 → Z→ 0)

of diagonal type described by the following conditions (i) - (iii):

(i) ∆0 = Λ ;

(ii) for each k ≥ 1 ∆2k−1 = Λ⊕ Λ and ∆2k = P (k)⊕ Λ where P (k) is a
projective module of rank 1 over Λ;

(iii) for each k ≥ 2 the differential ∂k has the diagonal form ∂k =

(
∂+
k 0
0 ∂−k

)
.

Such a resolution is periodic of period 2q when P (k + mq) = P (k) and ∂±k+2mq = ∂±k
for all k,m ≥ 1; in addition it is said to be almost free when

q−1⊕
r=1

P (r) ∼= Λ(q−1) and P (q) ∼= Λ.

Theorem A: For any odd prime p and any divisor q of p - 1, the trivial module Z admits
an almost free resolution of diagonal type and period 2q over Λ = Z[G(p, q)].

In general, if the finite group G has cohomological period 2q then its free period is
2δq where δ is a positive integer which divides the order of the projective class group
K̃0(Z[G]). Moreover, there are cases known in which δ > 1; for example, certain generalised
quaternionic groups Q(8; p, q) (cf [1], [13], [14] ). However, Theorem A implies that in the
present case δ = 1; that is:

Theorem B : The group G(p, q) has free period 2q.
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The conclusion of Theorem B follows implicitly from the main theorem of Petrie’s paper
[16], where it is proved in a topological context by showing that a certain surgery obstruction
vanishes. By contrast, our proof is purely module theoretic.

In the proof of Theorem A the lower strand of the resolution is easily constructed, being
induced up from the standard resolution of Cq thus:

. . .Λ
y−1→ Λ

Σy→ Λ
y−1→ Λ

Σy→ Λ
y−1→ Λ

Σy→ Λ
y−1→ Λ

Σy→ . . .

By contrast, far more work is required to construct the upper strand

· · ·
∂+

2n+2→ Λ
∂+

2n+1→ P (n)
∂+

2n→ Λ
∂+

2n−1→ P (n− 1)
∂+

2n−2→ Λ
∂+

2n−3→ . . .

To do this we first describe Λ as a fibre product

Λ → Tq(A, π)

↓ ↓

Z[Cq] → Fp[Cq].

Here A is a ring of cyclotomic integers which ramifies completely over p ; π ∈ A is the
unique prime over p ; Tq(A, π) is the following quasi-triangular subring of Mq(A)

Tq(A, π) = {X = (xrs)1≤r,s≤n ∈Mq(A) | xrs ∈ (π) if r > s}.

We denote by R(i) the ith row of Tq(A, π) considered as a right Λ-module so that

Tq(A, π) ∼= R(1)⊕R(2)⊕ · · · ⊕R(q).

The obvious projections Λ→ Tq(A, π) and Tq(A, π)→ R(i) compose to give a surjection
pi : Λ→ R(i). In particular, each R(i) is monogenic †; that is, generated by a single element
over Λ. Defining K(i) = Ker(pi : Λ→ R(i)) we first show:

Theorem C : There exists an exact sequence of the following form

S(q) = ( 0 - R(1) -Λ -��� @@R

K(q)

Λ - R(q) - 0 )

We refer to S(q) as a basic sequence; it demonstrates the non-obvious fact that K(q) is also
monogenic. From the existence of S(q) we proceed to deduce:

Theorem D : For 1 ≤ i ≤ q − 1 there are exact sequences over Λ of the form

S(i) = ( 0 -R(i+ 1) -P (i) -��� @@R

K(i)

Λ - R(i) - 0 )

where P (2), . . . , P (q) are projective modules of rank 1 such that
⊕q

i=2 P (i) ∼= Λq−1.

† The referee points out that monogenic modules are frequently called cyclic modules.
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Splicing the segments S(i) together with S(q) gives the exact sequence which constitutes
the upper strand in Theorem A, namely:

0 - R(1) - Λ -��� @@R

K(q)

- Λ -

@@R ���

R(q)

P (q-1) -�
�� @@R

K(q − 1)

. . . . . . -��� @@R

K(2)

Λ -

@@R ���

R(2)

P (1) -��� @@R

K(1)

Λ - R(1) - 0.

The possibility of constructing such diagonal resolutions originates from the fact that the
augmentation ideal IG of G = G(p, q) decomposes as a direct sum

IG ∼= IC ⊕ [y − 1).

Here y is a generator of Cq and [y− 1) is the right ideal of Λ generated by y− 1 whilst IC is
the Galois module obtained from the action of Cq on the augmentation ideal IC of Cp; as we
shall see, IC is isomorphic to R(1). The existence of such a direct sum decomposition has
been known for many years (cf. the paper of Gruenberg and Roggenkamp [7]). However,
in the interests of clarity and completeness we give a direct proof (see §5 below).

Beyond Theorem A it is tempting to conjecture that each G(p, q) admits a diagonal
resolution with the additional property that each P (i) ∼= Λ. Such a resolution is called
strongly diagonal ; in fact our proof of Theorem D shows that the p-adic completion Λ̂
admits such a strongly diagonal resolution. In [10] the first named author showed the
existence of strongly diagonal resolutions in all the cases G(p, 2); that is, for the dihedral
groups of order 2p. For q ≥ 3, the task of constructing resolutions of this stronger type is
less straightforward. If the sequences S(1), . . . ,S(q - 1) could be modified to the form

S(i)′ = ( 0 -R(i+ 1) -Λ -��� @@R

K(i)

Λ - R(i) - 0 )

we could splice them together with S(q) to give an exact sequence of period 2q

0 - R(1) - Λ -��� @@R

K(q)

- Λ -

@@R ���

R(q)

Λ -��� @@R

K(q − 1)

Λ . . . Λ -��� @@R

K(2)

Λ -

@@R ���

R(2)

Λ -��� @@R

K(1)

Λ - R(1) - 0

to form the upper strand in a strongly diagonal resolution. This in turn would imply that
each K(i) is monogenic, a fact which is yet to be established in general.

Apart from the dihedral groups, strongly diagonal resolutions were previously known to
exist only for the groups G(5, 4) and G(7, 3), ([15], [19]), both cases being established by
direct calculation. Elsewhere [11] we shall establish the existence of S(1)′, . . . ,S(q − 1)′

for certain small values of p and q. In particular, we are able to show the existence of
strongly diagonal resolutions in the cases;

G(5, 4); G(7, 3), G(7, 6); G(11, 5), G(11, 10); G(13, 3), G(13, 4), G(13, 6);

G(17, 4); G(19, 3), G(19, 6), G(19, 9).

The authors wish to thank the referee whose careful attention to detail revealed a number
of notational inconsistencies.
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§1 : Some standard modules over Z[G(p, q)]
For each integer n ≥ 2 we denote by Cn the cyclic group Cn = 〈x | xn = 1〉. For

the remainder of this paper we fix an odd prime p, an integral divisor q of p− 1 and write
d = (p− 1)/q. Recalling that Aut(Cp) ∼= Cp−1 then there exists an element θ ∈ Aut(Cp)
such that ord(θ) = q. Taking y to be a generator of Cq and making a once and for all
choice of θ with order q, we construct the semi-direct product G(p, q) = Cp oh Cq where
h : Cq → Aut(Cp) is the homomorphism h(y) = θ. There is then a unique integer a in
the range 1 ≤ a ≤ p− 1 such that θ(x) = xa and G(p, q) then has the presentation

G(p, q) = 〈x, y | xp = yq = 1 ; yxy−1 = xa 〉.

The integer a will have a fixed meaning in what follows. We denote by Λ the integral
group ring Λ = Z[G(p, q)] and by i : Z[Cp] ↪→ Λ and j : Z[Cq] ↪→ Λ the respective
inclusions. Indecomposable lattices over Λ have been classified up to genus, though not
up to isomorphism, by Pu [17]. Here we shall need only a small selection from Pu’s list.
Depending on context, Z may denote the trivial module over any of the group rings Λ,
Z[Cp] or Z[Cq]. Moreover IC will denote the augmentation ideal of Z[Cp] and IQ the
augmentation ideal of Z[Cq]. Clearly IC is defined by the exact sequence of Z[Cp]-modules

0→ IC
ι
↪→ Z[Cp]

ε→ Z→ 0.

On dualising we get an exact sequence 0→ Z ε∗→ Z[Cp]
ι∗→ I∗C → 0 where ε∗(1) = Σx =

1 + x+ x2 + · · ·+ xp−1. It is a standard and easily verified fact that

(1.1) I∗C and IC are isomorphic as Z[Cp]-modules.

If i∗(−) denotes ‘extension of scalars’ from Z[Cp]-modules to Λ-modules then:

(1.2) i∗(IC) and i∗(I
∗
C) are isomorphic as Λ-modules.

As I∗C and IC are not actually identical we find it convenient to distinguish between them.
We identify the dual I∗C with the quotient Z[Cp]/(Σx). As (Σx) is a two-sided ideal in Z[Cp]
then I∗C is naturally a ring; indeed, putting ζ = exp(2πi/p) then:

(1.3) There is a ring isomorphism I∗C
∼= Z[ζ].

If M is a module over Z[Cp] then by a Galois structure on M we mean an additive auto-
morphism Θ : M → M such that Θq = IdM and Θ(m · x) = Θ(m) · θ(x) for all m ∈ M
where θ is our chosen automorphism of Cp. By a Galois lattice we shall mean a pair (M,Θ)
where M is a lattice over Z[Cp] and Θ is a Galois structure on M . The Galois lattice (M,Θ)
becomes a (right) lattice over Λ via the action

m · xrysb = Θ−s(m · xr).

Significant examples of Galois lattices arise from ideals of Z[Cp] which satisfy θ(J) = J .
For such an ideal J we put J = (J,ΘJ) where ΘJ is the restriction of θ to J . Thus

we obtain Galois lattices Z[Cp], IC and (x− 1)kIC (k ≥ 1). Similarly we denote by I∗C
the Galois lattice obtained from the dual of the augmentation ideal. Evidently I∗C is a

quotient I∗C = Z[Cp]/(Σx). This last module is fundamental in what follows and we note
the following properties which characterise it amongst Λ-modules.
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Proposition 1.4: Let M be a Λ-lattice satisfying the following three conditions:

(i) there exists µ ∈M such that µ · y = µ and M = spanZ{µ · xr | 0 ≤ r ≤ p− 1};
(ii) rkZ(M) = p− 1.

(iii) m · Σx = 0 for each m ∈M ;

Then M ∼=Λ I∗C and {µ · xr | 0 ≤ r ≤ p− 2} is a Z-basis for M .

Proof : We note that conditions (ii) and (iii) above are satisfied for I∗C . Let \ : Z[Cp]→ I∗C
be the natural mapping and put η = \(1). Then η · y = η and {η · xr | 0 ≤ r ≤ p − 2}
is a Z-basis for I∗C . Now suppose that M is a Λ-lattice satisfying conditions (i), (ii) and
(iii) and consider the homomorphism of abelian groups Ψ : I∗C → M defined on the basis
{η · xr | 0 ≤ r ≤ p − 1} by Ψ(η · xr) = µ · xr. As M = spanZ{µ · xr | 0 ≤ r ≤ p − 1}
then Ψ is necessarily surjective and as rkZ(I∗C) = rkZ(M) = p − 1 then Ψ is bijective
and {µ · xr | 0 ≤ r ≤ p − 2} is a Z-basis for M . Evidently Ψ is now an isomorphism of
Z[Cp]-modules. Moreover from the identities η · y = η and µ · y = µ it follows easily
that Ψ is also an isomorphism over Λ. 2

For any Galois lattice (M,Θ) there is an isomorphism of abelian groups

Ψ : Z[Cq]⊗ (M,Θ)
'−→ i∗(M) ( = M ⊗Z[Cp] Λ)

defined by taking Ψ(yb ⊗m) = Θ−b(m) ⊗ yb. It is straightforward to check that Ψ is
also a homomorphism of (right) Λ-modules. We obtain:

Proposition 1.5: Z[Cq]⊗ (M,Θ) ∼= i∗(M) for any Galois lattice (M,Θ).

Taking J = Z[Cp] and noting that i∗(Z[Cp]) = Λ we now see from (1.5) that :

(1.6) Z[Cq]⊗ Z[Cp] ∼= Λ.

In contrast to (1.1), I∗C is not isomorphic to IC and (x− 1)kIC is not, in general,
isomorphic to either I∗C or IC .

Let Z be a set with |Z| = q on which Ĉq = {1, θ, . . . , θq−1} acts transitively on the
left; for each z ∈ Z let F (z) be the free Z[Cp]-module of rank 1 with basis element [z] and
put F (Z) =

⊕
z∈Z F (z). Then F (Z) is a Galois module with Galois structure Θ where

Θ([z] · xr) = [θ∗(z)] · θ(xr)

and it is straightforward to see that, as Λ-modules, F (Z) ∼= Λ. More generally, suppose that

Z is a finite set on which Ĉq acts freely on the left and denote by Z = Z1
∐
. . . · · ·

∐
Zm

the partition of Z into disjoint orbits where each |Zi| = q. By the above, F (Zi) ∼= Λ for
each i so that F (Z) =

⊕m
i=1 F (Zi) ∼= Λm; that is:

(1.7) If Z is a finite set on which Ĉq acts freely with m orbits then F (Z) ∼= Λm.

We first prove:

Proposition 1.8 : IC ⊗ [Σy) ∼= Λd.

Proof : Note that i∗(IC⊗ [Σy)) ∼= IC⊗Z[Cp] ∼=
⊕p−1

e=1 F (e) where F (e) is the free mod-

ule of rank 1 over Z[Cp] on the basis element (xe - 1)⊗Σy. Now Ĉq = {Id, θ, θ2, . . . , θq−1}
acts freely on Z = {(xe − 1)⊗ Σy | 1 ≤ e ≤ p− 1}. via the action

θ∗((x
e − 1)⊗ Σy) = (θ(xe)− 1)⊗ Σy
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under which Z decomposes as a disjoint union Z1
∐
..........

∐
Zd of d = (p−1)

q cyclic

orbits. In the above notation, IC ⊗ [Σy) ∼=
d⊕
r=1

F (Zr) ∼= Λd. 2

Corollary 1.9 : IC ⊗ [y − 1) ∼= Λd(q−1).

Proof : The exact sequence 0→ [y − 1) → Λ → [Σy) → 0 gives an exact sequence

0→ IC ⊗ [y − 1) → IC ⊗ Λ → IC ⊗ [Σy) → 0.

As IC ⊗ [Σy) ∼= Λd this latter sequence splits. Hence IC ⊗ [y − 1)⊕ Λd ∼= Λp−1 so that
IC ⊗ [y − 1) is stably free of rank p − d − 1. As Λ satisfies the Eichler condition then, by
the Swan-Jacobinski Theorem IC ⊗ [y − 1) ∼= Λp−d−1. However p− d− 1 = d(q − 1)
and so IC ⊗ [y − 1) ∼= Λd(q−1) as claimed 2

For any Λ-lattices A, B, (A⊗B)∗ ∼= A∗ ⊗B∗. As Λ and [y − 1) are self-dual then:

Corollary 1.10: I∗C ⊗ [y − 1) ∼= Λd(q−1).

It is a standard consequence of Frobenius reciprocity that M ⊗ Λ ∼= Λm whenever M is a
Λ-lattice with rkZ(M) = m. In particular:

(1.11) I∗C ⊗ Λ ∼= Λ(p−1).

§2 : A fibre product decomposition for Z[G(p, q)]:

As is well known, Z[Cp] has a canonical fibre product decomposition

(2.1)

Z[Cp] → I∗C

ε ↓ ↓

Z → Fp
where ε : Z[Cp] → Z is the augmentation map and Fp is the field with p elements. To
proceed, we briefly recall the cyclic algebra construction. Thus let S denote a commutative
ring and θ : S → S a ring automorphism of finite order dividing q; in particular, θ satisfies
the identity θq = Id. The cyclic ring Cq(S, θ) is then the (two-sided) free S-module

Cq(S, θ) = S 1
·
+ Sy . . .

·
+ Syn−1

of rank q with basis {1,y, . . . yq−1} and with multiplication determined by the relations

yq = 1 ; yξ = θ(ξ)y (ξ ∈ S).

So defined, Cq(S, θ) is an extension ring of S. In the fibre product (2.1) θ induces a ring
automorphism of order q on Z[Cp]. As θ fixes Σx then θ induces a ring automorphism on
the quotient I∗C = Z[Cp]/(Σx). Likewise the augmentation ideal IC is stable under θ and
θ induces the identity automorphism both on the quotient Z = Z[Cp]/IC and Fp. As the
homomorphisms in (2.1) are equivariant with respect to these ring automorphisms we may
apply the cyclic algebra construction Cq(−, θ) to (2.1). Identifying Cq(Z[Cp] = Z(G(p, q),

6



Cq(Z) = Z[Cq], Cq(Fp) = Fp[Cq] we obtain a fibre product

(2.2)

Z[G(p, q)] → Cq(I∗C , θ)

↓ ↓

Z[Cq] → Fp[Cq].

To proceed to a more tractable description of Cq(I∗, θ) we first make the identification
Cq(I∗, θ)⊗Q ∼= Cq(Q(ζ), θ) where, as above, ζ is a primitive pth root of unity. We note ([2],
Lemma 3) that p = (ζ − 1)p−1u for some unit u ∈ Z(ζ)∗. In particular:

(2.3) p ramifies completely in Z(ζ).

Applying −⊗Q to (2.2) we see that Q[G(p, q)] ∼= Q[Cq] × Cq(Q(ζ), θ) as Fp[Cq]⊗Q = 0.
Thus Cq(Q(ζ), θ) is a semisimple Q-algebra. Moreover the centre Z(Cq(Q(ζ), θ)) is a field,
namely the subfield Q(ζ)θ of Q(ζ) fixed by θ; hence:

(2.4) Cq(Q(ζ), θ) is a simple Q-algebra.

§3 : A quasi-triangular representation of G(p, q) :
If B is commutative ring and I �B is an ideal we denote by

Tq(B, I) = {X = (xrs)1≤r,s≤n ∈Mq(B) | xrs ∈ I if r > s}

the ring of upper quasi-triangular matrices over B relative to I; when I = {0} then
Tq(B, {0}) = Tq(B) is simply the ring of upper triangular matrices over B. We denote
by Uq(B, I), Uq(B) the corresponding unit groups. Under the induced homomorphism
\ : Mq(B)→Mq(B/I) we have

(3.1) Tq(B, I) = \−1(Tq((B/I))

Likewise from the induced map on unit groups \ : GLq(B)→ GLq(B/I) we see

(3.2) Uq(B, I) = \−1(Uq(B/I)).

Note that θ acts on Z(ζ) via the isomorphism Gal(Q(ζ)/Q) ∼= Cp−1. Let A = Z[ζ]θ

denote the subring fixed by θ. Putting π = (ζ − 1)q, it follows from (2.3) that:

(3.3) p ramifies completely in A and π is the unique prime in A over p.

We shall show that Cq(I∗, θ) ∼= Tq(A, π). This may be regarded as a concrete form of
Rosen’s Theorem [20]. Whilst this isomorphism is known in principle (cf p.358 of [18]), for
the purpose of calculation it is necessary to give an explicit description. To this end observe
that {1, ζ, . . . , ζq−1} is an A-basis for Z(ζ). On writing successively

ζ = (ζ − 1) + 1

ζ2 = (ζ − 1)2 + 2(ζ − 1) + 1

ζr = (ζ − 1)r −
∑r−1

k=0(−1)r−k
(
r
k

)
ζk

we may make a sequence of elementary basis transformations to show that:

(3.4) {(ζ − 1)q−1, (ζ − 1)q−2, . . . , (ζ − 1), 1} is an A-basis for Z(ζ).
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G(p, q) acts on the right of Z(ζ) by Z · (xrys) = θ−s(Z · ζ−r). Via the basis of (3.4),
this action gives a representation λ : G(p, q)→ GLq(A) where λ(x−1) is given by

λ(x−1)[(ζ − 1)r] =


(ζ − 1)r+1 + (ζ − 1)r 1 ≤ r ≤ q − 2

π + (ζ − 1)q−1 r = q − 1.

Hence the matrix of λ(x−1) takes the quasi-triangular form

λ(x−1) =



1 1 0 0 . . . 0 0
0 1 1 0 . . . 0 0

. . .
. . .

. . .

0 0 0 0 . . . 1 1
π 0 0 0 . . . 0 1


As x−1 generates Cp, the restriction of λ to Cp is also quasi-triangular; that is:

(3.5) λ(Cp) ⊂ Uq(A, π).

It follows that the full representation λ : G(p, q)→ GLq(A) is also quasi-triangular. To see
this, let X ∈Mq(A) be an upper triangular matrix; we say that X is unitriangular when in
addition Xii = 1 for all i. A unitriangular matrix X will be called a generalized Jordan
block when in addition Xij 6= 0⇐⇒ j = i or j = i+ 1. The following is straightforward.

Proposition 3.6 : Let A be a commutative integral domain, let X,Z ∈Mq(A) be unitri-
angular matrices and suppose that Y ∈Mq(A) satisfies XY = Y Z; if X is a generalized
Jordan block then Y is upper triangular.

Let \ : GLq(A) → GLq(A/π) denote the canonical homomorphism. The above expression
for λ(x−1) shows that \ ◦ λ(x−1) is a generalized Jordan block. Hence for all r, \ ◦ λ(xr) is
unitriangular. Writing θ(x) = xt then x · y−1 = y−1xt so that

\ ◦ λ(x) \ ◦ λ(y−1) = \ ◦ λ(y−1) \ ◦ λ(xt).

Taking X = \◦λ(x), Y = \◦λ(y−1) and Z = \◦λ(xt) in (3.6) shows that \◦λ(y−1) is upper
triangular. As y−1 generates Cq then Im(\ ◦ λ) ⊂ Uq(A/π) = \−1(Uq(A/π)); thus:

Theorem 3.7 : λ(G(p, q) ⊂ Uq(A, π).

Consequently λ induces a ring homomorphism λ∗ : Z[G(p, q)] −→ Tq(A, π). Noting that
λ∗(Σx) = 0 then λ∗ induces ring homomorphisms

λ̂∗ : Cq(I∗, θ) → Tq(A, π) ; λ̂∗ ⊗ Id : Cq(Q(ζ), θ) → Mq(A⊗Q).

As Cq(Q(ζ), θ) is a simple Q-algebra then λ̂∗ ⊗ Id : Cq(Q(ζ), θ) → Mq(A⊗Q) is injective
and hence also:

(3.8) λ̂∗ : Cq(I∗, θ) → Tq(A, π) is injective.
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In fact λ∗ is also surjective. To see this, suppose that C, T are both orders in the same finite
dimensional semisimple Q-algebra and that λ : C → T is an injective ring homomorphism.
As C, T both have the same Z-rank it follows that λ(C) has finite index δ in T . Furthermore
δ is determined by the relation Disc(T ) = δ2Disc(C) between discriminants. In our
case, taking C = Cq(I∗, θ) and T = Tq(A, π), one may calculate (cf [18] Chapter 2) that:

(3.9) Disc(Cq(I∗, θ)) = ± Disc(Tq(A, π)) = ± πq(q−1)qq
2
.

In consequence, δ = 1. Thus as previously claimed λ̂∗ is surjective; hence:

Theorem 3.10 : λ̂∗ : Cq(I∗, θ) → Tq(A, π) is a ring isomorphism.

We may now re-interpret (2.2) as a fibre square of the form

(3.11)

Z[G(p, q)] → Tq(A, π)

↓ ↓

Z[Cq] → Fp[Cq]

We note that Cq(I∗C , θ) is simply another description of the induced module i∗(I
∗
C). As

Tq(A, π) ∼= Cq(I∗C , θ) it follows from (1.2) that:

(3.12) i∗(IC) ∼= i∗(I
∗
C) ∼= Tq(A, π).

Whilst the quasi-triangularity of λ∗(x
−1) is evident by construction, that of λ∗(y

−1) is known
only implicitly from (3.7). To complete our account we elicit some explicit information on
the form of λ∗(y

−1). For 0 ≤ k ≤ q − 2 define

U(k) = spanA{(ζ − 1)r | k + 1 ≤ r ≤ q − 1}

and put U(k) = 0 for q − 1 ≤ k . Recalling that (ζ − 1)q ∈ (π) it is straightforward
to check that :

(3.13) U(k)U(l) ⊂ U(k + l + 1) + (π).

We now consider the Galois action given by Θ(ζ) = ζa.

Proposition 3.14 : For each k , 1 ≤ k ≤ q − 1 there are elements υ(k) ∈ U(k) and
π(k) ∈ (π) such that Θ[(ζ − 1)k] = ak(ζ − 1)k + υ(k) + π(k).

Proof : Observe that Θ(ζ − 1) = Θ(ζ) − 1 = ζa − 1 and that

ζa − 1 = ((ζ − 1) + 1)a − 1

= a(ζ − 1) +

a∑
s=2

(a
s

)
(ζ − 1)s.

Let P(k) be the statement for Θ[(ζ − 1)k]. Then P(1) is verified on putting

υ(1) =
a∑
s=2

(a
s

)
(ζ − 1)s and π(1) = 0.

Suppose P(r) is true for 1 ≤ r ≤ k where k < q − 1. As Θ is a ring homomorphism then
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Θ[(ζ − 1)k+1] = Θ(ζ − 1) ·Θ[(ζ − 1)k]

= [a(ζ − 1) + υ(1)] ·
[
ak(ζ − 1)k + υ(k) + π(k)

]
= ak+1(ζ − 1)k+1 + Υ + Ψ

where


Υ = akυ(1)(ζ − 1)k + a(ζ − 1)υ(k) + υ(1)υ(k)

Ψ = [a(ζ − 1) + υ(1)]π(k).

Clearly Ψ ∈ (π) whilst Υ ∈ U(k + 1) + (π) by (3.13). Thus for some υ(k + 1) ∈ U(k + 1)
and π(k + 1) ∈ (π) we have

Υ + Ψ = υ(k + 1) + π(k + 1).

Hence Θ[(ζ − 1)k+1] = ak+1(ζ − 1)k+1 + υ(k + 1) + π(k + 1) verifying P(k + 1). 2

Any Y ∈Mq(A, π) can be written uniquely as a sum

(3.15) Y = ∆(Y ) + U(Y ) + L(Y )

where ∆(Y ) is diagonal, U(Y ) is strictly upper triangular and L(Y ) is strictly lower trian-
gular. Moreover, as Y ∈ Tq(A, π) then L(Y ) = πL′(Y ) for some strictly lower triangular
matrix L′(Y ). If µ0, µ1, · · ·µq−1 ∈ A we denote by ∆(µq−1, . . . , µ0) the diagonal q×q matrix

∆(µq−1, . . . , µ0) =


µq−1

µq−2

. . .

µ1

µ0


It follows from (3.15) that, with respect to the basis {(ζ − 1)q−k}1≤k≤qfor I∗C , the matrix
M(Θ) of Θ takes the form M(Θ) = ∆(aq−1, aq−2, . . . , a, 1) + U + Π where U is a
strictly upper triangular and Π = π ·X for some X ∈Mq(A). Let X = ∆′ + U ′ + L′ be
the decomposition of X given in (3.15) and write ∆′ = ∆(ξq−1, ξq−2, . . . , ξ1, ξ0) for some
ξi ∈ A. Writing U(Θ) = U + πU ′ and L(Θ) = πL′ we see that with respect to the
basis {(ζ − 1)q−k}1≤k≤q for I∗C , the matrix M(Θ) takes the form

(3.16) M(Θ) = ∆(aq−1 + πξq−1, a
q−2 + πξq−2, . . . , a+ πξ1, 1 + πξ0) + U(Θ) + L(Θ)

where U(Θ) is strictly upper triangular and L(Θ) is strictly lower triangular. Denoting by
M(Θ) the reduction of M(Θ) mod π we see that:

M(θ) =


aq−1 ∗ ∗ ∗ ∗ ∗

aq−2 ∗ ∗ ∗ ∗
. . .

a1 ∗
1

 .
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As a−r = aq−r mod q then:

(3.17) M(θ−1) =


a ∗ ∗ ∗ ∗ ∗

a2 ∗ ∗ ∗ ∗
. . .

aq−1 ∗
1

 .

§4 : Properties of the modules R(i):
We decompose Tq(A, π) as direct sum of right Λ-modules thus

(4.1) Tq(A, π) ∼= R(1)⊕R(2)⊕ · · · ⊕R(q)

where R(i) is the ith row of Tq(A, π). Each R(i) is free over A with rkA(R(i)) = q. However
there is an isomorphism

(4.2) Tq(A, π)⊗A A/π ∼= Tq(A/π)

under which R(i) descends to R̆(i), the ith-row of Tq(A/π). The modules R̆(i) are pairwise
isomorphically distinct over Tq(A/π) as rkA/π[R̆(i)] = q + 1− i. Hence:

(4.3) R(i) ∼=Λ R(j) ⇐⇒ i = j.

We proceed to study the duality properties of the R(i). Fix the following notation

Tq = Tq(A, π) ; R(i) = ith row of Tq ; C(j) = jth column of Tq.

Then R(i), C(j) are respectively right and left ideals in Tq. Define Q = (qij) ∈Mq(A) by

qij =


1 i+ j = q + 1

0 otherwise

Clearly Q = Qt = Q−1. Define θ : Tq → Tq by θ(A) = QAtQ. Then θ is an
anti-involution on Tq which takes a left ideal J to a right ideal θ(J); in particular:

(4.4) θ(C(k)) = R(q + 1− k).

If M is a right Tq-module then HomTq(M, Tq) is a left Tq-module. In particular:

(4.5) HomTq(R(k), Tq) ∼= C(k).

We use θ to convert a left Tq-module M to a right Tq-module θM by means of

m ∗ α = θ(α)m

where m ∈ M and α ∈ Tq. Note that if J is a left ideal in Tq then θ(J) is a right ideal in
Tq; moreover, we see that θ induces an isomorphism of right Tq-modules

θ : θJ
'−→ θ(J).

If M is a right module its dual module M∗, defined by M∗ = θHomTq(M, Tq), is also a
right module. It follows from (4.4) and (4.5) that:

(4.6) R(k)∗ ∼= R(q + 1− k).

Choose a ∈ {1, 2, . . . , p − 1} to satisfy θ(x) = xa ( = yxy−1). Then yq − 1 factorises
completely over Fp as yq − 1 = (y − 1)(y − a)(y − a2) . . . (y − aq−1). Hence
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(4.7) Fp[Cq] ∼= Fp(a)× Fp(a2)× · · · × Fp(aq−1)× Fp(1)

where Fp(ak) is the 1-dimensional Fp[Cq]-module on which y acts by y · z = akz..

Proposition 4.8: There is an exact sequence 0→ R(1) ↪→ R(q)→ Fp(1)→ 0.

Proof : Consider the q × q matrix Γ = λ(x−1 − 1) so that

Γ =



0 1 0 0 . . . 0 0
0 0 1 0 . . . 0 0
...

...
...

...
...

...
0 0 0 0 . . . 1 0
0 0 0 0 . . . 0 1
π 0 0 0 . . . 0 0


Then Γq = π · Iq. Define Γ∗ : Tq(A, π) → Tq(A, π) by Γ∗(β) = Γ · β. Then Γ∗
is a homomorphism of right Tq(A, π) modules and is evidently injective as π is a nonzero
element of the integral domain I∗C . Write a typical element β ∈ R(1) as

β =



b1 b2 . . . bq−1 bq
0 0 . . . 0 0
...

...
...

...
0 0 . . . 0 0
0 0 . . . 0 0
0 0 . . . 0 0


so that Γ∗(β) =



0 0 . . . 0 0
0 0 . . . 0 0
...

...
...

...
0 0 . . . 0 0
0 0 . . . 0 0
πb1 πb2 . . . πbq−1 πbq


.

Thus R(1) ∼= Γ∗(R(1)) ⊂ R(q). However, a typical element γ ∈ R(q) has the form

γ =


0 0 . . . 0 0
0 0 . . . 0 0
...

...
...

...
0 0 . . . 0 0
πc1 πc2 . . . πcq−1 cq

 ∈ R(q)

which differs from an element of Γ∗(R(1)) only in the (q, q)th entry. As abelian groups,
R(q)/Γ∗(R(1)) ∼= A/π ∼= Fp. Finally, from the form of λ(y−1) ∈ Tq(A/π),

λ(y−1) =



a ∗ ∗ ∗ ∗ ∗
a2 ∗ ∗ ∗ ∗

a3 ∗ ∗ ∗
. . .

aq−1 ∗
1


y acts trivially on the right of the (q, q)th entry. Thus, R(q)/Γ∗(R(1)) ∼=Λ Fp(1). Hence,

as claimed, we have an exact sequence of Λ-modules 0→ R(1)
Γ∗
↪→ R(q)→ Fp(1)→ 0. 2

In the remaining cases we have :
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Proposition 4.9: For 1 ≤ k ≤ q − 1 there are exact sequences of Λ-modules

0→ R(k + 1) ↪→ R(k)→ Fp(ak)→ 0.

Proof : First note that Γ∗(R(k + 1)) ⊂ R(k) for 1 ≤ k ≤ q − 1.

To make this statement precise consider a typical element

β =



0 . . . 0 0 0 0 . . . 0
...

...
...

...
...

...
0 . . . 0 0 0 0 . . . 0
0 . . . 0 0 0 0 . . . 0
πb1 . . . πbk−1 πbk bk+1 bk+2 . . . bq

...
...

...
...

...
...

0 . . . 0 0 0 0 . . . 0


∈ R(k + 1).

Then

Γ∗(β) =



0 . . . 0 0 0 0 . . . 0
...

...
...

...
...

...
0 . . . 0 0 0 0 . . . 0
πb1 . . . πbk−1 πbk bk+1 bk+2 . . . bq
0 . . . 0 0 0 0 . . . 0
...

...
...

...
...

...
0 . . . 0 0 0 0 . . . 0


∈ R(k).

Thus R(k + 1) ∼= Γ∗(R(k + 1)) ⊂ R(k). A typical element γ ∈ R(k) has the form

γ =



0 . . . 0 0 0 0 . . . 0
...

...
...

...
...

...
0 . . . 0 0 0 0 . . . 0
πc1 . . . πck−1 ck ck+1 ck+2 . . . cq
0 . . . 0 0 0 0 . . . 0
0 . . . 0 0 0 0 . . . 0
...

...
...

...
...

...
0 . . . 0 0 0 0 . . . 0


∈ R(k)

which differs from a typical element of Γ∗(R(k+1)) only in the (k, k)th entry, showing that,
as abelian groups, R(k)/Γ∗(R(k + 1)) ∼= A/π ∼= Fp. Finally, from (3.17) the reduction
λ(y−1) ∈ Tq(A/π) takes the form

λ(y−1) =



a ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
a2 ∗ ∗ ∗ ∗ ∗ ∗ ∗

. . .

ak ∗ ∗ ∗ ∗
. . .

aq−1 ∗
1
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Hence in the right action in the quotient, y acts on the (k, k)th entry as multiplication by
ak. Thus, as Λ-modules, R(k)/Γ∗(R(k + 1)) ∼= Fp(ak) so, as claimed, we get an exact

sequence 0→ R(k + 1)
Γ∗
↪→ R(k)→ Fp(ak)→ 0. 2

It is useful to describe R(1) and R(q) as Galois modules. One first checks that R(q) satisfies
conditions (i), (ii) and (iii) of (1.4). In particular µ = (0, 0, . . . , 0, 1) ∈ R(q) satisfies
µ · y = µ. Thus it follows from (1.4) that:

Proposition 4.10 : R(q) ∼= I∗C .

It is straightforward to see that I∗C
∼= (IC)∗. From (4.6) and (4.10) it follows that:

(4.11) R(1) ∼= IC .

§5: Decomposing the augmentation ideal of Λ :

The collection {Er}1≤r≤pq−1 is an integral basis for IG where
E(k−1)p+s = ykxs − 1 for 1 ≤ k ≤ q − 1 and 1 ≤ s ≤ p.

E(q−1)p+s = xs − 1 for 1 ≤ s ≤ p− 1.

Make the change of basis to {Φr}1≤r≤pq−1 where
Φ(k−1)p+s = E(k−1)p+s − E(q−1)p+s for 1 ≤ k ≤ q − 1 and 1 ≤ s ≤ p− 1;

Φkp = Ekp for 1 ≤ k ≤ q − 1;

Φ(q−1)p+s = E(q−1)p+s for 1 ≤ s ≤ p− 1.

Then {Φr}1≤r≤p(q−1) is an integral basis for the right ideal [y − 1) as
Φ(k−1)p+s = (yk − 1)xs for 1 ≤ k ≤ q − 1 and 1 ≤ s ≤ p− 1

Φkp = yk − 1 for 1 ≤ k ≤ q − 1.

As this extends to an integral basis for IG is follows that IG/[y − 1) is free over Z.
Moreover if \ : IG → IG/[y − 1) is the identification map then

(5.1) \(Φ(q−1)p+s)1≤s≤p−1 is an integral basis for IG/[y − 1) .

However \(Φ(q−1)p+s) = \(xs − 1) from which we see easily that IG/[y − 1) is isomorphic
to IC as a module over Z[Cp]. Computing the action of y−1 on IG we find

(xs − 1) · y−1 = xsy−1 − y−1

= yq−1(xθ∗(s) − 1)

= (yq−1 − 1)(xθ∗(s) − 1) + (xθ∗(s) − 1)

Write Xs − 1 = \(xs − 1) so that (Xs − 1)1≤s≤p−1 is an integral basis for IG/[y − 1) .
Observing that (yq−1 − 1)(xθ∗(s) − 1) ∈ [y − 1) the above calculation thereby shows

(Xs − 1) · y−1 = Xθ∗(s) − 1
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which coincides with the Galois action on IC . Thus IG/[y− 1) ∼= IC and we have shown

(5.2) There exists an exact sequence 0→ [y − 1)→ IG → IC → 0.

We proceed to show that the exact sequence of (5.2) splits. To economise on notation
we use boldface symbols Hom, Extk when describing homomorphisms and extensions of
Λ-modules and standard Roman font, Hom and Extk, when referring to homomorphisms
and extensions of modules over Z[Cp]. First note that

(5.3) Extk(Z, IC) ∼=


Z/p k = 1

0 k = 2.

Any Z[Cq]-module becomes a module over Λ via the projection Λ → Z[Cq]. Thus:

Proposition 5.4: Ext1(Z[Cq], R(k)) ∼= Z/p for all k (1 ≤ k ≤ q).

Proof : Let i denote the inclusion i : Z[Cp] ↪→ Λ. Applying the induced representation
functor i∗ to the exact sequence 0→ IC → Z[Cp]→ Z→ 0 gives an exact sequence

(*) 0→ i∗(IC)→ Λ→ Z[Cq]→ 0.

Now i∗(IC) ∼=
⊕q

t=1 R(t) so that (*) can be re-written as an extension

(**) 0→
⊕q

t=1 R(t)→ Λ→ Z[Cq]→ 0

which is classified by cohomology classes c = (ct)1≤t≤q where ct ∈ Ext1(Z[Cq], R(t)). If
Ext1(Z[Cq], R(k)) = 0 then Λ decomposes as a direct sum Λ ∼= R(k) ⊕ X where the
module X occurs in the extension

0→
⊕

t6=k R(t)→ X → Z[Cq]→ 0

classified by the sequence (ct)t6=k. However Λ, being the integral group ring of a fi-
nite group, is indecomposable (cf [4] p.678). Consequently each ck 6= 0 and hence each
Ext1(Z[Cq], R(k)) 6= 0. Now note that i∗(Z[Cq]) ∼= Zq ; from the Eckmann-Shapiro
isomorphism Ext1(Z[Cq], i∗(IC)) ∼= Ext1(i∗(Z[Cq]), IC) and (5.3) we see that

Ext1(Z[Cq], i∗(IC)) ∼= Ext1(Z, IC)q ∼= Z/p⊕ · · · ⊕ Z/p︸ ︷︷ ︸
q

.

As above, i∗(IC) ∼=
⊕q

k=1R(k). Hence
⊕q

k=1 Ext1(Z[Cq], R(k)) ∼= Z/p⊕ · · · ⊕ Z/p︸ ︷︷ ︸
q

. As

Ext1(Z[Cq], R(k)) 6= 0 then each Ext1(Z[Cq], R(k)) ∼= Z/p as claimed. 2

From the Eckmann-Shapiro isomorphism Ext2(Z, i∗(IC)) ∼= Ext2(Z, IC) we see from
(5.3) that Ext2(Z, i∗(IC)) = 0. However

q⊕
k=1

Ext2(Z, R(k)) ∼= Ext2(Z,
q⊕

k=1

R(k)) ∼= Ext2(Z, i∗(IC))

from which it follows that:

(5.5) Ext2(Z, R(k)) = 0 for all k (1 ≤ k ≤ q).

Now Hom(i∗(IQ), IC) ∼= Hom(Z, IC)(q) = 0. From the Eckmann-Shapiro isomorphism
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Hom(IQ, i∗(IC)) ∼= Hom(i∗(IQ), IC) we see that Hom(IQ, i∗(IC)) ∼= 0. Hence

(5.6) Hom(IQ, R(k)) = 0 for all k (1 ≤ k ≤ q).

As Z[Cp] is indecomposable, from the exact sequence 0 → IC → Z[Cp] → Z → 0 it
follows that Ext1(Z, IC)) 6= 0. As IC ∼= R(1) then Ext1(Z, R(1)) 6= 0. However,
Ext1(Z, i∗(IC)) ∼= Ext1(i∗(Z), IC) ∼= Ext1(Z, IC) ∼= Z/p so that⊕q

k=1 Ext1(Z, R(k)) ∼= Z/p.

As Ext1(Z, R(1)) 6= 0 it follows that:

(5.7) Ext1(Z, R(k)) ∼=


Z/p k = 1

0 k 6= 1.

Applying Hom(−, R(k)) to the exact sequence 0 → IQ → Z[Cq] → Z → 0 we obtain a
long exact sequence in cohomology, from which, in conjunction with (5.4), (5.5) and (5.6),
we extract the following portion:

Hom(IQ, R(k)) → Ext1(Z, R(k)) → Ext1(Z[Cq], R(k)) → Ext1(IQ, R(k)) → Ext2(Z, R(k))

| | | | | | | | | |

0 → Ext1(Z, R(k)) → Z/p → Ext1(IQ, R(k)) → 0.

In the case k = 1 then Ext1(Z, R(1)) ∼= Z/p so that Ext1(IQ, R(1)) = 0 whilst if
k 6= 1 then Ext1(Z, R(k)) = 0 so that Ext1(IQ, R(k)) ∼= Z/p; that is:

(5.8) Ext1(IQ, R(k)) ∼=


0 k = 1

Z/p k 6= 1.

Theorem 5.9 : IG decomposes as a direct sum IG ∼= IC ⊕ Y for some Λ-module Y .

Proof : First consider the exact sequence 0→ IC → Z[Cp]→ Z→ 0. By taking induced

representations we obtain an exact sequence 0 → i∗(IC) −→ Λ
p−→ Z[Cq] → 0. As

i∗(IC) ∼=
⊕q

k=1R(k) and p−1(IQ) = IG we obtain an exact sequence

0 −→
q⊕

k=1

R(k) −→ IG
p−→ IQ −→ 0

classified by a sequence of cohomology classes c = (c1, c2, . . . , cq) where ck ∈ Ext1(IQ, R(k)).
As c1 ∈ Ext1(IQ, R(1)) = 0 then IG ∼= R(1)⊕ Y where Y is given as the extension

0 −→
⊕

k 6=1 R(k) −→ Y
p−→ IQ −→ 0

classified by (c2, . . . , cq). The conclusion follows as R(1) ∼= IC . 2

As above we continue to use boldface symbols Hom, Exta when describing homomorphisms
and extensions of Λ-modules but we now use italics Hom, Exta when referring to homomor-
phisms and extensions of modules over Z[Cq]. Let j : Z[Cq] ↪→ Λ denote the inclusion; we
note that [y−1) = j∗(IQ) and j∗(IC) ∼= Zp−1; thus Hom([y−1), IC)) ∼= Hom(IQ,Zp−1)
However Hom(IQ,Z) = 0 so that we have:
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(5.10) Hom([y − 1), IC)) = 0

Corollary 5.11: The exact sequence of (5.2) splits.

Proof : It suffices to construct a right splitting of (5.2); that is, a Λ-homomorphism
s : IG/[y − 1) → IG such that \ ◦ s = Id where, as above, \ : IG → IG/[y − 1) is the
identification map. We first show that the isomorphism IG ∼= Y ⊕ IC of (5.9) implies
that Y ∼= [y − 1). Thus let ϕ : IG → Y ⊕ IC be the isomorphism of (5.9) and let ψ denote
the projection ψ : [y − 1) ⊕ IC → IC . The restriction ψ ◦ ϕ| [y−1) : [y − 1) → IC is
necessarily zero by (5.10). Hence ϕ restricts to an injection

ϕ| [y−1) : [y − 1) → Y

and induces an isomorphism ϕ∗ : IG/[y − 1) → (Y/ϕ([y − 1)) ⊕ IC . Clearly we have
rkZ([y − 1)) = rkZ(Y )) = p(q − 1), from which it follows that Y/ϕ([y − 1)) is finite.

However, IG/[y − 1) is torsion free so that Y/ϕ([y − 1)) = 0 and ϕ : [y − 1)
'−→ Y

is the required isomorphism. Consequently [y − 1) ⊕ IC ∼= IG. As IC ∼= IG/[y − 1) it
follows that there is an isomorphism h : [y − 1) ⊕ IG/[y − 1) → IG. As Coker(\) ∼= IC ,
it follows, again from (5.10), that h([y − 1)) ⊂ Ker(\) = [y − 1). As h injective then
Ker(\)/h([y − 1)) is finite. However, the quotient ([y − 1) ⊕ IG/[y − 1)) /[y − 1) ∼= IC
is torsion free, so that h([y−1)) = Ker(\). Thus IG decomposes as the internal direct sum
IG = Ker(\) +̇ h(IG/[y − 1)). Take σ to be the restriction of \ ◦ h to IG/[y − 1). Then

σ = \ ◦ h : IG/[y − 1)
'−→ IG/[y − 1) is an isomorphism and s = h ◦ σ−1 : IG/[y − 1)→ IG

is the required right splitting of (5.2). 2

Corollary 5.12: IG decomposes as a direct sum IG ∼= [y − 1) ⊕ IC .

§6 : Proof of Theorem C :
It follows from (5.12) that there is an exact sequence 0→ IC ⊕ [y − 1)→ Λ→ Z→ 0.

Applying I∗C ⊗− we obtain an exact sequence

0→ (I∗C ⊗ IC)⊕ (I∗C ⊗ [y − 1)) → I∗C ⊗ Λ → I∗C ⊗ Z → 0

which, by (1.10), (1.11) we may write more conveniently as

(6.1) 0→ (I∗C ⊗ IC)⊕ Λd(q−1) → Λp−1 → I∗C → 0.

As Λd(q−1) and I∗C ⊗ IC are self-dual, then dualisation of (6.1) gives an exact sequence

(6.2) 0→ IC → Λp−1 → (I∗C ⊗ IC)⊕ Λd(q−1) → 0.

Splicing (6.1) and (6.2) together gives an exact sequence

(6.3) 0→ IC −→ Λ(p−1) −→ Λ(p−1) −→ I∗C → 0

However, I∗C is monogenic and finitely presented so there is an exact sequence

(6.4) 0→ K −→ Λb −→ Λ −→ I∗C → 0

Comparison of (6.3) and (6.4) via the generalised form of Schanuel’s Lemma (cf [21]) gives

(6.5) IC ⊕ Λp+b−1 ∼= K ⊕ Λp

We may modify (6.4) successively, first to an exact sequence

(6.6) 0→ K ⊕ Λp −→ Λp+b −→ Λ −→ I∗C → 0
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Then, using (6.5), to an exact sequence

(6.7) 0→ IC ⊕ Λp+b−1 j−→ Λp+b −→ Λ −→ I∗C → 0

Finally to an exact sequence

(6.8) 0→ IC −→ S −→ Λ −→ I∗C → 0

where S = Λp+b/j(Λp+b−1). It follows from the ‘de-stabilisation theorem’ of [9] (Prop.
5.17, p. 97) that S is projective. Moreover, from the exact sequence

0→ Λp+b−1 j→ Λp+b → S → 0

we see that S ⊕ Λp+b−1 ∼= Λp+b. That is, S is stably free of rank 1. However, Λ satisfies
the Eichler condition so that, by the Swan-Jacobinski Theorem ([5] §51),

S ∼= Λ.

Substitution of S ∼= Λ back into (6.8) gives the required basic sequence for Λ.

(6.9) 0 - IC - Λ -��� @@R

K(q)

Λ � I∗C
- 0.

where K(q) is the kernel of the surjection Λ � I∗C , so proving Theorem C. 2

§7: Some cohomological considerations :
We continue to write Exta (resp. Exta) when referring to extensions of modules over Λ

(resp. Z[Cp]). Observe that i∗(I
∗
C) ∼= Tq ∼=

⊕q
r=1R(r) and i∗(R(r)) ∼= I∗C . From the first

Eckmann-Shapiro relation we obtain:

Ext2(Tq, Tq) ∼=
q⊕
r=1

Ext2(i∗(I
∗
C), R(r))

∼=
q⊕
r=1

Ext2(I∗C , i
∗(R(r))

∼=
q⊕
r=1

Ext2(I∗C , I
∗
C)

Noting that Ext2(I∗C , I
∗
C) ∼= Z/p then Ext2(Tq, Tq) ∼= Z/p⊕ · · · ⊕ Z/p︸ ︷︷ ︸

q

. Likewise

from the second Eckmann-Shapiro relation we deduce that

Ext2(R(r), Tq) ∼= Ext2(R(r), i∗(I
∗
C)

∼= Ext2(i∗(R(r), I∗C)
∼= Ext2(I∗C , I

∗
C).

Hence we see that Ext2(R(r), Tq) ∼= Z/p. Writing Tq ∼=
⊕q

s=1R(s) we have
q⊕
s=1

Ext2(R(r), R(s)) ∼= Z/p. As Z/p is indecomposable then for each r ∈ {1, . . . , q} there

exists σ(r) ∈ {1, . . . , q} such that:

(7.1) Ext2(R(r), R(s)) ∼=


Z/p s = σ(r)

0 s 6= σ(r).
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The correspondence i 7→ σ(i) evidently defines a mapping σ : {1, . . . , q} → {1, . . . , q}. As
R(1) ∼= IC and R(q) ∼= I∗C it follows from (6.9) that σ(q) = 1. We claim that the mapping
σ : {1, . . . , q} → {1, . . . , q} is bijective. It suffices to show that σ is surjective. Suppose not;
then there exists k ∈ {1, . . . , q} such that for all i ∈ {1, . . . , q} Ext2(R(i), R(k)) = 0. Thus
Ext2(Tq, R(k)) =

⊕q
i=1 Ext2(R(i), R(k)) = 0. By duality

Ext2(R(k)∗, T ∗q ) = 0.

However, R(k)∗ ∼= R(q + 1− k) and T ∗q ∼= Tq ∼=
⊕q

s=1R(s) so that, for all s ∈ {1, . . . , q}

Ext2(R(q + 1− k), R(s)) = 0.

This contradicts (7.1) above. Thus σ is surjective and hence bijective. To summarise:

Proposition 7.2 : There exists a (necessarily unique) permutation σ of {1, . . . , q} satis-
fying σ(q) = 1 with the property that, for each i ∈ {1, . . . , q},

Ext2(R(i), R(j)) ∼=


Z/p j = σ(i)

0 j 6= σ(i).

Each R(i) is monogenic; hence for each i ∈ {1, . . . , q} there is an exact sequence

(7.3) X (i) = (0→ K(i)→ Λ→ R(i)→ 0)

so that, by dimension shifting, Ext1(K(i), R(j)) ∼=


Z/p j = σ(i)

0 j 6= σ(i).

Recall from §1 that Z[Cq] ⊗ IC ∼= i∗(IC) ∼= i∗(I
∗
C) ∼= Z[Cq] ⊗ I∗C and that

Z[Cq]⊗ Λ ∼= Λq. Applying the functor Z[Cq]⊗− to (6.9) gives an exact sequence

0 - i∗(IC) -Λq -��� @@R

K

Λq - i∗(IC) - 0

where K = Z[Cq] ⊗ K(q). By (3.12), i∗(IC) ∼= Tq(A, π) ∼=
⊕q

i=1R(i). Moreover⊕q
i=1R(i) ∼=

⊕q
i=1R(σ(i)) so that we have an exact sequence

(7.4) 0 - ⊕q
i=1R(σ(i)) -Λq -��� @@R

K

Λq - ⊕q
i=1R(i) - 0.

On comparing the portion 0→ K → Λq →
⊕q

i=1R(i)→ 0 of (7.4) with⊕q
i=1 S(i) = (0→

⊕q
i=1K(i)→ Λq →

⊕q
i=1R(i)→ 0)

it follows from Schanuel’s Lemma that K ⊕ Λq ∼= (
⊕q

i=1K(i)) ⊕ Λq. We claim

Proposition 7.5 : There exists an exact sequence of the form

0→
⊕q

i=1R(σ(i))→ Λq →
⊕q

i=1K(i)→ 0.

Proof : Modify the portion 0 →
⊕q

i=1R(σ(i))→ Λq → K → 0 of (7.4) first to

0→
⊕q

i=1R(σ(i))→ Λq ⊕ Λq → K ⊕ Λq → 0, then, using the other half of (7.4), to

0 →
⊕q

i=1R(σ(i)) −→ Λ2q −→ (
⊕q

i=1K(i)) ⊕ Λq → 0.

Dualisation gives 0 → (
⊕q

i=1K(i)∗) ⊕ Λq
ι−→ Λ2q −→

⊕q
i=1R(σ(i))∗ → 0
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which we modify again to 0→
⊕q

i=1K(i)∗ → Λ2q/(ι(Λq))→
⊕q

i=1R(σ(i))∗ → 0.

Again by the ‘de-stabilisation theorem’ of [7] we see that Λ2q/(ι(Λq) is stably free of rank
q over Λ. By the Swan-Jacobinski Theorem, Λ2q/(ι(Λq) ∼= Λq there is an exact sequence

0 →
⊕q

i=1K(i)∗ −→ Λq −→
⊕q

i=1R(σ(i))∗ → 0.

Re-dualisation gives the desired sequence 0→
⊕q

i=1R(σ(i))→ Λq →
⊕q

i=1K(i)→ 0. 2

Theorem 7.6 : For each i there exists an exact sequence

W(i) = (0 → R(σ(i)) −→ P (i) −→ K(i)→ 0).

in which P (i) is projective of rank 1 over Λ. Moreover,
⊕q

i=1 P (i) ∼= Λq.

Proof : Let [W] denote the congruence class of the extension constructed in (7.5),

W = (0→
⊕q

j=1R(σ(j))→ Λq →
⊕q

i=1K(i)→ 0).

Then [W] ∈ Ext1(
⊕q

i=1K(i),
⊕q

j=1R(σ(j))) ∼=
⊕q

i,j=1 Ext1(K(i), R(σ(j))). Dimension

shifting applied to (7.2) shows that Ext1(K(i), R(j)) = 0 when j 6= σ(i) so that

Ext1(
⊕q

i=1K(i),
⊕q

j=1R(σ(j))) ∼=
⊕q

i=1 Ext1(K(i), R(σ(i)))

and W is congruent to a direct sum W ≈ W(1)⊕ · · · ⊕W(q) where W(i) has the form
W(i) = (0 → R(σ(i)) → P (i) → K(i) → 0). In particular, Λq ∼= P (1) ⊕ · · · ⊕ P (q)
so that each P (i) is projective. By Swan’s ‘local freeness’ theorem ([4], §32) each P (i)⊗Q
is free over Λ⊗Q. As each P (i) is nonzero, a straightforward calculation of Z-ranks shows
that rkΛ(P (i)) = 1. 2

Splicing the exact sequence X (i) of (7.3) with W(i) of (7.6) gives an extension

(7.7) Z(i) = ( 0 - R(σ(i)) - P (i) -��� @@R

K(i)

Λ - R(i) - 0 ).

For future reference, we note again that σ(q) = 1 and that P (q) = Λ in the basic
sequence Z(q) = S(q). We now proceed to determine the permutation σ.

§8 : A p-adic construction :

Denote by Ẑ the ring of p-adic integers and by Λ̂ = Λ ⊗Z Ẑ the p-adic completion
of Λ. For any Λ-lattice M , we denote by M̂ = M ⊗Λ Λ̂. the corresponding Λ̂-lattice. We
have p-adic analogues of (4.8) and (4.9):

(8.1) There is an exact sequence of Λ̂-modules 0→ R̂(1) ↪→ R̂(q)→ Fp(1)→ 0.

(8.2) For 1 ≤ k ≤ q − 1 there are exact sequences of Λ̂-modules

0→ R̂(k + 1) ↪→ R̂(k)→ Fp(ak)→ 0.

Let \ : Ẑ→ Fp be the canonical mapping. There exists a qth root of unity â ∈ Ẑ such that

\(â) = a. so that λ̂(y−1) takes the form
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λ̂(y−1) =



â ∗ ∗ ∗ ∗ ∗
â2 ∗ ∗ ∗ ∗

â3 ∗ ∗ ∗
. . .

âq−1 ∗
1


.

Let Ẑ(âk) denote the Ẑ[Cq] module whose underlying Ẑ module is Ẑ on which y acts, on
the right, as multiplication by âk.

Proposition 8.3 : R̂(k + 1) ∼=Λ̂
R̂(k)⊗Ẑ Ẑ(â) for 1 ≤ k ≤ q − 1.

Proof : There is a canonical ring homomorphism Tq(Â, π̂) → Fp[Cq] whose kernel is the

Jacobson radical of Tq(Â, π̂). However from the product structure of (4.7) it follows by

Rosen’s Theorem ([4], [20]) that Tq(Â, π̂) decomposes uniquely as a direct sum of ideals

Tq(Â, π̂) ∼= Ĵ1 ⊕ · · · ⊕ Ĵq

where Ĵk/Ĵk ∩ rad(Tq(Â, π̂)) ∼= Fp[ak]. However Tq(Â, π̂) ∼= R̂(1) ⊕ · · · ⊕ R̂(q)

and so, by (8.2), R̂(k)/R̂(k) ∩ rad(Tq(Â, π̂)) ∼= F[ak] so that Ĵk = R̂(k). Now consider

the exact sequence 0 → i∗(ÎC) → Λ̂ → Ẑ[Cq] → 0 and take tensor product − ⊗ Ẑ[â].

As Λ̂ ⊗ Ẑ[â] ∼= Λ̂ and Ẑ[Cq] ⊗ Ẑ[â] ∼= Ẑ[Cq] it follows that i∗(ÎC) ⊗ Ẑ[â] ∼= i∗(ÎC).

As in (3.12), i∗(ÎC) ∼= Tq(Â, π̂) so that Tq(Â, π̂) ⊗ Ẑ[â] ∼= Tq(Â, π̂). By uniqueness
of the above decomposition it follows that there is a permutation τ of {1, . . . , q} such
that R̂(k)⊗ Ẑ[a] ∼= R̂(τ(k)). The permutation is easily determined; as R̂(k) � Fp[ak] it

follows that R̂(k) ⊗ Ẑ[â] � Fp[ak] ⊗ Ẑ[â] ∼= Fp[ak+1]. As R̂(k + 1) � Fp[ak+1] we see that

R̂(k)⊗ Ẑ[â] ∼= R̂(k + 1) as claimed. 2

Corollary 8.4 : R̂(k + 1) ∼=Λ̂
R̂(1)⊗Ẑ Ẑ(âk) for 1 ≤ k ≤ q − 1.

Corollary 8.5 : R̂(1) ∼=Λ̂
R̂(q)⊗Ẑ Ẑ(â).

Start with a basic sequence 0 → IC −→ Λ −→ Λ → I∗C → 0 and, using (4.10), (4.11)
rewrite in ‘row notation’ thus

(8.6) 0 - R(1) -Λ -��� @@R

K(q)

Λ - R(q) - 0.

Applying −⊗Z Ẑ to (8.6) gives an exact sequence

(8.7) 0 - R̂(1) - Λ̂ -��� @@R

K̂(q)

Λ̂ - R̂(q) - 0.

On applying − ⊗Ẑ Ẑ(â) to (8.7) iteratively and appealing to (8.3) and (8.5) we generate

exact sequences Ŝ(k) with 2 ≤ k ≤ q thus.

Ŝ(k) 0 - R̂(k) - Λ̂ -��� @@R

K̂(k -1)

Λ̂ - R̂(k-1) - 0.
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Splicing the sequences Ŝ(k) together gives the following periodic sequence of length 2q which
shows that strongly diagonal resolutions exist at the p-adic level.

0 - R̂(1) - Λ̂ -��� @@R

K̂(q)

- Λ̂ -

@@R ���

R̂(q)

Λ̂ -��� @@R

K̂(q − 1)

Λ̂ . . . Λ̂ -��� @@R

K̂(2)

Λ̂ -

@@R ���

R̂(2)

Λ̂ -��� @@R

K̂(1)

Λ̂ - R̂(1) - 0.

§9 : Proof of Theorem D :
As above Ẑ will denote the completion of Z at p. We denote by Der the derived module

category of the group ring Λ̂ = Ẑ[G] and by ‘≈ ’ the relation of isomorphism in Der. A
standard calculation (cf [8] p. 133) gives

EndDer(Ẑ) ∼= Ẑ/|G| ∼= Ẑ/pq.

As q is invertible in Ẑ this simplifies to EndDer(Ẑ) ∼= Z/p. Given a lattice L over Ẑ,
Dn(L) will denote the nth generalised syzygy of L. Then (cf [8] p.107) for each n ≥ 1 there
is a ring isomorphism EndDer(Dn(L)) ∼= EndDer(L). In particular:

(9.1) EndDer(Dn(Ẑ)) ∼= Z/p for all n ≥ 1.

For lattices L, M over Λ̂, Yoneda’s cohomological interpretation of module extensions ([23];
see also Chap III of [12]) gives an isomorphism Extn(L,M) ∼= Hn(L,M). Also the
Corepresentation Theorem (cf [8], p.78, more generally Chap. 5 of [9]) computes cohomology
in the derived module category as Hn(L,M) ∼= HomDer(Dn(L),M). Combining the two
we see that:

(9.2) Extn(L,M) ∼= HomDer(Dn(L),M) for n ≥ 1.

In particular, Ext2(Di(Ẑ),Di+2(Ẑ)) ∼= EndDer(Di+2(Ẑ)) so that, by (9.1),

(9.3) Ext2(Di(Ẑ),Di+2(Ẑ)) ∼= Z/p for all i ≥ 1.

Next we note:

Proposition 9.4 : [y − 1)⊗ Ẑ is projective as a module over Ẑ[G].

Proof : Let j : Ẑ[Cq] ↪→ Ẑ[G] be the inclusion of group rings and let I(Cq) denote the

augmentation ideal in Ẑ[Cq]. As q is invertible in Ẑ it follows, as in the proof of Maschke’s

Theorem, that I(Cq)⊕ Ẑ ∼= Ẑ[Cq]. Hence j∗(I(Cq))⊕ j∗(Ẑ) ∼= j∗(Ẑ[Cq]) ∼= Ẑ[G]. Thus

j∗(I(Cq)) is projective over Ẑ[G]. The result now follows as [y− 1)⊗ Ẑ = j∗(I(Cq)). 2

Theorem 9.5 : σ is the q-cycle given by σ(i) = i+ 1 for 1 ≤ i ≤ q − 1 and σ(q) = 1.

Proof : Consider the following statements P(i) for 1 ≤ i ≤ q − 1:

P(i) : R̂(i) ≈ D2i−1(Ẑ) and σ(r) = r + 1 for 1 ≤ r < i.

We have already observed that σ(q) = 1 so it will suffice to prove that each P(i) is true.
Recall from (5.9) that the augmentation ideal I(G) splits as a direct sum

I(G) = IC ⊕ [y − 1) ∼= R(1)⊕ [y − 1).
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From the augmentation sequence 0 → R̂(1) ⊕ ([y − 1) ⊗ Ẑ) −→ Ẑ[G] −→ Ẑ → 0 we see

from (9.4) that R̂(1) ≈ D1(Ẑ) so establishing P(1). Now suppose that P(i) is true for

i < q and note that the sequence Ŝ(i) of §8 has the form

Ŝ(i) 0 - R̂(i+ 1) - Λ̂ -��� @@R

K̂(i)

Λ̂ - R̂(i) - 0.

Hence R̂(i+ 1) ≈ D2(R̂(i)). The inductive hypothesis R̂(i) ≈ D2i−1(Ẑ) now implies

(*) R̂(i+ 1) ≈ D2i+1(Ẑ).

Consequently Ext2(R̂(i), R̂(i+ 1)) ∼= Ext2(D2i−1(Ẑ),D2i+1(Ẑ)) ∼= Z/p. In particular,

Ext2(R̂(i), R̂(i+ 1)) 6= 0. However, by (7.2) there exists a unique j ∈ {1, . . . , q} such

that Ext2(R̂(i), R̂(j)) 6= 0 namely j = σ(i). Consequently, σ(i) = i + 1 and
P(i) ⇒ P(i+ 1) as claimed. 2

On writing 1 ≡ q + 1 mod q the sequences Z(i) of (7.7) now become

(9.7) Z(i) = ( 0 -R(i+ 1)) - P (i) -��� @@R

K(i)

Λ - R(i) - 0 ).

By splicing the sequences Z(i) we thereby obtain the following exact sequence

0 - R(1) - P (q) -��� @@R

K(q)

- Λ -

@@R ���

R(q)

P (q-1) -�
�� @@R

K(q − 1)

. . . -���@@R

K(2)

Λ -

@@R ���

R(2)

P (1) -��� @@R

K(1)

Λ - R(1) - 0

in which each P (i) is projective of rank 1 over Λ and, by (6.9), P (q) = Λ. As in (7.6)

(
⊕q−1

i=1 P (i) ) ⊕ Λ ∼=
⊕q

i=1 P (i) ∼= Λq.

Hence
⊕q−1

i=1 P (i) is stably free of rank q − 1 and so, by the Swan-Jacobinski Theorem,

(9.8)
⊕q−1

i=1 P (i) ∼= Λq−1.

This completes the proof of Theorem D. 2

§10 : Proof of Theorem A:
Consider the exact sequences {Z(i)}1≤i≤q constructed in (9.7) above. Defining Z(n) =

Z(i) when n ≡ i mod q we obtain exact sequences {Z(n)}n∈Z. Splicing the sequences
Z(n) together gives the following exact sequence

S+ = ( . . . -
∂+

2n+3
P (n+ 1)

∂+
2n+2- Λ

∂+
2n+1- P (n)

∂+
2n- Λ

∂+
2n−1- P (n− 1)

∂+
2n−2- . . . )

where ∂+
2n−1 = ιn ◦ πn and ∂+

2n = αn . Taking ∂−2n−1 = (y − 1)∗ and ∂+
2n = (Σy)∗

where Σy = 1 + y + · · · + yq−1 it is straightforward to see that the following sequence
S− is exact

S− = ( · · · → Λ
∂−2n+3→ Λ

∂−2n+2→ Λ
∂−2n+1→ Λ

∂−2n→ Λ
∂−2n−1→ Λ

∂−2n−2→ . . . . . . ).
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Indeed, if j : Cq ↪→ G(p, q) is the inclusion then S− is the induced resolution S− = j∗(E)
where E is the standard resolution of Z over Z[Cq]

E = ( · · · y−1→ Z[Cq]
Σy→ Z[Cq]

y−1→ Z[Cq]
Σy→ Z[Cq]

y−1→ Z[Cq]
Σy→ . . . . . . ).

Taking direct sums we obtain the following exact sequence

S+ ⊕ S− = ( ...

(
∂
+
2n+3

0

0 ∂
−
2n+3

)
−→ P (n + 1)⊕ Λ

(
∂
+
2n+2

0

0 ∂
−
2n+2

)
−→ Λ⊕ Λ

(
∂
+
2n+1

0

0 ∂
−
2n+1

)
−→ P (n)⊕ Λ

(
∂
+
2n 0

0 ∂
−
2n

)
−→ ... ).

Evidently S+ ⊕S− is infinite in both directions and is periodic with period 2q. Truncating
at the third differential gives an exact sequence, infinite to the left:

(10.1) . . .

(
∂+
5 0

0 ∂−5

)
−→ P (2)⊕ Λ

(
∂+
4 0

0 ∂−4

)
−→ Λ⊕ Λ

(
∂+
3 0

0 ∂−3

)
−→ P (1)⊕ Λ

However, we also have an exact sequence

(10.2) P (1)⊕ Λ -

(
∂+
2 0

0 ∂−
2

)
Λ⊕ Λ -

@@R ���

IC ⊕ [y − 1)

∂+
1 + ∂−

1
Λ

ε
- Z - 0

Merging the two gives a complete resolution of Z which begins

· · ·

(
∂+
2n+3 0

0 y−1

)
−→ P (1)⊕ Λ

(
∂+
2 0

0 ∂−2

)
−→ Λ⊕ Λ

∂+
1 + ∂−1−→ Λ

ε→ Z→ 0

and continues

. . . P (n+ 1)⊕ Λ

(
∂+
2n+2 0

0 Σy

)
−→ Λ⊕ Λ

(
∂+
2n+1 0

0 y−1

)
−→ P (n)⊕ Λ

(
∂+
2n 0

0 Σy

)
−→ Λ⊕ Λ . . .

and where

{
P (q) = Λ ; P (k +mq) = P (k)
∂+
k+2mq = ∂+

k ; ∂−k+2m = ∂−k .

We have constructed a diagonal resolution of Z with period 2q. Moreover, by (9.8),⊕q−1
i=1 P (i) ∼= Λq−1. This completes the proof of Theorem A. 2

§11: Proof of Theorem B :
By a projective n-segment P we shall mean an exact sequence of Λ-modules

P = (0→ N → Pn → · · · → P1 →M → 0)

where P1, . . . , Pn are finitely generated projective Λ-modules. Given a projective n-
segment P we recall the Swan-Wall finiteness obstruction χ(P) is defined by

χ(P) =
∑n

r=1(−1)r[Pr] ∈ K̃0(Λ).

We say that a projective n-segment P is free when each Pr is free. It is well known and
straightforward to prove that:
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Proposition 11.1 : If n ≥ 2 and P = (0 → N → Pn → · · · → P1 → M → 0) is a
projective n-segment with χ(P) = 0 then there exists a free n-segment

F = (0→ N → Λan → Λan−1 → · · · → Λa1 →M → 0).

Put Y = (0→ [y−1)→ Λ)
Σy→ Λ→ [y−1)→ 0). and for 1 ≤ i ≤ q−1 denote byW(i) the

direct sumW(i) = Z(i)⊕Y where Z(i) constructed as in (9.7). ThenW(i) is a projective
2-stem W(i) = (0 → R(i + 1) ⊕ [y − 1) → P (i) ⊕ Λ → Λ ⊕ Λ → R(i) ⊕ [y − 1) → 0).
Splicing the sequences W(i) together by Yoneda product gives a projective (2q - 2)-stem
Q = W(q − 1) ◦W(q − 2) ◦ · · · ◦ W(1) thus :

Q = (0→ R(q)⊕ [y − 1)→ Q2q−2 → · · · → Q1 → R(1)⊕ [y − 1)→ 0)

where Qr =


Λ⊕ Λ r odd

Λ⊕ P (r/2) r even.

Then χ(Q) =
∑q−1

s=1[P (s)] = [
⊕q−1

s=1 P (s)]. However, by (9.8),
⊕q−1

s=1 P (s) ∼= Λq−1.

Hence χ(Q) = 0. By (4.11) and (5.12) we see that R(1)⊕ [y − 1) ∼= IG. However

R(q) ∼= R(1)∗ and [y − 1) ∼= [y − 1)∗ so that R(q)⊕ [y − 1) ∼= I∗G. We have constructed
a projective (2q - 2)-segment

Q = (0→ I∗G → Q2q−2 → · · · → Q1 → IG → 0)

with χ(Q) = 0. It follows immediately from (11.1) that:

(11.2) There exists a free (2q - 2)-segment (0→ I∗G → Λa2q−2 → · · · → Λa1 → IG → 0).

Corollary 11.3 : There exists a free 2q-segment

S = (0→ Z→ Λ→ Λa2q−2 → · · · → Λa1 → Λ→ Z→ 0).

Proof : Let E be the standard exact sequence E = (0 → IG → Λ → Z → 0). The
dual sequence has the form E∗ = (0 → Z → Λ → I∗G → 0). Taking F to be the free
(2q - 2)-segment constructed in (11.2) we see that the Yoneda product S = E∗ ◦ F ◦ E is a
free 2q-segment of the required form

S = (0→ Z→ Λ→ Λa2q−2 → · · · → Λa1 → Λ→ Z→ 0). 2

Theorem B is now immediate, being a slightly weaker statement than (11.3).
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