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Abstract—The Internet-of-Things (IoT) is the key enabling
technology for transforming current urban environments into
so-called Smart Cities. One of the goals behind making cities
smarter is to provide a healthy environment that improves the
citizens’ quality of life and wellbeing. In this work, we introduce
a novel data aggregation mechanism tailored to the application
of large-scale air pollution monitoring with IoT devices. Our
design exploits the intra- and inter-source correlations among
air-pollution data using the framework of compressed sensing
with side information. The proposed method delivers significant
improvements in the data reconstruction quality with respect to
the state of the art, even in the presence of noise when measuring
and transmitting the data.

I. INTRODUCTION

Large cities nowadays suffer from high concentration of
harmful substances in the atmosphere, which causes damage
to the environment, human health, and citizens’ quality of
life. Air pollution does not only affect people but also
has a negative effect on the ecological system as a whole,
including plants and animals. Furthermore, it is responsible
for the global rise in temperature, a phenomenon known
as “global warming”. Internet-of-Things (IoT) applications
that leverage the recent technological advances in ubiquitous
broadband connectivity, cloud services and big data analytics
can revolutionize the way we deal with the air-pollution
problem. Typical environmental monitoring scenarios involve
a large number of wireless sensor devices—in the order
of hundreds or thousands—spread around a geographical
area. Data gathering in these large-scale setups is usually
accomplished through multi-hop wireless transmission from
the sensors to one or more data sinks [1].

A prime constraint in the design of large-scale wireless
sensor networks (WSNs) is energy consumption, since wire-
less sensors are typically powered by small batteries. Power
savings can be achieved by decreasing the encoding complex-
ity on the sensor node and by reducing the radio emission.
To this end, data gathering schemes should exploit both the
intra- and inter-sensor correlations, without increasing the
computational effort at the sensor nodes and without requiring
inter-sensor communication. Moreover, as information is sent
over error-prone wireless channels, effective data protection
mechanisms are required to provide reliable data transmis-
sion.

Prior works on data aggregation propose predictive com-
pression techniques for WSNs, such as Differential Pulse-
Code Modulation (DPCM) followed by entropy coding [2],
[3]. Other approaches consider collaborative wavelet trans-
form coding [4] or clustered data aggregation [5]. However,
both techniques require excessive transmission of overhead
information and, hence, additional encoding complexity due
to inefficient handling of abnormal events. Finally, an alter-
native strategy adheres to distributed source coding (DSC),
a paradigm that leverages inter-sensor data correlation at the
decoder side. DSC is a promising technique for WSNs as
it shifts the computational burden towards the sink node.
However, previous works on DSC [6]–[9] perform well only
for a limited number of sensors, typically two or three.

Distributed compressed sensing (DCS) [10] is another so-
lution for data aggregation, where random measurements are
transmitted from each sensor and the data are recovered at the
joint decoder by leveraging the spatiotemporal correlations.
As the measurements are sent directly from the sensors to
the sink node, this architecture leads to significant and un-
balanced battery consumption in large-scale setups. Since the
work of Haupt et al. [11], [12], compressed sensing (CS) has
been used to devise an efficient technique for data gathering
and recovery in large-scale WSNs. The technique is tailored
to a multi-hop transmission paradigm with the goal to balance
the power consumption of the sensing devices. The work in
[13] extends this framework by proposing a data recovery
algorithm that combines principal component analysis (PCA)
with CS for grid network topologies. Finally, an alternative
scheme that considers multi-hop routing is presented in [14],
where only the spatial correlation of the data is exploited at
the sink node to recover the sensor readings.

In this paper, we propose a novel large-scale data ag-
gregation mechanism that is based on an extension of the
framework in [15], [16], which addressed the problem of
compressed sensing with side information. Our approach
follows a multi-hop data transmission scenario, which lies
in contrast with the transmission mechanisms in [9], [10].
Furthermore, unlike the works in [11]–[14], which exploit
only the intra- or inter-sensor data correlations, our method
exploits both types of dependencies. Since the number of
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correlated sources may be more than one, the algorithm can
incorporate multiple correlated signals as side information,
resulting in a multi-hypothesis-based CS scenario. To evaluate
the performance of our framework, we use real air-pollution
data taken from a database of the United States Environmental
Protection Agency (EPA) [17]. The experimental results show
that, for a given data rate, the proposed method provides
significant reductions in the mean squared-error (MSE) of
the recovered data compared to the classical CS [11], [12]
and DCS [10] methods. Alternately, the proposed method
reduces the required data rates for a given data reconstruction
quality, thereby resulting in less network traffic and prolonged
system lifetime. Furthermore, the proposed design shows
robustness against measurement and communication noise
without introducing excessive computation on the sensor
nodes.

II. BACKGROUND

In the classical CS framework, the signal of interest
x ∈ RN can be written in the form x = Ψs, where s
is its K-sparse representation (i.e., ‖s‖0 = K, with ‖ ∙ ‖0

denoting the `0 pseudo norm) and Ψ ∈ RN×N0 is an
orthonormal or overcomplete basis, called dictionary. Let
Φ ∈ RM×N be a sensing (or encoding) matrix, such that
the measurement matrix A = ΦΨ satisfies either the mutual
coherence property [18], the restricted isometry property [19]
or the null-space property [20]. The CS theory states that
x can be recovered using the measurement matrix A and
M � N linear random measurements y = Φx = As. If
the number of measurements is sufficiently large, then s is
the unique minimizer of the following optimization problem,
known as Basis Pursuit [21]:

ŝ = arg min
s

‖s‖1 s.t. y = As. (1)

The CS theory can be modified so as to leverage a signal
correlated to the signal of interest, called side information
(SI), which is assumed to be provided a priori at the decoder
in order to aid reconstruction [15], [16], [22]–[26]. In par-
ticular, the decoder aims at recovering the signal x based on
the measurements y, the measurement matrix A and a side
information vector, say w, which is correlated with s. The
problem of CS with side information can be expressed via
the following `1 − `1 optimization problem [15], [16], [24]

ŝ = arg min
s

(‖s‖1 + ‖s − w‖1) s.t. y = As. (2)

In [15], bounds and geometrical interpretations were pro-
vided, showing that `1 − `1 minimization improves the per-
formance of CS if the side information is of good quality.

III. DATA GATHERING WITH CS

Instead of following a classical multi-hop scenario, where
each node sends to its neighbour both its own information
and the relayed information from other nodes, previous works
[12], [14] assumed a different approach in which a weighted
sum of readings is transmitted. Let x(i) ∈ R denote the
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Fig. 1. Multi-hop transmission in a large-scale WSN using CS [12], [14].

reading of sensor i ∈ {1, 2, . . . , N}. As seen in Fig. 1, in the
approach of [12], [14], the procedure is initialized by sensor
1, which randomly generates a number φj,1 and transmits
the value φj,1x(1) to node 2. Subsequently, node 2 randomly
generates another number φj,2, calculates the weighted sum∑2

i=1 φj,ix(i) and sends it to node 3. To generalize, each
node i generates a random number φj,i, computes the value
φj,ix(i), adds it to the sum of the previous relayed values and
sends

∑i
n=1 φj,nx(n) to node i + 1. The procedure repeats

until node N sends its information to the sink node, which
receives the final weighted sum of the sensors readings, i.e.,
y(j) =

∑N
i=1 φj,ix(i). The procedure is repeated for M

times, each indexed by j = 1, . . . ,M . Hence, the sink node
obtains M weighted sums {y(j)}M

j=1, which can be expressed
as

y = [φ1 . . . φi . . . φN ] ∙ x

= Φ ∙ x, (3)

where y = [y(1) . . . y(j) . . . y(M)]T is the vector
with the weighted sums (a.k.a. measurements), φi =
[φ1,i . . . φj,i . . . φM,i]

T is the column vector with the ran-
domly generated numbers at the node i grouped in the matrix
Φ, and x = [x(1) . . . x(i) . . . x(N)]T is the vector with read-
ings from different sensors. The reconstruction of the sensor
values x at the sink node can be done via CS algorithms,
such as OMP [27], CoSaMP [28], AMP [29] or BP-CS [30].

In order to avoid sending the sensing matrix from the
sensors to the sink node, the following strategy is adopted:
the sink node broadcasts a random seed to the entire network;
using this global seed, each sensor generates its own seed
based on its id. The sensing coefficients are generated by
a pseudo-random number generator that is pre-installed on
every sensor. These coefficients can be reproduced at the sink
given that the identification numbers of all sensors are known.

IV. PROPOSED ARCHITECTURE USING CS WITH SI

The architecture proposed in [12], [14] exploits the intra-
source correlation among the sensor readings using com-
pressed sensing. If the sensors gather values from different
pollutants, alias, sources (e.g., CO, NO2, SO2), the recon-
struction of each source is conducted independently, ignoring
the underlying inter-source data dependencies. In this work,
we propose a novel data gathering and recovery design that
leverages both intra- and inter-source data correlations among
sensor readings.



We consider a large-scale WSN comprising N sensors
that form a multi-hop route to the sink, as depicted in Fig.
1. Each sensor i ∈ {1, 2, . . . , N} observes the correlated
sources X1, X2, . . . , XL that take values in their correspond-
ing continuous alphabets X1,X2, . . . ,XL. We denote as xl(i)
a reading produced from the source Xl, l ∈ {1, 2, . . . , L}
and observed from the sensor i. A tuple of readings x(i) =
[x1(i), . . . , xL(i)]T is assumed to be drawn i.i.d. according to
the joint probability density function (pdf) fX(x1, x2, ..., xL).

1) Data Aggregation: During the data aggregation stage,
the sensor nodes first acquire the correlated tuples of readings
and they proceed to the transmission of the readings of
each source separately. Initially, they start transmitting the
values of source X1 using the data aggregation mechanism
described in Section III. When all measurements of source X1

are gathered at the sink node, we repeat the data gathering
procedure for the rest of the sources, namely, X2, . . . , XL.

For each source l ∈ {1, 2, . . . , L}, the sink node obtains
Ml weighted sums {yl(j)}

Ml

j=1, which can be expressed as

yl =
[
φ

(l)
1 . . . φ

(l)
i . . . φ

(l)
N

]
∙ xl

= Φ(l) ∙ xl, (4)

where yl = [yl(1) . . . yl(j) . . . yl(Ml)]T is the vector

with the weighted sums (a.k.a. measurements), φ
(l)
i =

[φ(l)
1,i . . . φ

(l)
j,i . . . φ

(l)
Ml,i

]T is the column vector with the ran-
domly generated numbers at the node i grouped in the matrix
Φ(l), and xl = [xl(1) . . . xl(i) . . . xl(N)]T is the vector with
readings from different sensors observing the source Xl.

In data acquisition systems, the value φ
(l)
j,ixl(i) that con-

tributes to the j-th measurement and is sent from the sensor i
to its neighbor, is contaminated with noise (such as quantiza-
tion). This noise is usually modelled as white additive Gaus-
sian noise (AWGN) Z

(l)
meas,j ∼ N (0, σ

(l)
meas,j), where σ

(l)
meas,j

is the standard deviation. In addition, the value φ
(l)
j,ixl(i)

is also corrupted by additive white Gaussian transmission
noise Z

(l)
trans,j ∼ N (0, σ

(l)
trans,j) with standard deviation σ

(l)
trans,j .

Hence, the j-th measurement received at the sink node is
written as

yl(j) =
N∑

i=1

φ
(l)
j,ixl(i) +

N∑

i=1

z
(l)
meas,j(i) +

N∑

i=1

z
(l)
trans,j(i).

We define z
(l)
MS(j) =

∑N
i=1 z

(l)
meas,j(i) and z

(l)
TR(j) =

∑N
i=1 z

(l)
trans,j(i) the total measurement and transmission noise

value that corresponds to the j-th measurement of source Xl,
where z

(l)
MS(j) and z

(l)
TR(j) are drawn from N (0, σ

(l)
MS,j) and

N (0, σ
(l)
TR,j), respectively. The measurements in (4) are then

written as
yl = Φ(l) ∙ xl + zl, (5)

where zl = [zl(1) . . . zl(j) . . . zl(Ml)]T is the aggregate noise
vector, each component of which is assumed to be drawn
i.i.d. from the normal distribution N (0, σ

(l)
z ) with standard

deviation σ
(l)
z =

√(
σ

(l)
MS

)2

+
(
σ

(l)
TR

)2

.
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Fig. 2. Proposed system for gathering and successively reconstructing
correlated sensor data. For each source Xl, the multi-hop transmission among
the sensors takes place for Ml repetitions till the measurements vector yl is
fully gathered at the sink node.

2) Data Recovery: Upon receiving the set of measure-
ments from all sources, the sink node proceeds to the data
recovery stage, which deals with reconstructing the sensor
readings

{
xl

}L

l=1
based on the measurements

{
yl

}L

l=1
and the

matrices {Φ(l)}L
l=1. Applying classical CS algorithms, such

as OMP [27], CoSaMP [28], AMP [29] or BP-CS [30], to
independently recover each signal vector xl, based only on the
measurements yl and the matrix Φ(l), would only exploit the
intra-source signal correlation (baseline scenario). To exploit
both the inter- and intra-source dependencies, in this work,
we propose a novel design that recovers the ensemble of
signals {xl}L

l=1 using the ensemble of measurements vectors
{yl}L

l=1 and the matrices {Φ(l)}L
l=1. As depicted in Fig.

2, the proposed scheme applies successive reconstruction of
the sensor readings

{
xl

}L

l=1
. In particular, the joint decoder

at the sink node is separated into L recovery stages. At
the l-th stage, the reconstruction of xl is done via the

recovery algorithm R
(
yl,Φ

(l), x̂1, . . . , x̂l−1

)
that uses the

corresponding gathered measurements yl, the matrix Φ(l) as
well as all the previously reconstructed vectors x̂1, . . . , x̂l−1

as multiple side information (i.e., multi-hypothesis scenario).
The recovery algorithm R(∙) is based on the `1 − `1 algo-

rithm proposed in [15], where we modified the optimization
problem so as to leverage multiple side information signals.
To this end, the problem can take the following form

ŝl = arg min
sl

(

‖sl‖1 +
l−1∑

k=1

ωk‖sl − ŝk‖1

)

s.t. yl = A(l)sl,

where A(l) = Φ(l)Ψ is the measurement matrix of Xl,
sl = Ψ−1xl, ∀l ∈ {1, 2, . . . , L} are the compressible rep-
resentations of the signals {xl}L

l=1 with ŝl denoting the



corresponding reconstructed vector, and {ωk > 0}l−1
k=1 are the

weights establishing a tradeoff between signal sparsity and
fidelity to the information signal ŝk. This paper considers a
simple form of (??) where ωk = 1, ∀k ∈ {1, . . . , l − 1}.

We assume that all sensors use the same measurement
matrix Φ(l). To avoid transmitting Φ(l) from the sensors to the
sink node, we adhere to the method in [14]. Namely, the sink
broadcasts a random seed to the entire network and each sen-
sor generates its own seed and its unique identification. The
coefficients used by the sensors are identically reproduced at
the sink using the same pseudo-random generator (assuming
that the sink knows the identifications of all sensors).

3) Tree-based WSN structure: In practical settings, de-
signing an extremely long multi-hop routing path via many
sensors is difficult. This is due to variations in the density of
sensor devices in urban and rural areas. For example, in an
urban environment the sensor density is significantly higher,
mainly because: (a) non line-of-sight transmissions between
sensors in a city area call for less inter-sensor distance,
and (b) urban regions contain numerous pollution sources
and, hence, more refined pollution monitoring is required.
To address this issue, we consider WSNs organized in a tree-
based network structure [31]. In a typical tree-based design,
the sink node comprises a number of children nodes, called
root nodes, where each of them aggregates the sensor values
of its assigned subtree. Within each subtree, the proposed
data gathering scheme is applied: each parent node waits until
receiving the values from its children nodes, it adds its own
value and then transmits the weighted sum to the next parent
node. The procedure repeats until the root nodes receive the
weighted sums from their children nodes. The root nodes
are capable of transmitting information to the sink node via
Internet or satellite.

V. EXPERIMENTS

To evaluate the performance of the proposed system, we
used 6 × 105 actual sensor readings of three pollutants,
namely, CO, NO2 and SO2, from the United States Envi-
ronmental Protection Agency database [17], measured during
2015. To provide a realistic example, we considered a tree-
based network architecture with N = 1000 sensors, which
comprises 15 subtrees defined by the sensor density in the
geographic area1. The transmission of the sensor values is
assumed to be conducted via the Long Range Wide Area
Network (LoRaWAN) protocol [32], where the inter-sensor
distance in a subtree does not exceed 2 km for urban areas
and 22 km for rural areas. LoRaWAN is the most recent low-
power wireless networking protocol, specifically designed
for IoT architectures, which allows for extremely low-rate
data transmission to long ranges. The low data rates (down
to few bytes per second) and the LoRaWAN modulation
lead to very low receiver sensitivity, which means extremely
large link budgets (up to 148 dB). In addition, regarding

1Each subtree corresponds to one of the following states: CA, NV, AZ,
NC, SC, VA, WV, KY, TN, MA, RI, CT, NY, NJ, MD.

the transmission part, we assume that the values sent from
a sensor node to its neighbor are discretized using an analog-
to-digital converter, where the bit-depth is 16 bits.

We investigate the robustness of the proposed design
against noise modeled as AWGN with a common standard
deviation σz

2. We varied the noise level by assuming that
σz ∈ {0, 2, 5} and calculated the aggregate normalized MSE,
∑L

l=1

‖xl−x̂l‖
‖xl‖

, as a function of the measurements Ml, which
are assumed to be common for all sources. The different
considered schemes are: (i) the baseline scenario where
each source is independently reconstructed using belief-
propagation-based CS [30], (ii) the proposed method using
CS with side information, and (iii) the DCS technique [10].
In the classical DCS scenario each signal of interest is
constructed by many readings of the same sensor. In order to
have a fair comparison with our design, we have modified this
framework by assuming that each signal of interest contains
readings from different sensors observing the same source.

The results for the noiseless case, which are depicted in Fig.
3(a), demonstrate that the proposed algorithm outperforms
the baseline scenario achieving an MSE reduction of up to
28.2%. Moreover, when the number of measurements is less
than 550, the proposed system outperforms DCS, resulting in
a reduction of up to 18.3% in the MSE of the reconstructed
data. Nevertheless, the MSE performance of both techniques
is very similar when Ml ≥ 550.

The results for the noisy case are depicted in Fig. 3(b),
where we consider a moderate (σz = 2) and strong (σz = 5)
noise scenario. When σz = 2, the MSE reductions against
the baseline scenario and the DCS setup reach up to 27.4%
and 21.2%, respectively. When σz = 5, the corresponding
improvements mount to 27.9% and 20.4%. It should be
mentioned that, when σz = 5, the performance of the
proposed design is significantly higher that DCS until the
number of measurements reach M = 550. Above M = 550
measurements, DCS provides better results. It can been ob-
served that the proposed scheme provides robustness against
noise, especially when the number of measurements is small.
In particular, the MSE increases on average by 3.1% (σz = 2)
and 8.4% (σz = 5) compared to the noiseless case.

VI. CONCLUSION

We proposed a novel data aggregation framework that is
well-suited for large-scale IoT-based applications, such as
air-pollution monitoring. The proposed framework efficiently
exploits the intra- and inter-source correlations among mul-
tiple correlated sources. As shown by experimentation using
data from the EPA dataset, the proposed scheme provides
significant improvements in MSE reduction against prior art
[10], [12], which are consistent even when the noise level
increases.

2In this experiment we have assumed that the standard deviation of the
noise is the same for all sources. Hence, we have omitted the superscript
(l).
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