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Fictitious domain method with boundary value
correction using penalty-free Nitsche method
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Mats G. Larson

Abstract. In this paper, we consider a fictitious domain approach based on a Nitsche type
method without penalty. To allow for high order approximation using piecewise affine
approximation of the geometry we use a boundary value correction technique based on
Taylor expansion from the approximate to the physical boundary. To ensure stability of
the method a ghost penalty stabilization is considered in the boundary zone. We prove
optimal error estimates in the H'-norm and estimates suboptimal by O(h%) in the L?-
norm. The suboptimality is due to the lack of adjoint consistency of our formulation.
Numerical results are provided to corroborate the theoretical study.
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1 Introduction

Mesh generation is an important challenge in computational mechanics, in fact
for complex geometries this can be highly nontrivial. In some cases for time de-
pendent problems, such as a solid body embedded in a flow, the geometry of the
problem changes each time step imposing conintuous remeshing, at least locally.
The main idea of the fictitious domain method [1,7, 8, 11-14, 18] is to relax the
constraint that imposes the mesh to fit with the computational domain. In fact the
principle is to embed the computational domain in a mesh that is easy to generate,
without matching the elements with the boundary. In the early developments of
fictitious domain [11], the method was faced with the choice of either integrating
the equations over the whole computational mesh including the nonphysical part
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2 T. Boiveau, E. Burman, S, Claus and M. G. Larson

or only integrate inside the physical domain. In the first case, the method is robust
but inaccurate, the second approach is accurate but can generate bad conditioning
of the system matrix depending on how the boundary crosses the mesh. As a fix
to solve the conditioning problem a boundary penalty term was introduced in [3]
the effect of this term is that it extends the stability in the physical domain to the
whole mesh domain, provided the distance from the mesh boundary to the physical
boundary is O(h).

Nitsche’s method was first introduced for the weak imposition of the boundary
conditions in [19] and designed to be consistent and preserve the symmetry of the
original problem. The stability of the method relies on a penalty term that needs to
be sufficiently large. In the context of fictitious domain methods Nitsche’s method
can suffer from instability for certain mesh boundary configurations. A solution to
this problem using the ghost penalty approach was suggested in [8, 18].

In [10] a non-symmetric version was proposed where the penalty parameter
only needs to be strictly greater than zero for the stability to be ensured. The pos-
sibility of considering the penalty parameter equal to zero for the non-symmetric
case was suggested in [15], however, coercivity cannot be proved for this non-
symmetric penalty-free method and stability was not established. In [4] the sta-
bility of the nonsymmetric Nitsche’s method without penalty for elliptic problems
was proved, using an inf-sup argument, drawing on earlier work on discontinu-
ous Galerkin methods [16]. Recently the work on penalty free methods has been
extended to compressible and incompressible elasticity in [2]. The penalty-free
method can be seen as a Lagrange multiplier method where the Lagrange multi-
pliers has been replaced by the the boundary fluxes of the discrete elliptic operator.
In multiphysics problems and particularly for fluid-structure interaction the loose
coupling of this method appears to have some advantages that has been observed
numerically in [6].

‘We consider a cut finite element method (CutFEM) [5] in the fictitious domain
fashion, the implementation of this method often requires an approximation of the
physical domain due to the boundary that can arbitrarily cut through the elements
of the mesh. In this paper we propose a method to control the error introduced by
this approximation of the physical domain. We follow the method that has been
developed in [9] where a piecewise affine approximate geometry was used for the
integration of the equation with a correction based on Taylor expansion from the
approximate to the physical boundary to improve order when higher polynomial
orders are used. In this work we use the penalty-free Nitsche’s method to impose
the boundary conditions. This eliminates one penalty parameter at the price of loss
of symmetry of the algebraic system and O(h%) suboptimality in the L?-norm. We
believe that the method nevertheless may be of interest, in particular for problems
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Boundary value correction, penalty-free Nitsche method 3

that are not symmetric, such as the advection—diffusion equation. We present and
analyse the method in the two-dimensional case, but the results hold also in the
three dimensional case.

We end this section by introducing our model problem. Let Q be a bounded
domain in R? with smooth boundary I'" and exterior unit normal n. The Poisson
problem is given by:

—Au = f inQ,

u=g onl]

where f € L?(Q) the given body force and g € H 3 (Q) the boundary condition.
The following regularity estimate holds

|ulgsr2@) S 1 fllms@ »  s=-1 (1

In this paper C' will be used as a generic positive constant that may change at each
occurrence, we use the notation a < b for a < Cb. We will also use ¢ ~ b to
denote a < band b < a.

2 Preliminaries

Let {74}, be a family of quasi-uniform and shape regular triangulations. In a
generic sense a node of the triangulation is designated by x;, K denotes a triangle
of 7p, and F' denotes a face of a triangle K. hx = diam(K) is the diameter of
K and h = maxgeT;, hk the mesh parameter for a given triangulation 7. P, (K)
defines the space of polynomials of degree less than or equal to p on the element
K, Q7 is the domain covered by the mesh 7y, let us introduce the following finite
element space

VP ={ve H(Q7) :v|k € Pp(K) VK € Tp}.

For simplicity we will write the L*-norm on a domain @, | - | 12(@) as || - |e. The
domain Q is embedded in a mesh 7. Figure 1 gives an example of a simple
configuration.

We define p as the signed distance function, negative on the inside and posi-
tive on the outside of Q. The tubular neighbourhood of I" is defined as Us(T") =
{r € R? : |p(x)| < d}. We consider a constant §, > O such that the clos-
est point mapping p(x) : Us (') — I is well defined and we have the identity
p(z) = z — p(xz)n(p(x)). We suppose that dy is chosen small enough such that
p(z) is a bijection. Let the polygonal domain Q;, with boundary I',, be a domain
approximating Q. For simplicity we will assume that the discrete domain is de-
fined by the zero levelset of the nodal interpolant of p on Vhl. Then on a triangle
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4 T. Boiveau, E. Burman, S, Claus and M. G. Larson

Figure 1. Domain Q embedded in a background mesh 7.

K cut by the boundary, I', restricted to K is a straight line. The discrete normal
ny, denotes the exterior unit normal to I'y,. Observe that ny, is constant on I'y, |k
We define py(x,s) = = + snp(x), the function gy, is defined by g, : I, — R
such that py, (z, op,(2)) € T for all z € Ty, for simplicity let py(z) = pp(z, on(x)),
Figure 2 shows py,(z) for a value of x € I';,. Observe that g, is well defined for h

Figure 2. Representation of I" and I'j, on one element.

small enough (see [9]). We assume that pj,(x, <) € Us, (Q) for all z € I'y, and all ¢
between 0 and g (x). By our definition of Q}, we have

n = llonlre(r,) = O(R?). )
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Boundary value correction, penalty-free Nitsche method 5

Let w be a subset of Q7, we define
Knw)={KeTh|Knw+ &}, Nip(w) = Uker, @) K,

K (w) defines a submesh of 7, and NV}, (w) the union of the elements of this sub-

mesh. Let the norm 1

Plvier = | 25 Iolk
Kekp(w)
We will use the notations
K = Kn(Qu &),
Kr = Kp(I') U Kn(In),
N, = Nh(Q U Qp).

We now recall the following trace inequalities for v € H'(N},)

_1 1

lvlor < (b vl + hi[Volx) VK € Ky, A3)
_1 1

[vlar s (b vl + hi[Volx) VK € K. 4)

Inequality (4) has been shown in [13], we note that this is also true if we consider
I';, instead of I'. For vy, € V,f the following inverse estimate holds

IVorllx < hillvnllxk VK € K. (5)
The following inequality has been shown in [9] for all v € H'(Qj)
[ol,00 < 07IVY - 1,00 + dnlv[F, (6)

The ghost penalty [3] is introduced to ensure the well conditioning of the system
matrix, it also provides the control of the gradient in case of small cut elements

p
Tn(un,on) =g Y, DB KDY un]p, [ onl p)r,
FeFgl=1

with Fg = {F e Kr | F n (Q U Qp) # I}, v, the ghost penalty parameter and
nr the unit normal to the face F' with fixed but arbitrary orientation. Dle is
the partial derivative of order [ in the direction np and [w]p = w} — wp, with
w;ji = lim,_,g+w(x F snp) is the jump across a face F'. The following estimate

has been shown in [18] for all vj, € V}

IVonlis, < IVonlg, + Ja(on,vn) < | Von|, - (7)
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6 T. Boiveau, E. Burman, S, Claus and M. G. Larson

We now construct an interpolation operator 7. Let IE be an H*-extension on N},
E: H*(Q) — H?*(N}) such that for all w € (Ew)|q = w and

||EwHHs(Nh) < ||wHHs(Q) Ywe H*(Q),s = 0. ®)

For simplicity we will write w instead of Ew. Let 7 : H%(N}) — V) be the
Lagrange interpolant, we construct the interpolation operator 7, such that

Thu = 7}, Bu. ©)
We have the interpolation estimate for 0 < r < s < p+ 1,
lu = mhul ae ) € A7 Jul gy VK € Kp,. (10)
Using the estimate (8) together with (10) we have
i
(K%\:[h ||u—7Th”LL||%arr(K))E ST ulps(q) - (11)
Let us introduce the norms
lwlly, = IVwl, + 2~ wlf, + Jnw,w),
lwl = llwllz + Al Vw - nalf, + A Tae(w)2,,
with the Taylor expansion defined for 0 < m < k such that

k Diowlz) .
Ta(u)(e) = 3 2 g ) (12)

7!
i=m

D! s the derivative of order i in the direction n;. The interpolation properties

Nh
introduced above give us

llw = mhulln < u—mhul« < B Jul g ), (13)
the key point in showing this property is obtained using the trace inequality (3)
R T k(= Ty [, € h 72Tk (= Zhw) R, + VT k(u = Zhw) |3,
and for all K € AV},

k
W Tk (w — Tnw) | < )07 w — Tnul i rey,
i=1
k .
VT (u = Thw) | < ) 0hllw = Thul i),
i=1
using the estimate (11) with 65, < h the estimate is recovered. The other terms are
straightforward to handle using the interpolation properties.
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Boundary value correction, penalty-free Nitsche method 7

3 Finite element formulation

Here we use the boundary value correction approach from [9], we write the exten-
sions of f and u respectively as f = Ef and u = Eu.

(fs U>Qh = (f + Au, U)Qh — (Au, U)Qh
= (f + Au,v)g,\0 + (Vu, Vo)g, — (Vu - np, v)r,.

We know that f + Au = 0 on Q. On Q;\Q we have f + Au = Ef + AEu # 0.
Let us enforce weakly the boundary condition © = g on I' by adding a consistent
boundary term

(f? U)Qh = (f + A’U,, U)Qh\Q + (vuv Vv)gh—<Vu * M, U>Fh
+{Vvnp,uopp— gopr,.

Remark that this is equivalent to the penalty-free Nitsche’s method [2,4]. However,
Wwe cannot access u o py, so we use a Taylor approximation in the direction ny, (12)

uwopp(z) ~ To(u)(x). (14)

We note that in (12) we could replace ny, by n o p and g;, by p if these quantities
were available (as mentioned in [9]). Adding and subtracting the Taylor expansion
in the Nitsche antisymmetric term and rearranging we obtain

(Vu, Vo), — (Vu-np,vpr, +<{Vv-npy, Top(u)r, + (f + Au,v)g,\0

+ (Vv - np,uop, —Tor(u)r, = (f,v)q, +<{Vv-np,gopr,.
(15)

The discrete formulation is obtained by dropping the terms (f + Au, ’U)Qh\g and
<VU *MNp, U O Py — To’k(u)>rh. Find up € V]f

Ap(un, vn) + Jn(un,vn) = Lp(vn) — Yop € Vi, (16)
with the linear forms
Ap(up,vp) = (Vup, Vop)a, — NVup - np, vpr, + Vo -, To g (up) )r,
Ly(vn) = (f;vn)e, + {Vh - 1k, g © Pr)T, -
Using the definition of the Taylor expansion, the bilinear form A, can be written
as
Ap(up,vp) = (Vup, Vop)a, — Vup - np, opr, NV oy, - np, un)r,

+ (Vup - np, Ty g (un))ry, -
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8 T. Boiveau, E. Burman, S, Claus and M. G. Larson

The terms that has been dropped in the discrete formulation are defined as
By (u,vp) = (f +Au,vp)q,\0+{Von np, wop, —Tox(u))r, Yo, € V. (17)

In Section 4 we show an inf-sup condition for the discrete formulation (16). In
Section 5 the high order terms of By, (u,vy) are treated. Section 6 presents the
error estimates.

4 Inf-sup condition on €2,

We assume that Q, is defined by the zero level set of the nodal interpolant Zj, p of
the distance function p. We also assume that h is small enough so that a band of
elements in Kp,(I',) is in the tubular Us,(T") and that in every K € Cj,(I'y,) there
holds

lp = Zhpl Lo x) + IV (P = Tnp) Lo (x) < ol

where the constant c, only depends on the regularity of the interface and, since p
is a distance function, for x € Kp(T'y,) we have

1 <|Vp(z)| <, (18)

with C| > 1 a constant of order 1. We now introduce boundary patches that will
be useful for the upcoming inf-sup analysis. Let us consider the set K (T'y,) and
split it into N}, smaller disjoint sets of elements C; with j = 1,..., N, then we
define

Pi=K; U{KeT,:KnQ,# JIK €K;suchthat K n K" # &}

This means that P; consists of the elements on KC; and its neighbours that intersect
Qyp, (we assume here that the mesh is truncated beyond /Cp,(I'y,) so that there are
no exterior neighbours, otherwise it is straightforward to handle them separately).
Observe that the patches P; overlap. For each patch PP; we define the faces Fj1 and

F ]-2 where 0P; nI'y, # (. We define the interior elements of the patch by
K :={K € Kp(Th) n Pj: K n (F} UF}) = &}

Let] P be the set of vertices {x;} in the patch P; and the cardinality of 1 P is IV, P;-
We define the set of mesh vertices I; that are in the interior of the patch P; or on
the outer boundary,

Ij:{xiEKiKEK;},
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Boundary value correction, penalty-free Nitsche method 9

Figure 3 shows an example of a patch. Let I'; = I';, n K; denote the part of
the boundary included in the patch P;, for all j, the patch P; has the following
properties

meas;(I';) ~h and measy(P;) ~ h*. (19)

In (19) we can control the constant in both relations by choosing the patches to

contain more elements (but uniformly under refinement).

The function vr is defined such that vp = Zjvz”l vj, for each patch P;, the
function v; has the form v; = (@; with ¢ € R to be defined later. Let ¢; € Vh1 be
defined for each node x; € 7T}, such that

- 0 for T; € ij\fj
Gj(@i) =
—p(x;) for w;elj,

with ¢ = 1,..., Np,. By the Poincaré inequality on a patch P; the following

Figure 3. Example of a patch P, in this case K3 U Ky v K5 = K; = K3, ¢; is
equal to zero on the nonfilled nodes, I; are the filled nodes.

inequality holds
lvjle; < R[Vuile; (20)

Lemma 4.1. For every patch P; with 1 < j < N, ; Vr; € R there exists v; € VI
as defined above with  such that

meas(Fj)_lJ; Voj - np ds =1y, (21)

J
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10 T. Boiveau, E. Burman, S, Claus and M. G. Larson

and the following property holds
1
Vsl < [R275 ;. (22)

Proof. The functions v; and @; are defined as previously described. Let
E; = meas(l"j)*l f V@; - ny, ds.
¥

We will first prove that for shape regular meshes, Z; is strictly negative and bounded
away from zero uniformly in A, provided the hidden constant of the upper bound
in (19) is chosen large enough. Let K1, ..., K, be the triangles crossed by I,
within a patch P}, the numbering of the crossed elements is done in order follow-
ing a path of I'; as in figure 3. The assumption (19) says that the number of these
triangles should be uniformly bounded by some m. We will show that the upper
bound m only depends on the shape regularity of the mesh. The mesh size on
the other hand must be small enough to resolve the boundary. The triangles K1,
K5, K~ and K, will have nodes on the boundary of ¢ P; where ¢ = 0 (on Fj1
or sz). Let us merge K| and K, (resp. K,,—; and K,,) into one quadrilateral
element K’ (resp. K,,). Observe that for the triangles K;, ¢ = 3,...,m — 2 there
holds K; € IC;’ and with 7} denoting the standard nodal interpolant on piecewise
linear functions,

(nn - V&ilk,) = [VInplk;|.
On K7 and K, the following upper bound holds trivially

(nn - V@ilre) <|V@ilrel, i=1,m.

Consider now
m m—2
V¢j~nhds—ZJ. Vi -npds =Tf + T, + > T
J;hﬁpj i=1 FjﬁKi =3
Fori € {3,...,m — 2} using (18) we have
T; = |Vrpp|k,;|meas(I'; N K;) = meas(I'; n K;)(1 — |V(1 —Zp)p| k)
> (1 — ¢pyh)meas(I'; N K;).

Fori € {1, m} we have

1 - - 11 ~ _
T7 < h2|V@ilr,nxe S IV@ilke < Cih™"|@jlke < Cih I/ZHIhP||aKfma/c;

< Cih™ P (|plorzroxs + |p = Tnplorsnoxs) < coh.
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Boundary value correction, penalty-free Nitsche method 11

The right hand side of these two inequalities depend only on the shape regularity
of the mesh. Hence, using that meas(I'; n K7) > meas(I';) — 2h

meas ()" Z L p V- np ds
i=1 n
> (1 — c,h)(1 — 2hmeas(T;) ') — 2cohmeas(T;) ™.

Assume now that h is sufficiently small so that (1 — c,h) > % then

1
meas(I" ZJ V@i -nyds > >5= (2co + 1)hmeas(T;) "
i=1 F NnK, i

If the lower constant of the left relation of (19) is larger than 4(2¢cy + 1) we may
conclude that

E; = meas(I’ Z J V@i -npds =
i=1 F ﬁK

which shows the uniform lower bound. Note that the constant c; only depends on
the curvature of the boundary and the mesh geometry. Thanks to this lower bound
we may define the normalised function ¢; by

.

()DJ ] SO]
By definition there holds
meas(Fj)_lf Vj-npds =1, (23)
j
and
IVeile = Z7 1VE;le,. 24)

The right hand side can be bounded as follows
IV@illp < IV@jlics + IV@jlppe = Ti + T,

1 1
Ty < |V(mnp — p)lis + [ Vpls < Chimeas(T))?,

T < Cih ™Y @jllpaks < Ch—1/2||Itha;<c;

1
< ChY(|pllaxs + [ Znp — plloxs) < Chimeas(T;)?.
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12 T. Boiveau, E. Burman, S, Claus and M. G. Larson

We conclude that
1
IVo;|p, < Ch2meas(T;). (25)
Let v; = r;jyp;, then condition (21) is verified considering (23). The upper bound
(22) is obtained using (25), (19) and

1 1 1
IVjllp; = [l [ Vsl < meas(Iy)2|rj|h2 = [h2rr;.

Lemma 4.2. For uy, vy, € V,f with v, = up, + aur, there exists a positive constant
Bo such that the following inequality holds

Bollunllf, < An(un,vn) + Jn(un, vop).-
Proof. Using (7) it is straightforward to obtain

(Ap + Jn)(un, un) = (Vup, Vup)o, +{Vup - np, Ty g (un) e, + Jn(un, up)
2 | V|, + (Vun -, Ty g (wn))r, -
We bound the second term using the trace inequality (4), inverse inequality (5) and

2)

NVup - np, Ty g (un) ey, < IIVup - na|r, 171k (un) o,
< DY Vun a, o) 171 () v, o)
< (W) Vunlis, oy

where v(h) = S (%)Z, note that O(+y(h)) = h. Considering vr as defined in

i=1

Section 2, for the j* patch P; we get

a(Ah + Jh)(uh, Uj) = a(Vuh, VUj)P]-mQ;L - a<Vuh . nh,vj>r]. + aJh(uh, Uj)

+ 04<ij * N, uh>rj + 04<VU]' *Np, Tl,k(uh)>l"j;
applying Cauchy-Schwarz inequality together with (7) we can write
a(Vup, Vvj) png, + adp(un, v;)
1 1
< | Vun| ping, [V | piney, + adn(un, un)? Jn(vj,v5)2,
Ca?
2 2
< €| Vur|p, + THV“J‘HPj~
€
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Boundary value correction, penalty-free Nitsche method 13

Using the trace inequality (4), the inverse inequality (5) and the inequality (20) we
can write the following

al(Vup -y, vi)r, < o Vg g, |vjle; <€ ah™ Vs p, v e,
Ca?
< [ Vun| b, Vvillp, < €| Vun|p, + TeHVUjH%:'j'

Let us consider the average u/ = meas(I'; Sr up, ds. Using Lemma 4.1 and

choosing r; = h~ 1%/ we get the 1nequa11ty
_1_
”vijPj < Hh ZUJHFJ" (26)
Our choice of r; allows us to write
al{Vj - np, up)r; = ok 2@ |5, + oKVoj - npy up — W )r.

It is straightforward to observe

Huh - “Fj < Cthuh“rj 27
Combining this result with the trace and inverse inequalities, we can show

_j C
ol Vv; s up = Wr; < € Vunlp, + == [Vojlp;

Using (2) once again

Cao?
a(Vvj -, Ty g (un)yr; < €y(h)?| V|3, + ?HVQUH%-

Since each term has been bounded, we can now get back to

Np

(An + Ji) (o) = (C =7 (R)[Vunl}s, +a D) [h~ 23|,
j=1

Np 2 Nz?

—de ) |V, — Z [V 7 -

J=1

Using (26) and rearranging, we obtain

i+ T (€ = 2() 40 Vanl, + a1 - 2) 3w,
j=1
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14 T. Boiveau, E. Burman, S, Claus and M. G. Larson

Using (27), the trace inequality and the inverse inequality we can show
1 _1
|h2@ |, = |h™2unlE, — O Vun|,-
Using this result together with (7) we obtain

(An + Jn)(un,vn) = (C = y(h) — 4e = C'a) (|Vunlg, + Jn(un, un))
N,
Cay &y, L
+a1==2) Y I v},
j=1

It is easy to choose € and « such that the two terms of this expression are positive,

C—h)—3 1 ).

. 1 . .
for example, by choosing € = ¢ we obtain o = mln(T, 60 o

Theorem 4.3. There exists a positive constant 3 such that for all function uy, € V}f
the following inequality holds

Ap(up, vp) + Jp(up, vp,
Bllunlly < sup 2lnsh) + Jn(un, vi)
RV lvnlln

Proof. Considering Lemma 4.2 the only thing to show is [|vp || < [|un ||k
Np
llonlln < Nunlln + llorlln with  [lorlla < 35 lloglla,
j=1

2 2 -1 2
lvslls, = IVvilene, + 1P72v5lE; + Ja(vj, v5)-
Using the trace inequality together with (20) and (26) we observe
_1 2 2 _1_s _1
Ih720lF; < [Vl s I1h72@ |r; < [h72un]r;-

We conclude using (7). |

5 Boundary value correction

The goal of this section is bound the two high order terms that has been dropped
in the finite element formulation (16).

Theorem 5.1. Let By, be the bilinear form as defined in (17) the following holds
Yo, € V}?

1
By (u,vp) < (h285 " sup |D*ufr, + 6 sup |D7(f + Aw)lr,)[|vn|n-

0<t<dy 0<t<dy
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Proof. Using the Cauchy-Schwarz inequality

| Bn(u, vn)| < uopn(z) = Tox(w)(@)r, [Von - nnlr, + 1 +Aula,\alvn]a, e

By definition of the Taylor approximation we have

on ()
[worn(a) = Toxw)@)] = | [ DL ulas))(en(o) - o) s

Let I, = [0, 0x(2)] and I5, = [0, maxger, on(x)], using the Cauchy Schwarz
inequality

o pi(e) — Toa(w) (@), < fr DEF | (on() — 9)M, ds

H
h
k k+1
< | 1Dl Jon(a) P as
h

2h+1y k+1, 112
< 0y, " 1D * UHUgh(rh)

<02 sup | DM,
0<t <4y

where I'y = {x € Q : |p(x)| = t} is the levelset with distance ¢ to the boundary
I', following the approach from [9]. Suppose that

f+Aue HT (Us, (Q)).
This property holds if f € H'*!'(Q) by applying (1) and (8). Using Q;,\Q <
Us(T) and § ~ Oy, it follows that

I+3
|f +Aulone < 01 DL(S + Au)lg,0 < 8, 2 sup |Dy(f + M),

<t<oo

Then we can bound the bilinear form By, using [v]g,\o < 5,1/2H|v\||h (deduced
from (6)) the trace and inverse inequalities Vovy, € Vf

| Br(u, vp)|
< 6k‘+1 Dk+l v . 6l+% Dl A
<6, sup | ullr, Vo -, + 6, * sup | Dy (f + Au)lr, |vn]o,ne
0<t<8o 0<t<dp
_1
< (W26 sup |D* |, + 65" sup | DL(f + Aw)|r,) [on ] a-
0<t<dy 0<t<do
(28)
O
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16 T. Boiveau, E. Burman, S, Claus and M. G. Larson

6 A priori error estimate

The formulation (16) satisfies the following consistency relation (Galerkin orthog-
onality).

Lemma 6.1. Let uy, € V}f be the solution of (16) and u € Hz(Nh) be the solution
of (1). Then

Ah(u — uh,’uh) — Jh(uh,’uh) + Bh(u,vh) =0, Yy, e V}f).

Proof. Subtracting (15) and (16) this is straightforward. |

Lemma 6.2. Let w € H*(N},) + VF and vy, € V. There exists a positive constant
M such that

Ap(w, vn) < Mwl«[[ona-

Proof. Using the Cauchy-Schwarz inequality, trace inequality and inverse inequal-
ity we have

(Vw, Vi)h)gh — <Vw “MNp, vh>rh + <V1)h “Mp, TO,k(w)>Fh

s |[Vwle, [Vonle, +Vw - na[r, [vnlr,

_1
+ Vol b2 (lwlr, + [Tk (w)]r,)-

Using the inf-sup condition from Section 4 and the estimate obtained in Section
5 the error in the triple norm can now be estimated.

Proposition 6.3. Let u € HP*'(N},) be the solution of (1) and w;, € VY the solu-
tion of (16). Then

_1
llw = unlln < WP [ull oer@) + h285+ sup DM,

0<t<dy
+ 6L sup | DL(f + Au)|r-
0<t<dy
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R
1R |0 R 1 h?
2| n || 1 h33 2 h*
3R 2 h33 3 h®
4| h| 3 h’3 4 h®

Table 1. Order of the terms in the estimation of the H'-error depending on p, k and

I, assuming §;, = O(Rh?).

Proof. Using the Galerkin orthogonality of Lemma 6.1 we obtain

Ap(up — mpu, vp) + Jp(un — mhu, vp)

= Ap(u — mhu, vp) — Jp(mhu, o) + (f + Au,vp)0,\0

+{Vp - np,u o pp — Tox(u))r,-

Using this result, Theorem 4.3, the Lemma 6.2 and J(u, v,) = 0 given by the

regularity of u, we can write

Ap(u — mpu,vp) — Jp(mpu, vg) + Bp(u, vp)

Bllup—mhulln <

llvn I

Jp(mpu — u, Thu — u)%Jh(vh, vh)% + Bp(u,vp)

< Mlju — mpul« +

< (M + 1)|lu — mpul« +

Applying the triangle inequality we can write

B (u,vp)
vl n

llw = wnlln < lu=mnullp + llun = wnwlls

1
< | — mpulln + 5

B

<(M + 1) |u — mpull« +

llvnln

Using the estimate (13) we conclude applying Theorem 5.1.

The next proof requires these two inequalities and the assumption §;, < h?

3
1T, (u = wn)|r, < WP ul o @) + (R 200) Al — unlln

1
h2 [V (u = un) - na e, < W lul o) + llu = unin-
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18 T. Boiveau, E. Burman, S, Claus and M. G. Larson

Inequality (29) is proved in [9] and (30) can be shown using the trace and inverse
inequalities in the following way
B2V (= un) -l S 19w =) vy + AID? (@ = un) ey
< |V (u = mu) | xr(ry,) + BID? (u = mhu) | avry)
+ [V (un — 7w | xvqry,) + PID? (un = mu) (e,
< PPl o) + IV (un — mpu) |,
S PPllul gy + [V (w = un) | ey

Theorem 6.4. Let u € HPT'(N},) be the solution of (1) and uy, € V¥ the solution
of (16). We assume 8, < h®. Then

1
lu—unlle, < 042 ulgoriy + 65" sup [Dlulr,

<t<0p

1
—l—hiéﬁlﬂ sup HDfl(f—i-Au)Hrt.

0<t<dy
p |t || ko ][ 141 | hastt!
1] h'> 0| h? 1 2
2 h25 )i h4 2 h45
3| B | 2] A 3 ho
40 | 3| n 4 h83

Table 2. Order of the terms in the estimation of the L?-error depending on p, k and
I, assuming d;, = O(h?).

Proof. We define the function ¢ such that

= u—up in
0 in Q\Qp.

Let z satisfy the adjoint problem

—Az =1 inQ,
z=0 onT,
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z is extended to Us, (€2) using the extension operator. In this framework, the fol-
lowing estimates hold

12l m20) < [¥]anay, (31

Izlane < 0nlVz - nly,, @) (32)
1

|2lr, < 041Vz - 1|y, @) (33)

Inequalities (32) and (33) has been shown in [9]. Using integration by parts, the
L2-error on Q, can be written as

lu—unla, = (u—un, ¥ + Az)q, — (u—up, A2)g,
= (u—up, ¥ +Az)g,\0 + (V(u—un), Vz)a, — (u —up, Vz - np)r,
= (u—up, ¥ + Az)g,\ + An(u — up, 2) + (V(u —up) - np, 2)r,

—2Vz - np,u—upyr, —{Vz-np, T p(u—up)r,.
Using (6), the property of the extension operator (8) and (31), we can write
(u —up,Yp + Az)g\a < |lu —unlg,ollv + Azlg,\0
< (R (u—un) - nld, 0 + onlu —unl},)? ([¥la,a + 182]a,00)
< (0 + how) u = unlla(lu = unlo,a + 122
S (0 + hon)?[lu —wfln|u — unla,.
Using the interpolant defined by (9) we obtain
Ap(u — up, 2) < |Ap(u — up, 2 — mp2) + Ap(u — up, T2)|,
by Cauchy-Schwarz inequality, (29), (30) and (31) we have
Ap(u — up, z — mp2)
< (llu = wnlln + B2V (w = un) - malr, + B2 | T = wn)[m) |2 = 7z

< ((L+h7'on)hflw = unlln + W24 ul g @) v — un ey, -
The Galerkin orthogonality of Lemma 6.1 allows us to write

Ah(u — uh,whz) < |Bh(u,7rhz) + Jh(uh,ﬂhz)|

=

S |Bu(u, mh2) + Jh(uhauh)%Jh(thath)
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20 T. Boiveau, E. Burman, S, Claus and M. G. Larson

From [8] and the properties of z we have

N=

1
Jn(mnz, mh2)? = Jp(mhz — 2,z — 2)2 < 2] ) < hllu — unley,,

we also have the upper bound
1 1
In(un, up)? < [ —mnulln + Jn(mpu, mhu) 2 S lup — mpulln + 2P ul geg)-

Then using the proof of Proposition 6.3 we have

1
| (un, mh2)| < (h”“HuHle(g)Jr h25pt sup | DM,
0<t<dy

+ 1o sup |DL(f + Aw)lr, ) [u = unla,

0<t<dy
Using equation (28) the term By, (u, 7, 2) can also be bounded with

|Bi(u, mnz)| < 65 sup [ DFufr, [Vnz -
0<t<dy

I+3
+6, 2 sup |DL(f + Au)|r,|mhz]a, e

0<t<dy

Using the global trace inequality [Vz - np[r, < [2]m2(q,). (8) and (31) we can

write
IVrnz - npllr, < [V(mnz = 2) - nalr, + V2 - nafr,

S h2mnz = 2« + 2o,
< 2l + 12l @)
< Jlu—un|a,-
Using inequalities (8), (31) and (32) we obtain
Imnzlone < lmnz = zlo,e + 12,0
< B2l o) + 0l V2lus, )
< h2lu — upq, -

Then we obtain the upper bound

[Bu(u,m2)| < (35+ sup | ¥,
0<t<8y

I+1
+h%0," sup | DL(f + 8u)lr, ) [ — unla,

0<t<dy
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and

Ap(w=un,2) < (W Jul oy + 5+ sup | DF

<t<0p

I+
+ 02,7 sup |DL(S + Aw)lr, ) lu = wila,

0<t<b;

Using (33) and (31) and the we have

1
|zl < 65 1Vz - nlu, ) < n sup [Vz-n|r, < nlzlm@) < onlu—unla,-

<t<9dp

Using this result with (30) and (29) we have
KV (w = up) -1, 21, = (V- np, Ty (w — un))r, |
< |[V(u—=wup) - nalr, 2|0, + V2 - nale, [Tk (= un),
< (PP |luf o1 (@) + llu — unllw)h 22|, + 2] 2 ) 1T (w0 — un) [,
S (h_%5h(h”“HUHHp+1(Q) + hflw = unlln) + 716 (w — wn)|r,)llv — unlle,
< ((W7283) |lw — up | + WPl o o)) [ — unlle,-
Also
KVz - np, u—unr,| < [Vz-nar, [u— unlr,
< 2l (@ h llu = wnlln
< Ju— wnllo, b2l = un|n-

Using 0, < h? we obtain the bound

(V(u—up) np,2)r, —<{Vz-np, T g(u—up)r, —2(Vz - np,u — up)r,
1
< (Wl + b llw = wnlln ) fu = unl,

1
< (W73l gonr o + 05" sup | D lulr,
<t<dy

1 4!
+ h3030," sup |D}(f + Awlr, ) [u— unla,.

0<t<dp

The theorem follows. O
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22 T. Boiveau, E. Burman, S, Claus and M. G. Larson

7 Numerical Results and Discussion

We will consider 3 examples of increasing complexity to corroborate the theo-
retical findings in the previous sections. The exact boundary of the domain Q
is described using analytical expressions of level set functions whose zero level
set describes the boundary. We first consider a circular domain and a domain
with convex and concave boundaries with zero Dirichlet boundary conditions and
then a flower shape domain with non-zero Dirichlet boundary conditions. We will
demonstrate the effect of the boundary value correction terms for polynomial order
2 and 3. In all examples, we set the ghost penalty parameter -y, = 0.1.

7.1 Reference Solution in Circle with Zero Dirichlet Boundary Conditions

In our first example, we consider a circular domain described by the zero level set
of

¢=R—1

where R = 1/x% + y2. We investigate the convergence of the numerical solution
to the following analytical solution

2
u(e,y) = cos(n 1),

which we prescribed using

f(z,y) = T2 R* cos <7r (122)) + 27 sin <7r (T))

The solution and the linear approximation of the domain are depicted in Figure 4.
Figure 5 shows the convergence rates of the numerical solution in the H' and L?-
norm. The order of convergence is optimal when a Taylor expansion of first order
is used (k = 1). Adding terms beyond the first order term in the Taylor expansion
does not yield any improvment in the rate of convergence (k > 1).
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Figure 4. Reference solution u and the cut finite element mesh in the circle geometry.

7.2 Reference Solution in Torus with Zero Dirichlet Boundary Conditions

Next, we consider a domain with convex and concave boundaries given by the zero
level set of the function

¢ =(R—0.75) (R—0.25). (34)

We set
1
F =20 <4 - R) 35)

and obtain the analytical solution
u=20(0.75—-R)(R—0.25). (36)

as shown in Figure 6. The convergence rates shown in Figure 7 are optimal for
p = 2, p = 3 when a first order Taylor expansion is used in the boundary value
correction terms.
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Figure 5. Convergence rates for the first reference solution in the circle in the H;
norm for p = 2, (b), p = 3 for Taylor expansions of order k = 0, 1,2 and in the L,
norm for (¢) p = 2,(d) p = 3.

7.3 Reference Solution in Flower Shape with Non-Zero Dirichlet Boundary
Conditions

In our final example, we consider a flower like shaped domain [17] defined by
¢ = (R* —rg)(R* — (1.0/6.0)%) (37)

with rg = ro +0.1sin(wé), ro = 1/2, w = 8 and 6 = arctan(x/y). We investigate
the convergence rates of our numerical solution with respect to

U = COS (w%) cos <7r%> (38)
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Figure 6. Reference solution u in a torus-like shaped geometry and the cut finite
element mesh of the domain.

2
f= % cos (r%) cos (7’[’%) 39)
The reference solution and the cut mesh are shown in Figure 8. Figure 9 shows the
convergence rate for p = 2 and p = 3.

7.4 3D Solution in an Ellipsoid

We compute the reference solution

,’22
u = COS(T('?) (40)
with
22 e 22
- 41
" \/(3.0/4.0)2 T 10/202 T (1.0/2.012 “h
in a 3D ellipsoid given by the function
p=7—1. (42)

Figure 10 shows the solution in the ellipsoid and Figure 11 shows the convergence
for the solution for p = 2 and k£ = 1 demonstrating the optimal convergence rate
of the numerical solution as predicted by the estimates of the previous section.
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Figure 7. Convergence rates for the reference solution in the domain including con-
vex and concave boundaries in the H; norm for (a) p = 2, (b), p = 3 for Taylor
expansions of order k£ = 0, 1,2 and in the L, norm for (c) p = 2,(d) p = 3.
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