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mechanics

by Thomas Boiveau

Nitsche’s method is a penalty-based method to enforce weakly the boundary condi-
tions in the finite element method. In this thesis, we consider a penalty-free version of
Nitsche’s method, we prove its stability and convergence in various frameworks. The
idea of the penalty-free method comes from the nonsymmetric version of the Nitsche’s
method where the penalty parameter has been set to zero; it can be seen as a Lagrange
multiplier method, where the Lagrange multiplier has been replaced by the boundary
fluxes of the discrete elliptic operator. The main observation is that although coercivity
fails, inf-sup stability can be proven. The study focuses on compressible and incompress-
ible elasticity. An unfitted framework is considered when the computational mesh does
not fit with the physical domain (fictitious domain method). The penalty-free Nitsche’s
method is also used to enforce the coupling for interface problems when the mesh fits
the interface (nonconforming domain decomposition) or not (unfitted domain decom-
position). Fluid structure interaction is also investigated, a new fully discrete implicit
scheme is introduced.
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Chapter 1

Introduction

1.1 Finite element method

1.1.1 Principle

A large number of physical phenomena are described by differential equations. Unfor-
tunately these equations are not solvable analytically except in some very simple cases.
Over the years, several methods have been developed to approximate solutions of dif-
ferential equations. In this thesis, we focus on the finite element method, but there are
other popular methods, such as the finite difference method, the finite volume method or
the spectral method. The classical finite element method is based on a decomposition of
the physical domain into non-overlapping elements. An approximation of the solution is
constructed from the contributions of each of these elements using piecewise polynomial
expansion functions. As an example, we take Ω a one dimensional domain decomposed
in five elements called respectively K1, . . . ,K5, the lengths of the elements are not neces-
sarily equal. The set of elements defines a mesh of Ω. Figure 1.1 represents an example

x0 x1 x2 x3 x4 x5

K1 K2 K3 K4 K5

Ω

Figure 1.1: One dimensional mesh.

of domain decomposed into discrete elements. The functions φ0, . . . , φ5 are called nodal
basis functions, each function φj is defined such that

φj(xi) =

{
1 i = j,

0 i 6= j.

13



14 Chapter 1. Introduction

For a first order approximation of the solution, each function φj is continuous and piece-
wise linear. Let hj = |Kj |, the function φj is defined as

φj(x) =


x−xj−1

hj
x ∈ Kj ,

xj+1−x
hj+1

x ∈ Kj+1,

0 x /∈ {Kj ,Kj+1}.

Figure 1.2, represents the basis functions for the first order case on the one dimensional
mesh of Ω. The approximated solution of a given problem obtained by the finite element

x0 x1 x2 x3 x4 x5
0

1
φ0 φ1 φ2 φ3 φ4 φ5

Figure 1.2: One dimensional domain, first order basis functions.

method is a linear combination of the nodal basis functions, it can be written as

uh(x) =
5∑
i=0

uiφi(x). (1.1)

The approximation of the solution uh is obtained using a finite element formulation.

1.1.2 Finite element formulation

Let us consider the Poisson problem with zero Dirichlet boundary condition as a model
problem

−∆u = f in Ω,

u = 0 on ∂Ω,

with ∂Ω the boundary of Ω and f ∈ L2(Ω). Multiplying by a test function v and
integrating over the domain, we obtain

(−∆u, v)Ω = (f, v)Ω,

where (a, b)Ω =
∫

Ω ab dx. Using integration by parts the problem becomes

(∇u,∇v)Ω − 〈∇u · n, v〉∂Ω = (f, v)Ω,

where n is the outward unit normal vector to the boundary ∂Ω and 〈a, b〉∂Ω =
∫
∂Ω ab ds.

Let us define the bilinear form a(u, v) = (∇u,∇v)Ω and let

H1
0 (Ω) = {v ∈ H1(Ω) : v|∂Ω = 0},
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we choose v ∈ H1
0 (Ω), then we obtain the following weak formulation: find u ∈ H1

0 (Ω)

such that
a(u, v) = (f, v)Ω ∀v ∈ H1

0 (Ω).

The boundary term vanishes since v|∂Ω = 0. This abstract problem is discretised using
the Galerkin method. The general principle is to replace the functional spaces by finite
dimensional spaces. Let K denote a generic interval in the partitioning of Ω and Pk(K)

a polynomial of global degree at most k on K, then we define the space of piecewise
continuous polynomials

V k
h,0 = {vh ∈ H1

0 (Ω) : vh|K ∈ Pk(K) ∀K} k ≥ 1.

The finite element formulation of the problem can be written as: find uh ∈ V k
h,0

a(uh, vh) = (f, vh)Ω ∀vh ∈ V k
h,0. (1.2)

1.1.3 The linear system

By substituting the decomposition of uh (1.1) in the formulation (1.2) and choosing
vh = φj for j = 1, . . . , 4, the problem becomes

4∑
i=1

ui(φ
′
i, φ
′
j)Ω = (f, φj)Ω j = 1, . . . , 4.

Note that φj ∈ V 1
h,0 for j = 1, . . . , 4. Let Aij = (φ′i, φ

′
j)Ω and bj = (f, φj)Ω. We remark

that A is a symmetric matrix, the system becomes

4∑
i=1

Aijui = bj j = 1, . . . , 4,

this is equivalent to the linear system

Auh = b, (1.3)

where uh = (u1, . . . , u4)T and b = (b1, . . . , b4)T . The matrix A is the stiffness matrix,

A =


1
h1

+ 1
h2

−1
h2

0 0
−1
h2

1
h2

+ 1
h3

−1
h3

0

0 −1
h3

1
h3

+ 1
h4

−1
h4

0 0 −1
h4

1
h4

+ 1
h5

 .

Finding the approximation uh is equivalent to solving the linear system (1.3).
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1.2 Nitsche type methods

Let Ω be a two dimensional polygonal domain, we consider the following Poisson problem
with Dirichlet boundary condition

−∆u = f in Ω,

u = g on ∂Ω,
(1.4)

with f ∈ L2(Ω) and g ∈ H
3
2 (∂Ω) or g ∈ H

1
2 (∂Ω).

1.2.1 Weak imposition of Dirichlet boundary conditions

The standard method to impose a homogeneous Dirichlet boundary condition in finite
element is to eliminate the degrees of freedom associated with the boundary in the
discrete linear system. The inhomogeneous case is slightly more technical but follows
the same principle introducing a lifting operator at the boundary (see for example [46]).
In other words the boundary condition is imposed in the finite element space as in Section
1.1.2. Another approach is to impose weakly the boundary condition, several techniques
can be used, here we give a brief description of the main methods.

• The penalty method proposed by Babuška [6, 11] considers a penalised version of
the problem (1.4)

−∆uε = f in Ω,

ε−1(uε − g) +∇uε · n = 0 on ∂Ω,

with ε > 0. The corresponding formulation is: find uε ∈ H1(Ω) such that

(∇uε,∇v)Ω + ε−1〈uε, v〉∂Ω = (f, v)Ω + ε−1〈g, v〉∂Ω ∀v ∈ H1(Ω).

The weak imposition is done via the terms ε−1〈uε, v〉∂Ω and ε−1〈g, v〉∂Ω.

• The Lagrange multiplier method also introduced by Babuška [5, 23, 96, 97, 100]
requires the use of Lagrange multipliers in the formulation: find (u, λ) ∈ H1(Ω)×
H−

1
2 (∂Ω) such that

(∇u,∇v)Ω + 〈λ, v〉∂Ω + 〈µ, u〉∂Ω = (f, v)Ω + 〈µ, g〉∂Ω ∀(v, µ) ∈ H1(Ω)×H−
1
2 (∂Ω).

(1.5)
Note that the boundary flux ∇u · n has been replaced by −λ. The terms 〈µ, u〉∂Ω

and 〈µ, g〉∂Ω are enforcing weakly the boundary condition.

• The method introduced by Barbosa and Hughes [78, 8, 9, 100] that considers an
alternative of (1.5) by introducing the following additional term at the discrete
level

γh〈λh +∇uh · n, µh +∇vh · n〉∂Ω,
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with γ the stabilisation parameter and h the parameter associated to the space
discretisation (maximal element diameter).

• Nitsche’s method [92, 4] is a consistent penalty based method. Let Vh be the
H1-conforming finite element space fitted to Ω where h is the maximal element
diameter. The corresponding finite element formulation is written as: find uh ∈ Vh
such that

Ah(uh, vh) = Lh(vh) ∀vh ∈ Vh, (1.6)

where the linear forms are defined by

Ah(uh, vh) = (∇uh,∇vh)Ω − 〈∇uh · n, vh〉∂Ω − 〈∇vh · n, uh〉∂Ω + γ〈h−1uh, vh〉∂Ω,

Lh(vh) = (f, vh)Ω − 〈∇vh · n, g〉∂Ω + γ〈h−1g, vh〉∂Ω,

where γ > 0. In the bilinear form Ah the two first terms are classically obtained
by integration by parts, the third term preserves symmetry and the fourth term
ensures the coercivity for γ big enough. The corresponding terms are added to the
linear form Lh to enforce weakly the boundary condition.

1.2.2 The penalty-free Nitsche method

Pursuing the idea to relax the constraint on γ Freund and Stenberg suggested a non-
symmetric version of Nitsche’s method [56]. The formulation (1.6) is modified such that

Ah(uh, vh) = (∇uh,∇vh)Ω − 〈∇uh · n, vh〉∂Ω + 〈∇vh · n, uh〉∂Ω + γ〈h−1uh, vh〉∂Ω,

Lh(vh) = (f, vh)Ω + 〈∇vh · n, g〉∂Ω + γ〈h−1g, vh〉∂Ω.

The only difference compared to the classical Nitsche’s method is that the terms 〈∇vh ·
n, uh〉∂Ω and 〈∇vh · n, g〉∂Ω are added instead of being subtracted. In this case the
coercivity is straightforward to show as

Ah(uh, uh) = (∇uh,∇uh)Ω + γ〈h−1uh, uh〉∂Ω ≥ C(‖∇uh‖20,Ω + h−1‖uh‖20,∂Ω),

where C is a positive constant. The advantage of the nonsymmetric version is that
no lower bound has to be respected for the penalty parameter to ensure coercivity, it
only needs to be strictly larger than zero. The symmetric and nonsymmetric versions
of Nitsche’s method were further discussed by Hughes and co-workers in [77] where the
possibility of using the nonsymmetric version with γ = 0 was mentioned. Penalty-
free nonsymmetric methods have indeed been advocated for the discontinuous Galerkin
method [93, 81, 63, 40]. In [26], Burman proved that the nonsymmetric Nitsche’s method
is stable without penalty for scalar elliptic problems. The linear forms associated to the
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penalty-free Nitsche’s method are such that

Ah(uh, vh) = (∇uh,∇vh)Ω − 〈∇uh · n, vh〉∂Ω + 〈∇vh · n, uh〉∂Ω,

Lh(vh) = (f, vh)Ω + 〈∇vh · n, g〉∂Ω.

The main observation for this method is that although coercivity fails when the penalty
parameter is set to zero, the formulation can be proven to be inf-sup stable. It leads
to a method that is stable without any unknown parameter and without introducing
additional degrees of freedom. In terms of solvers, some solvers cannot be employed (ex:
Crout, Cholesky, Conjugate Gradients) due to the nonsymmetry of the method, it is also
known that in the case of inf-sup stable formulations for saddle point systems Krylov-
Schur solver fails to converge [88]. Optimal convergence of the error can be shown in
the H1-norm, however the lack of adjoint-consistency of the nonsymmetric formulation
leads to a suboptimality of order O(h

1
2 ) for the L2-error. By looking at (1.5) we remark

that the nonsymmetric version of the Nitsche’s method without penalty can be seen as
a Lagrange multiplier method where the Lagrange multiplier has been replaced by the
boundary fluxes of the discrete elliptic operator.

1.2.3 A brief comparison

In this section, we compare the different versions of Nitsche’s method for the Poisson
problem (1.4). Let us consider the following manufactured solution that is used for the
computations

u = sin(πx)sin(2πy).

We approximate this solution using the three versions of Nitsche’s method presented in
the previous sections and compare the L2 and H1-errors. First we compare the slopes of
convergence, we choose arbitrarily a penalty parameter for both penalised formulations
and we obtain Figure 1.3. The slopes of convergence of the L2-error shows an optimal
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Figure 1.3: Comparison of Nitsche’s methods, piecewise affine approx-
imation, error versus the maximal element diameter, γ = 10.
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order of convergence O(h2) for the three methods. The formulations that consider a
penalty parameter (symmetric and nonsymmetric) give very similar results, in fact the
difference between the two slopes is negligible. The penalty-free method gives an error
slightly bigger than the penalised methods. The H1-error shows an optimal order of
convergence for each method. The difference of the error between the three methods
is negligible. In Figure 1.3 the penalty parameter is considered high enough to ensure
stability for both penalised versions, it is therefore interesting to study the influence of the
penalty parameter for a fixed mesh (Figure 1.4). The L2 and H1-errors of the penalty-
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Figure 1.4: Comparison of Nitsche’s methods, piecewise affine approx-
imation, error versus the penalty term γ.

free scheme show a constant error because there is no penalty parameter involved by
definition. Both L2 and H1-errors of the symmetric formulation reach a peak for γ = 1

that is due to an eigenvalue of the finite element matrix. For γ ≥ 10 both penalised
methods gives the same error (case of Figure 1.3). For γ ∈ [10−3, 10−1] the L2-error
given by the symmetric scheme is smaller than for the other schemes. The penalised
nonsymmetric scheme converges to the penalty-free scheme as γ decreases. For the H1-
error the difference between the penalty-free scheme and the nonsymmetric penalised
scheme is very small. For γ ≥ 10 and γ ∈ [10−2, 10−1] the H1-error given by the
symmetric scheme is very similar to the other methods.

1.2.4 First proof of stability

In this section we show the inf-sup condition for a formulation that involves the penalty-
free Nitsche’s method for a one dimensional case. We aim to introduce the general
concepts that will be used to prove the stability of the penalty-free schemes that will
be studied in the four following chapters. In what follows, we will consider the usual
Sobolev spaces Hs(ω) with (s ≥ 0), with norm ‖ · ‖s,ω and semi-norm | · |s,ω, details
are provided in Appendix A. Let Ω = [0, 1] be a one dimensional domain, the Poisson
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problem with Dirichlet boundary conditions (1.4) can be rewritten as

−u′′ = f in [0, 1],

u(0) = u(1) = g.

The domain Ω is partitioned into n > 3 intervals K1, . . . ,Kn of length h = |Ki| for all
i ∈ 1, . . . , n, we introduce the finite element space

V k
h,1D = {vh ∈ H1(Ω) : vh|Ki ∈ Pk(Ki), ∀i ∈ [1, n]}.

The penalty-free formulation is written as: find uh ∈ V k
h,1D such that

(u′h, v
′
h)[0,1] − [u′hvh]10 + [uhv

′
h]10 = (f, vh)[0,1] + [gv′h]10 vh ∈ V k

h,1D.

Let us define the bilinear form

Ah(uh, vh) = (u′h, v
′
h)[0,1] − [u′hvh]10 + [uhv

′
h]10.

We choose the function vh such that vh = uh+αvΓ and we define vΓ to be zero everywhere
except for the elements that have one vertex on the boundary. Let

vΓ(0) = uh(0), v′Γ(0) = −h−1uh(0),

vΓ(1) = uh(1), v′Γ(1) = h−1uh(1).
(1.7)

By applying the definition of vh we obtain

Ah(uh, vh) = Ah(uh, uh) + αAh(uh, vΓ),

clearly we have
Ah(uh, uh) = ‖u′h‖20,Ω.

Also, we can write

Ah(uh, vΓ) = (u′h, v
′
Γ)Ω − u′h(1)vΓ(1) + u′h(0)vΓ(0) + uh(1)v′Γ(1)− uh(0)v′Γ(0).

Using the Cauchy Schwarz inequality and the definition on vΓ we obtain

(u′h, v
′
Γ)Ω ≤ ‖u′h‖0,Ω‖v′Γ‖0,Ω ≤ ‖u′h‖0,Ω(h−1uh(1)2 + h−1uh(0)2)

1
2

≤ ‖u′h‖0,Ωh−
1
2 ‖uh‖0,∂Ω.

The trace inequality and the inverse inequality (these two inequalities will be introduced
in the next chapter by Lemmas 2.0.1 and 2.0.2) tell us that

‖u′h‖0,∂Ω . h−
1
2 ‖u′h‖0,Ω
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using this result, the consistency term becomes

u′h(1)vΓ(1)− u′h(0)vΓ(0) = u′h(1)uh(1)− u′h(0)uh(0) ≤ ‖u′h‖0,∂Ω‖uh‖0,∂Ω

. ‖u′h‖0,Ωh−
1
2 ‖uh‖0,∂Ω.

The antisymmetric Nitsche term can be expressed as

uh(1)v′Γ(1)− uh(0)v′Γ(0) = h−1uh(1)2 + h−1uh(0)2 = h−1‖uh‖20,∂Ω.

Then we obtain the following using the Young’s inequality (ab ≤ εa2 + b2

4ε with ε > 0)

Ah(uh, vh) & (1− ε)‖u′h‖20,Ω + α
(

1− α

ε

)
h−1‖uh‖20,∂Ω & ‖uh‖21,h, (1.8)

note that for α and ε well chosen the lower bound of Ah is in fact positive. The norm
‖ · ‖1,h is defined as

‖w‖21,h = ‖∇w‖20,Ω + h−1‖w‖20,∂Ω, (1.9)

in the one dimensional framework we have ∇w = w′. Also, using similar arguments as
previously we obtain

‖vh‖21,h . ‖uh‖21,h + α(‖v′Γ‖20,Ω + h−1‖vΓ‖20,∂Ω) . ‖uh‖21,h + h−1‖uh‖20,∂Ω . ‖uh‖21,h,

combining this result with (1.8) we get the inf-sup condition

β‖uh‖1,h ≤ sup
vh∈V k

h,1D

Ah(uh, vh)

‖vh‖1,h
.

For the proof of the two dimensional case, the value of vΓ at the boundary (1.7) is replaced
by an average of uh over patches of boundary elements; this leads to additional terms
that have to be controlled but the principle of the proof remains the same. In this thesis
we consider the two dimensional case in order to reduce the amount of technicalities in
the theoretical proofs.

1.3 Motivations

In the previous sections we have introduced the penalty-free Nitsche’s method as a way to
impose the boundary conditions weakly when the triangulation fits the physical domain,
this case is considered in Chapter 2. Nitsche’s method may also be used in several other
configurations.

1.3.1 Fictitious domain method

Mesh generation is an important challenge in computational mechanics, in fact for com-
plex geometries this can be highly nontrivial. In some cases for time dependent problems,
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such as a solid body embedded in a flow, the geometry of the problem may be modified
for each time step which implies that the mesh must be modified at each time step. The
main idea of the fictitious domain method [59, 60, 67, 3, 74, 36, 37, 29] is to relax the
constraint that imposes the mesh to fit with the physical domain. In fact the principle
of the fictitious domain approach is to embed the physical domain in a mesh that is easy
to generate, the elements do not need to match with the boundary as shown in Figure
1.5. In the early developments of fictitious domain [59], the method was faced with the

Ω

Figure 1.5: Fictitious domain, Ω is embedded in a background mesh.

choice of either integrating the equations over the whole computational mesh including
the nonphysical part, or only integrate inside the physical domain. In the first case, the
method is robust but inaccurate, the second approach is accurate but can generate bad
conditioning of the system matrix depending on how the boundary crosses the mesh.
The ghost penalty [25] has been introduced to avoid this problem, this simple trick im-
proves robustness without loss of accuracy. The fictitious domain approach is considered
in Chapter 3 for the Poisson problem [37], but also for compressible and incompressible
elasticity [13, 38, 89].

1.3.2 Domain decomposition

In domain decomposition the physical domain is partitioned into multiple subdomains,
in this thesis we are interested in the coupling at the interface between two subdomains,
we will therefore split the physical domain into exactly two domains Ω1 and Ω2 with
a common interface. A first approach is to consider Ω1 and Ω2 meshed independently
this case is commonly called nonconforming domain decomposition (see Figure 1.6). To
handle this configuration, iterative procedures can be considered using the standard
Schwarz alternating method [87]. Another approach is to consider Lagrange multiplier
[86, 17, 84] for the coupling at the interface, here we consider the Nitsche’s method
[16, 70]. The Nitsche’s method has been applied to nonconforming domain decomposition
with its symmetric and nonsymmetric version in [16] for the Poisson problem. The
method has been extended using a weighted average of the fluxes at the interface for the
advection-diffusion-reaction problem in [41]. Several difficulties can be handled by taking
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Ω1 Ω2

Figure 1.6: Nonconforming domain decomposition, Ω1 and Ω2 are
meshed independently.

the right choice of weights [47, 10, 41]. In Chapter 4 we consider domain decomposition
with discontinuous material parameters for the Poisson problem, the study is extended
to compressible elasticity [57, 61] and incompressible elasticity [14].

1.3.3 Unfitted domain decomposition

The domain decomposition study is extended to the unfitted framework. The physi-
cal domain is decomposed in two subdomains as in the previous section, however the
specificity here is that both subdomains are meshed with one triangulation, the interface
between the two subdomains is not necessarily fitting with the elements of the mesh
(see Figure 1.7). As for nonconforming domain decomposition, the Lagrange multiplier

Ω1 Ω2

Figure 1.7: Unfitted domain decomposition, Ω1 and Ω2 and the com-
putational mesh.

method may be used to handle the coupling at the interface [73], here we are interested
in using the Nitsche’s method [67, 69] as we want to investigate the penalty-free Nitsche’s
method. Using the tools introduced in Chapter 3, the domain decomposition approach
of Chapter 4 is transposed to the unfitted domain decomposition framework of Chap-
ter 5. Compressible elasticity is considered [13, 68] as well as incompressible elasticity
[43, 94, 90, 65, 72].
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1.3.4 Fluid structure interaction

Nitsche type methods can be used in a fluid-structure interaction framework [71, 91] to
handle the coupling at the fluid-solid interface. In this thesis we consider the special
case of a viscous incompressible fluid and an elastic structure when the fluid and solid
densities are close (i.e. the fluid added-mass acting on the structure is strong) [50, 30].
In such configuration, explicit couplings [48, 83, 42] are known to produce numerical
instabilities. Alternatively, semi-implicit [50, 51, 1] and implicit [104, 58, 53] approaches
can be considered to handle these instabilities. In [30] a stabilised explicit coupling
scheme for fluid-structure interaction based on Nitsche’s method has been introduced,
in order to get optimal accuracy, a defect correction approach is used [101]. An analysis
of this explicit scheme with defect correction is done in [32]. The schemes considered
in these contributions rely on the classical version of the Nitsche’s method. In [33] the
penalty-free Nitsche’s method has been investigated, in this article numerical observa-
tions show that the defect correction is no longer needed to recover optimal accuracy in
the penalty-free case. Figure 1.8 is extracted from [33], it shows the displacement energy
norm error for both classical Nitsche and penalty-free Nitsche without defect correction;
the penalty-free scheme shows optimal convergence which is not the case for the clas-
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Figure 1.8: Extracted from [33], error versus the meshsize, classical
Nitsche compared to penalty-free Nitsche.

sical scheme. In [34] the study has been extended to the unfitted framework, explicit
and implicit strategies are considered including a convergence analysis for the implicit
scheme for the classical Nitsche case. In Chapter 6 we propose a fully discrete implicit
scheme based on the penalty-free Nitsche’s method. Given the convergence properties
observed numerically for the explicit scheme in the Figure 1.8, it is therefore interesting
to study the penalty-free version of the Nitsche based schemes to understand its stability
mechanisms in general.
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Weak imposition of boundary
conditions

In this chapter, we use the penalty-free Nitsche’s method to impose weakly the boundary
conditions when the computational mesh is fitted to the physical domain. The study of
the Poisson problem is used as an extended introduction, in fact this case has already been
considered in [26]. The study is extended to compressible and incompressible elasticity
following [20]. Let Ω be a convex bounded polygonal domain in R2 with boundary
∂Ω. Let {Γi}i be the sides to the polygonal domain Ω such that ∂Ω = ∪iΓi. The set
{Th}h defines a family of quasi-uniform and shape regular triangulations fitted to Ω. In a
generic sense we define K as the triangles in a triangulation Th and hK = diam(K) is the
diameter of K. We define the shape regularity as the existence of a constant cρ ∈ R∗+ for
the family of triangulations such that, with ρK the radius of the largest circle inscribed
in an element K, there holds

hK
ρK
≤ cρ ∀K ∈ Th. (2.1)

We define h = maxK∈ThhK as the mesh parameter for a given triangulation Th. Pk(K)

defines the space of all polynomials of degree less than or equal to k on the element K.
We define V k

h the finite element space of continuous piecewise polynomial functions

V k
h = {vh ∈ H1(Ω) : vh|K ∈ Pk(K), ∀K ∈ Th} k ≥ 1.

The vector n denotes the outward unit normal to the boundary ∂Ω and τ denotes the
tangent unit vector to ∂Ω. C is used as a generic positive constant that may change
at each occurrence, C is independent of the meshsize and physical parameters, it only
depends on the shape regularity of the mesh considered, given the assumptions made
above we have C = O(1). We will use the notation a . b for a ≤ Cb. The following
results will be useful in the analysis, proofs can be found in [21].

Lemma 2.0.1. There exists CT ∈ R+ such that for all w ∈ H1(K) and for all K ∈ Th,
the trace inequality holds

‖w‖0,∂K ≤ CT (h
− 1

2
K ‖w‖0,K + h

1
2
K‖∇w‖0,K).

25
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Lemma 2.0.2. There exists CI ∈ R+ such that for all wh ∈ Pk(K) and for all K ∈ Th,
the inverse inequality holds

‖∇wh‖0,K ≤ CIh−1
K ‖wh‖0,K .

2.1 Poisson problem

The Poisson problem with Dirichlet boundary conditions is given by

−∆u = f in Ω,

u = g on ∂Ω.
(2.2)

with f ∈ L2(Ω) and g ∈ H
3
2 (∂Ω). The weak formulation of the problem can be expressed

as: find u ∈ H1
g (Ω) such that

a(u, v) = (f, v)Ω ∀v ∈ H1
0 (Ω),

with
a(u, v) = (∇u,∇v)Ω,

and H1
g (Ω) = {v ∈ H1(Ω) : v|∂Ω = g}. After suitable suitable modifications in order

to handle the inhomogeneous Dirichlet boundary conditions, the well-posedness of this
problem follows from the Lax-Milgram Lemma (see appendix C), we also have the elliptic
regularity estimate [64]

‖u‖2,Ω . ‖f‖0,Ω + ‖g‖ 3
2
,∂Ω. (2.3)

The finite element formulation obtained using the penalty-free Nitsche’s method reads:
find uh ∈ V k

h such that

Ah(uh, vh) = Lh(vh) ∀vh ∈ V k
h , (2.4)

where
Ah(uh, vh) = a(uh, vh)− 〈∇uh · n, vh〉∂Ω + 〈∇vh · n, uh〉∂Ω,

Lh(vh) = (f, vh)Ω + 〈∇vh · n, g〉∂Ω.

2.1.1 A useful boundary mortaring

Anticipating the inf-sup analysis we introduce patches of boundary elements as in [26, 20]
for the construction of special functions in the finite element space V k

h that will serve for
the proof of stability. We regroup the boundary elements in closed, disjoint patches Pj
with boundary ∂Pj , j = 1, ..., Np. Np defines the total number of patches. The boundary
elements are the elements with either a face or a vertex on the boundary. Every boundary
element is a member of exactly one patch Pj . The number of elements necessary in each
patch is always at least two and upper bounded by a constant depending only on the
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shape regularity parameter cρ. Let Fj = ∂Pj∩∂Ω, we assume that every Γi is partitioned
by at least one Fj . We assume that each Fj has at least one inner node but in some case
they may need up to three inner nodes in the case Fj = Γi. Let P = ∪jPj . For each Fj
there exists two positive constants c1, c2 such that for all j

c1h ≤ meas(Fj) ≤ c2h. (2.5)

Figure 2.1 gives a representation of a patch as defined above with four inner nodes. Let
χj ∈ V 1

h be defined for each node xi ∈ Th such that for each patch Pj

χj(xi) =


0 for xi ∈ Ω\F̊j
0 for xi ∈ K such that K has all its vertices on ∂Ω

1 for xi ∈ F̊j ,

with i = 1, . . . , Nn. Here Nn is the number of nodes in the triangulation Th and F̊j

defines the interior of the face Fj .

Figure 2.1: Example of a patch Pj , the function χj is equal to 0 on the
nonfilled nodes, 1 on the filled nodes.

Lemma 2.1.1. Assume that, for all Pj, ∂Pj meets ∂Ω at an angle smaller than π
2 . For

any given vector (rj)
Np

j=1 ∈ RNp there exists ϕr ∈ V 1
h such that for all 1 ≤ j ≤ Np there

holds
meas(Fj)−1

∫
Fj

∇ϕr · n ds = rj , (2.6)

and, if r(x) : ∂Ω→ R denotes the function such that r|Fi = ri,

‖ϕr‖1,h .
( Np∑
j=1

h‖r‖20,Fj

) 1
2 (2.7)

Proof. Let

Ξj = meas(Fj)−1

∫
Fj

∇χj · n ds.

The normalised function ϕj is defined such that

ϕj = Ξ−1
j χj .
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The following lower bound that holds uniformly in j and h tells us that ϕj is well defined

0 < CΞ ≤ Ξjh.

The constant CΞ depends only on the local geometry of the patches Pj . By definition
there holds

meas(Fj)−1

∫
Fj

∇ϕj · n ds = 1, (2.8)

using the inverse inequality of Lemma 2.0.2 we obtain

‖∇ϕj‖0,Ω . h−1Ξ−1
j ‖χj‖0,Pj . h−1Ξ−1

j meas(Pj)
1
2 . C−1

Ξ h. (2.9)

Let

ϕr =

Np∑
j=1

rjϕj ,

then condition (2.6) is verified considering (2.8). The upper bound (2.7) is obtained
using (2.9), (2.5) and

h−1‖ϕr‖20,∂Ω =

Np∑
j=1

h−1‖rjϕj‖20,Fj
.

Np∑
j=1

h−1r2
jΞ
−2
j ‖χj‖

2
0,Fj

. C−2
Ξ

Np∑
j=1

h‖r‖20,Fj
.

Remark 2.1.1. In the previous Lemma the assumption that every patch meets the do-
main boundary at an angle smaller than π/2 is very restrictive, however for larger angles
the Lemma can always be made to hold by making the patches wider. We also note that
under the shape regularity defined above there is an upper limit on how big this angle can
become. The conclusion of these two points is that the analysis is always valid for fine
enough meshes under the shape regularity assumptions.

The projection of u on constant functions on the interval I is defined as

uI = meas(I)−1

∫
I
u ds. (2.10)

Lemma 2.1.2. For any function uh ∈ V k
h the following inequalities are true

h‖∇uh · τ‖0,Fj & ‖uh − uhFj‖0,Fj . (2.11)

h−
1
2 ‖uhFj‖0,Fj ≥ h−

1
2 ‖uh‖0,Fj − C ′‖∇uh‖0,Pj . (2.12)

Proof. The inequality (2.11) can be shown by defining x0 ∈ Fj such that (uh−uhFj )(x0) =

0, then for any x ∈ Fj
(uh − uhFj )(x) =

∫ x

x0

∇uh · τ ds,
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using the Cauchy-Schwarz inequality it follows that

‖uh − uhFj‖0,Fj .
(∫

Fj

(∫
Fj

|∇uh · τ | ds
)2

ds
) 1

2
. h

1
2 ‖∇uh · τ‖0,Fj

(∫
Fj

ds
) 1

2
.

The inequality (2.12) is shown in the following way, the triangle inequality gives

h−
1
2 ‖uh‖0,Fj ≤ h−

1
2 ‖uh − uhFj‖0,Fj + h−

1
2 ‖uhFj‖0,Fj ,

considering the inequality (2.11) the trace inequality and the inverse inequality we can
write

‖uh − uhFj‖0,Fj . h
1
2 ‖∇uh‖0,Pj .

2.1.2 Inf-sup stability

In this section we prove the inf-sup condition using the boundary mortaring defined in
Section 2.1.1. We follow the same principles as for the one dimensional case of Section
1.2.4.

Theorem 2.1.1. There exists β > 0 such that for all functions uh ∈ V k
h the following

inequality holds

β‖uh‖1,h ≤ sup
vh∈V k

h

Ah(uh, vh)

‖vh‖1,h
,

with β = O(1).

Proof. Let vh = uh + α
∑Np

j=1 vj , such that vj = νjχj , with νj ∈ R, each vj has the
property

meas(Fj)−1

∫
Fj

∇vj · n ds = h−1uh
Fj . (2.13)

Applying Lemma 2.1.1 with ϕr = vj and rj = h−1uh
Fj we get

‖∇vj‖0,Pj . h−
1
2 ‖uhFj‖0,Fj . (2.14)

Replacing vh in the bilinear form

Ah(uh, vh) = Ah(uh, uh) + α

Np∑
j=1

Ah(uh, vj).

Clearly we have
Ah(uh, uh) = ‖∇uh‖20,Ω,

and
Ah(uh, vj) = (∇uh,∇vj)Pj − 〈∇uh · n, vj〉Fj + 〈∇vj · n, uh〉Fj .
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Using (2.13), we can write

〈∇vj · n, uh〉Fj = h−1‖uhFj‖20,Fj
+ 〈∇vj · n, uh − uhFj 〉Fj .

Using (2.11), the Cauchy-Schwarz inequality, the trace inequality of Lemma 2.0.1 and
the inverse inequality of Lemma 2.0.2, we obtain

〈∇vj · n, uh − uhFj 〉Fj . ‖∇uh‖0,Pj‖∇vj‖0,Pj .

Applying the Poincaré inequality on each patch Pj we remark that the function vj has
the following property

‖vj‖0,Pj . h‖∇vj‖0,Pj , (2.15)

using this result, we obtain

|(∇uh,∇vj)Pj − 〈∇uh · n, vj〉Fj | . ‖∇uh‖0,Pj‖∇vj‖0,Pj .

It allows us to write for every j = 1, . . . , Np

Ah(uh, vj) ≥ h−1‖uhFj‖20,Fj
− C‖∇uh‖0,Pj‖∇vj‖0,Pj ,

Using inequality (2.14) it becomes

Ah(uh, vj) ≥ h−1‖uhFj‖20,Fj
− C‖∇uh‖0,Pjh

− 1
2 ‖uhFj‖0,Fj .

Summing over the patches and using the Young’s inequality

Ah(uh, vh) ≥ ‖∇uh‖20,Ω + α

Np∑
j=1

h−1‖uhFj‖20,Fj
− Cα

Np∑
j=1

‖∇uh‖0,Pjh
− 1

2 ‖uhFj‖0,Fj

≥ (1− ε)‖∇uh‖20,Ω + α
(

1− Cα

4ε

) Np∑
j=1

h−1‖uhFj‖20,Fj
.

Choosing ε = 1
4 and using (2.12) we obtain

Ah(uh, vh) ≥
(3

4
− C ′α

)
‖∇uh‖20,Ω +

α

2
(1− Cα)

Np∑
j=1

h−1‖uh‖20,Fj
,

taking α < min( 3
4C′ ,

1
C ) we can write

Ah(uh, vh) & ‖uh‖21,h.
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Using that (a+ b)2 ≤ 2a2 + 2b2 we can show

‖vh‖21,h = ‖∇(uh + α

Np∑
j=1

vj)‖20,Ω + h−1‖uh + α

Np∑
j=1

vj‖20,∂Ω

= ‖∇uh‖20,Ω\P +

Np∑
j=1

‖∇(uh + α

Np∑
j=1

vj)‖20,Pj
+ h−1

Np∑
j=1

‖uh + α

Np∑
j=1

vj‖20,Fj

≤ ‖∇uh‖20,Ω\P + 2‖∇uh‖20,P + 2α2

Np∑
j=1

‖∇vj‖20,Pj
+ 2h−1(‖uh‖20,∂Ω + α2

Np∑
j=1

‖vj‖20,Fj
)

. ‖uh‖21,h + α2

Np∑
j=1

(‖∇vj‖20,Pj
+ h−1‖vj‖20,Fj

)

. ‖uh‖21,h + α2

Np∑
j=1

‖vj‖21,h,

(2.16)
with

‖vj‖21,h = ‖∇vj‖20,Pj
+ h−1‖vj‖20,Fj

.

Using (2.15) and (2.14) we have

h−1‖vj‖20,Fj
. ‖∇vj‖20,Pj

. h−1‖uhFj‖20,Fj
. h−1‖uh‖20,Fj

,

we obtain ‖vh‖1,h . ‖uh‖1,h.

2.1.3 A priori error estimate

The following consistency relation characterizes the Galerkin orthogonality.

Lemma 2.1.3. If u ∈ H2(Ω) is the solution of (2.2) and uh ∈ V k
h the solution of (2.4)

then
Ah(u− uh, vh) = 0, ∀vh ∈ V k

h .

Proof. Ah(u, vh) = Lh(vh) = Ah(uh, vh), ∀vh ∈ V k
h .

We introduce an auxiliary norm in order to study the a priori error estimate

‖w‖2∗ = ‖w‖21,h + h‖∇w · n‖20,∂Ω,

where ‖ · ‖1,h is defined by (1.9).

Lemma 2.1.4. For all w ∈ H2(Ω) + V k
h and vh ∈ V k

h , there exists a positive constant
M such that

Ah(w, vh) ≤M‖w‖∗‖vh‖1,h.

Proof. The proof is straightforward using the Cauchy-Schwarz inequality.
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Theorem 2.1.2. Let u ∈ Hk+1(Ω) be the solution of (2.2) and uh ∈ V k
h the solution of

(2.4), then there holds
‖u− uh‖1,h . inf

wh∈V k
h

‖u− wh‖∗.

Proof. Let wh ∈ V k
h , the triangle inequality gives us

‖u− uh‖1,h ≤ ‖u− wh‖1,h + ‖wh − uh‖1,h.

Using the Galerkin orthogonality of Lemma 2.1.3, the Theorem 2.1.1 and the Lemma
2.1.4 we can write

β‖uh − wh‖1,h ≤ sup
vh∈V k

h

Ah(u− wh, vh)

‖vh‖1,h
≤M‖u− wh‖∗.

Note that ‖u− wh‖1,h ≤ ‖u− wh‖∗, taking the inf over all wh we obtain

‖u− uh‖1,h ≤
(

1 +
M

β

)
inf

wh∈V k
h

‖u− wh‖∗.

Let πkh denote the nodal interpolant, we have the following approximation property
for u ∈ Hk+1(Ω)

‖u− πkhu‖0,K + hK‖∇(u− πkhu)‖0,K + h2
K‖D2(u− πkhu)‖0,K . hk+1

K |u|k+1,K . (2.17)

Corollary 2.1.1. Let u ∈ Hk+1(Ω) be the solution of (2.2) and uh ∈ V k
h the solution of

(2.4), then there holds
‖u− uh‖1,h . hk|u|k+1,Ω.

Proof. Using (2.17) and the trace inequality of Lemma 2.0.1 we have

h−
1
2 ‖u− πkhu‖0,∂Ω . h−1‖u− πkhu‖0,Ω + ‖∇(u− πkhu)‖0,Ω . hk|u|k+1,Ω,

and

h
1
2 ‖∇(u− πkhu) · n‖0,∂Ω .‖∇(u− πkhu)‖0,Ω

+ h
( ∑
K∈Th

‖D2(u− πkhu)‖20,K
) 1

2
. hk|u|k+1,Ω.

Then we deduce
‖u− πkhu‖∗ . hk|u|k+1,Ω, (2.18)

the claim follows by using Theorem 2.1.2 with wh = πkhu.
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Proposition 2.1.1. Let u ∈ Hk+1(Ω) be the solution of (2.2) and uh ∈ V k
h the solution

of (2.4), then there holds

‖u− uh‖0,Ω . hk+ 1
2 |u|k+1,Ω.

Proof. Let z satisfy the adjoint problem

−∆z = u− uh in Ω,

z = 0 on ∂Ω.

We also have

‖u− uh‖20,Ω = (u− uh,−∆z)Ω = (∇(u− uh),∇z)Ω − 〈(u− uh),∇z · n〉∂Ω

= Ah(u− uh, z)− 2〈(u− uh),∇z · n〉∂Ω.

By Lemma 2.1.3, using (z − π1
hz)|∂Ω ≡ 0 and the estimate (2.18) we can write

Ah(u− uh, z) = Ah(u− uh, z − π1
hz)

= (∇(u− uh),∇(z − π1
hz))Ω + 〈(u− uh),∇(z − π1

hz) · n〉∂Ω

≤ ‖u− uh‖1,h‖z − π1
hz‖∗

. h‖u− uh‖1,h|z|2,Ω.

The global trace inequalities ‖∇z · n‖0,∂Ω . ‖z‖2,Ω leads to

|〈(u− uh),∇z · n〉∂Ω| . h
1
2 ‖u− uh‖1,h‖z‖2,Ω.

Then we obtain
‖u− uh‖20,Ω . (h+ h

1
2 )hk|u|k+1,Ω‖z‖2,Ω.

We conclude by applying the regularity estimate (2.3) (‖z‖2,Ω . ‖u − uh‖0,Ω for the
adjoint problem).

Remark 2.1.2. The convergence of the L2-error suffers of suboptimality of order O(h
1
2 )

due to the lack of adjoint consistency of the nonsymmetric formulation.

2.2 Compressible elasticity

In this section we extend the method to compressible elasticity, we consider the problem
in two dimensions. The main difficulty is that the problem considers a deformation ten-
sor, a variant of the Korn’s inequality is shown to handle this problem. The compressible
elasticity problem with Dirichlet boundary condition is given by

−∇ · σ(u) = f in Ω,

u = g on ∂Ω.
(2.19)
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with f ∈ [L2(Ω)]2, g ∈ [H
3
2 (∂Ω)]2 and the stress tensor

σ(u) = 2µε(u) + λ(∇ · u)I2×2,

with µ and λ are the Lamé coefficients and ε(u) = 1
2(∇u + (∇u)T ) the deformation

tensor. The weak formulation of this problem gives: find u ∈ [H1
g (Ω)]2 such that

a(u,v) = (f ,v)Ω ∀v ∈ [H1
0 (Ω)]2,

with
a(u,v) = (2µε(u), ε(v))Ω + (λ∇ · u,∇ · v)Ω.

The well-posedness of this problem follows from the Lax-Milgram Lemma. The following
elliptic regularity estimate holds

µ‖u‖2,Ω + (λ+ µ)‖∇ · u‖1,Ω . ‖f‖0,Ω + ‖g‖ 3
2
,∂Ω. (2.20)

this result is shown in [22], the proof involves the use of Korn’s inequality (see Appendix
A). We define the space W k

h = [V k
h ]2, applying the penalty-free Nitsche’s method to the

compressible elasticity problem (2.19), we obtain the following finite element formulation:
find uh ∈W k

h

Ah(uh,vh) = Lh(vh) ∀vh ∈W k
h , (2.21)

where the linear forms Ah and Lh are defined as

Ah(uh,vh) = a(uh,vh)− b(uh,vh) + b(vh,uh),

Lh(vh) = (f ,vh)Ω + b(vh, g).

The bilinear form b is defined as

b(uh,vh) = 〈2µε(uh) · n,vh〉∂Ω + 〈λ∇ · uh,vh · n〉∂Ω.

2.2.1 A new Korn’s inequality

In order to handle the deformation tensor in the proof of the inf-sup condition, we need a
particular form of Korn’s inequality. First let us split the boundary into Nb ≥ 3 smaller
smooth sections {Υi}1≤i≤Nb

of the boundary with meas(Υi) & h, these smaller sections
can be for example the faces of the polygonal boundary or the faces {Fj}1≤j≤Np of the
patches. To prove this alternative form of the Korn’s inequality we need to define the
following seminorm

|u|2Γ =

Nb∑
i=1

∫
Υi

(uΥi)2 ds ∀u ∈ [H1(Ω)]2. (2.22)

Note that u has two components, uΥi is the average of u on Υi.
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Proposition 2.2.1. For all u ∈ [H1(Ω)]2 the seminorm (2.22) is a norm on RM with

RM = {u : u = c+ b(x2,−x1)T , c ∈ R2, b ∈ R}.

Proof. Since |u|Γ is a seminorm, we only need to show that |u|Γ = 0⇒ u = 0 ∀u ∈ RM.
First note that

|u|Γ = 0⇒
Nb∑
i=1

∫
Υi

(uΥi)2 ds = 0⇒ uΥi = 0.

We also know that u ∈ RM then

u =

(
c1 + bx2

c2 − bx1

)
, uΥi =

(
c1 + bx2

Υi

c2 − bx1
Υi

)
.

Considering Υk and Υl with k 6= l we obtain

c1 + bx2
Υk = 0,

c2 − bx1
Υk = 0,

c1 + bx2
Υl = 0,

c2 − bx1
Υl = 0.

Observe that we only need x1
Υk 6= x1

Υl or x2
Υk 6= x2

Υl to obtain c1 = c2 = b = 0.
There exist k and l such that one of these condition is always true since (x1

Υk , x2
Υk)

and (x1
Υl , x2

Υl) are respectively the mid-points of the sides Υk and Υl. This implies

|u|Γ = 0⇒ u = 0.

Theorem 2.2.1. There exists a positive constant CK such that ∀u ∈ [H1(Ω)]2

CK‖u‖1,Ω ≤ ‖ε(u)‖0,Ω + |u|Γ.

Proof. This proof is inspired by the proof of the Korn’s inequality in [21]. First we define

[H̃1(Ω)]2 =
{
u ∈ [H1(Ω)]2 :

∫
Ω
u dx = 0,

∫
Ω
rot u dx = 0

}
.

We know that, [H1(Ω)]2 = [H̃1(Ω)]2 × RM. Therefore, given any u ∈ [H1(Ω)]2, there
exists a unique pair (z,w) ∈ [H̃1(Ω)]2 × RM such that

u = z +w.



36 Chapter 2. Weak imposition of boundary conditions

By the Open Mapping Theorem (theorem 15, chapter 15 of [82]) there exists a positive
constant C1 such that

C1(‖z‖1,Ω + ‖w‖1,Ω) ≤ ‖u‖1,Ω. (2.23)

We establish the theorem by contradiction. If the inequality that we want to show does
not hold for any positive constant CK , then there exists a sequence {un} ⊆ [H1(Ω)]2

such that
‖un‖1,Ω = 1, (2.24)

and
‖ε(un)‖0,Ω + |un|Γ <

1

n
. (2.25)

For each n, let un = zn +wn, where zn ∈ [H̃1(Ω)]2 and wn ∈ RM, then

‖ε(zn)‖0,Ω = ‖ε(un)‖0,Ω <
1

n
.

The second Korn’s inequality then implies that zn −→ 0 in [H1(Ω)]2. It follows from
(2.23) and (2.24) that {wn} is a bounded sequence in [H1(Ω)]2. But since RM is finite
dimensional, {wn} has a convergent subsequence {wnj} in [H1(Ω)]2. Then the subse-
quence {unj = znj +wnj} converges in [H1(Ω)]2 to some u = limnj→∞wnj ∈ RM and
we obtain

‖u‖1,Ω = 1, (2.26)

and
|u|Γ = 0.

The Proposition 2.2.1 tells us that | · |Γ is a norm on RM and therefore

|u|Γ = 0⇔ u = 0,

which contradicts the equation (2.26).

2.2.2 Inf-sup stability

In this section we show the inf-sup condition for the formulation (2.21). We introduce
the following two dimensional rotation transformation to reduce the technicalities.

Definition 2.2.1. The rotation transformation in two dimensions can be written as

R : [L2(Ω̂)]2 −→ [L2(Ω)]2

ẑ 7−→ z = R(ẑ) = Aẑ,

with A a rotation matrix and ẑ the rotated quantity of z.

This two-dimensional rotation is used to transform the generic fixed frame (x, y) into
a rotated frame (ξ, η) associated to each side Γi of ∂Ω. This rotated frame has its first
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component tangent to the side Γi of the polygonal boundary and its second component
normal to this same side Γi. A function z = (z1, z2) expressed in the two-dimensional
rotated frame has the following properties

ẑ1 = z · τ , ẑ2 = z · n.

The hat denotes a value expressed in the rotated frame (ξ, η). Figure 2.2 represents
schematically how is defined this frame for a side Γi. The function vj is defined such

ξ
η

x

y

ΓiΓi−1

Γi+1

Figure 2.2: Representation of the rotated frame (ξ, η), the first compo-
nent of the frame is tangent to the side Γi and the second component is

normal to the side Γi.

that vj = (α1vj1, α2vj2)T . For simplicity of notation we will use v1, v2 respectively
instead of vj1, vj2. We define v1 = νj1χj and v2 = νj2χj with νj1, νj2 ∈ R and χj as
defined in Section 2.1.1. In order to be able to use Lemma 2.1.1, the function vj has the
properties

meas(Fj)−1

∫
Fj

∂v̂1

∂η
ds = h−1û1

Fj , meas(Fj)−1

∫
Fj

∂v̂2

∂η
ds = h−1û2

Fj , (2.27)

with ûh = (û1, û2)T . Note that the projection defined by (2.10) is used. Using Lemma
2.1.1 it is straightforward to show

‖∇̂v̂1‖0,Pj . h−
1
2 ‖uhFj · τ‖0,Fj , ‖∇̂v̂2‖0,Pj . h−

1
2 ‖uhFj · n‖0,Fj . (2.28)

We first give two technical Lemmas, proofs are provided in appendix D.

Lemma 2.2.1. There exists C > 0 independent of h, µ and λ, but not of the mesh
geometry, ∀uh ∈W k

h , on each patch Pj for vj ∈W 1
h as defined above and ∀ε, α1, α2 ∈ R∗+,

such that

〈λ∇·vj ,uh ·n〉Fj & α2

(
1− Cα2

4ε

)λ
h
‖uhFj ·n‖20,Fj

− Cα
2
1

4ε

λ

h
‖uhFj ·τ‖20,Fj

−2ελ‖∇uh‖20,Pj
.

Lemma 2.2.2. There exists C > 0 independent of h, µ and λ, but not of the mesh
geometry, ∀uh ∈W k

h , on each patch Pj for vj ∈W 1
h as defined above and ∀ε, α1, α2 ∈ R∗+,
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such that

〈2µε(vj) · n,uh〉Fj ≥ α2

(
2− 5Cα2

4ε

)µ
h
‖uhFj · n‖20,Fj

+ α1

(
1− Cα1

4ε

)µ
h
‖uhFj · τ‖20,Fj

− 3εµ‖∇uh‖20,Pj
.

We introduce the following norms

|||w|||2 = µ(‖∇w‖20,Ω + h−1‖w‖20,∂Ω) + λ(‖∇ ·w‖20,Ω + h−1‖w · n‖20,∂Ω),

‖w‖2∗ = |||w|||2 + µh‖∇w · n‖20,∂Ω + λh‖∇ ·w‖20,∂Ω.

Observe that these are norms by the Poincaré inequality.

Lemma 2.2.3. For uh,vh ∈ W k
h with vh = uh +

∑Np

j=1 vj, vj defined by (2.27), there
exists positive constants β0 and h0 such that the following inequality holds for h < h0

β0|||uh|||2 ≤ Ah(uh,vh).

Proof. Decomposing the bilinear form, we can write the following

Ah(uh,vh) = Ah(uh,uh) +

Np∑
j=1

Ah(uh,vj).

Clearly we have
Ah(uh,uh) = 2µ‖ε(uh)‖20,Ω + λ‖∇ · uh‖20,Ω,

and

Ah(uh,vj) = (2µε(uh), ε(vj))Pj − 〈2µε(uh) · n,vj〉Fj + 〈2µε(vj) · n,uh〉Fj

+ (λ∇ · uh,∇ · vj)Pj − 〈λ∇ · uh,vj · n〉Fj + 〈λ∇ · vj ,uh · n〉Fj .

Using the Cauchy-Schwarz inequality and (2.28), we can write the two terms defined
over Pj as

(2µε(uh), ε(vj))Pj ≤ εµ‖ε(uh)‖20,Pj
+
Cα2

1

ε

µ

h
‖uhFj · τ‖20,Fj

+
Cα2

2

ε

µ

h
‖uhFj · n‖20,Fj

,

(λ∇ · uh,∇ · vj)Pj ≤ ελ‖∇uh‖20,Pj
+
Cα2

1

4ε

λ

h
‖uhFj · τ‖20,Fj

+
Cα2

2

4ε

λ

h
‖uhFj · n‖20,Fj

.

Combining the inequality (2.15) with the trace and inverse inequalities, followed by (2.28)
we obtain

〈2µε(uh) · n,vj〉Fj ≤ εµ‖ε(uh)‖20,Pj
+
Cα2

1

ε

µ

h
‖uhFj · τ‖20,Fj

+
Cα2

2

ε

µ

h
‖uhFj · n‖20,Fj

,

〈λ∇ · uh,vj · n〉Fj ≤ ελ‖∇uh‖20,Pj
+
Cα2

1

4ε

λ

h
‖uhFj · τ‖20,Fj

+
Cα2

2

4ε

λ

h
‖uhFj · n‖20,Fj

.
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Considering Lemmas 2.2.1 and 2.2.2 we can write

Ah(uh,vh)

≥ 2µ‖ε(uh)‖20,Ω + λ‖∇ · uh‖20,Ω − 2ε

Np∑
j=1

µ‖ε(uh)‖20,Pj
− (3εµ+ 4ελ)

Np∑
j=1

‖∇uh‖20,Pj

+ α1

(
1− α1

9C

4ε

) Np∑
j=1

µ

h
‖uhFj · τ‖20,Fj

+ α2

(
2− α2

13C

4ε

) Np∑
j=1

µ

h
‖uhFj · n‖20,Fj

+ α1

(
− α1

3C

4ε

) Np∑
j=1

λ

h
‖uhFj · τ‖20,Fj

+ α2

(
1− α2

3C

4ε

) Np∑
j=1

λ

h
‖uhFj · n‖20,Fj

.

Using the Korn’s inequality of Theorem 2.2.1 with Υj = Fj in the definition of the
seminorm | · |Γ we obtain the following bound

‖ε(uh)‖20,Ω +

Np∑
j=1

‖uhFj‖20,Fj
≥ CK‖uh‖21,Ω ∀uh ∈W k

h .

Using this result, we can write

Ah(uh,vh) ≥ λ‖∇ · uh‖20,Ω + 2CKµ‖∇uh‖20,Ω\P + (2µCK − 5εµ− 4ελ)

Np∑
j=1

‖∇uh‖20,Pj

+
((
α1

(
1− α1

9C

4ε

)
− 2h

)
µ− α2

1

3C

4ε
λ
) Np∑
j=1

h−1‖uhFj · τ‖20,Fj

+
((
α2

(
2− α2

13C

4ε

)
− 2h

)
µ+ α2

(
1− α2

3C

4ε

)
λ
) Np∑
j=1

h−1‖uhFj · n‖20,Fj
.

Considering the inequality (2.12) we obtain

Ah(uh,vh) ≥ λ‖∇ · uh‖20,Ω + 2CKµ‖∇uh‖20,Ω\P + (Ca − Cb − Cc)
Np∑
j=1

‖∇uh‖20,Pj

+
Cb
2

Np∑
j=1

h−1‖uh · τ‖20,Fj
+
Cc
2

Np∑
j=1

h−1‖uh · n‖20,Fj
,

with the constants

Ca = 2µCK − 5εµ− 4ελ,

Cb =
(
α1

(
1− α1

9C

4ε

)
− 2h

)
µ− α2

1

3C

4ε
λ,

Cc =
(
α2

(
2− α2

13C

4ε

)
− 2h

)
µ+ α2

(
1− α2

3C

4ε

)
λ.
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First we choose ε = µCK
5µ+4λ so that Ca = µCK . Let h < h0 such that Cb and Cc are

positive respectively for

4µ2CK
(9Cµ+ 3Cλ)(5µ+ 4λ)

> α1,
4µCK(2µ+ λ)

(13Cµ+ 3Cλ)(5µ+ 4λ)
> α2.

Ca − Cb − Cc will be positive for

CK
2

> α1,
µCK

2(2µ+ λ)
> α2.

By looking at the order of the constants, we can see that β0 = O
( µ
λ+µ

)
and h0 =

O( µ2

(λ+µ)2 ). If λ is large compared to µ, h0 has to be very small. This reflects the locking
phenomena that is well known for finite element method using low order H1-conforming
spaces.

Theorem 2.2.2. There exists positive constants β and h0 such that for all uh ∈ W k
h

and for h < h0, the following inequality holds

β|||uh||| ≤ sup
vh∈Wk

h

Ah(uh,vh)

|||vh|||
.

Proof. Considering Lemma 2.2.3, the only remaining thing to show is

|||vh||| ≤ C|||uh|||. (2.29)

Using the definition of the test function as in the previous proof, similarly as (2.16) using
the linearity of the divergence operator we have

|||vh|||2 . |||uh|||2 +

Np∑
j=1

|||vj |||2.

By definition

|||vj |||2 = µ(‖∇vj‖20,Pj
+ h−1‖vj‖20,Fj

) + λ(‖∇ · vj‖20,Pj
+ h−1‖vj · n‖20,Fj

).

We observe that ‖uhFj‖0,Fj . ‖uh‖0,Fj , using this results and recalling (2.28) it gives
the appropriate upper bounds considering the definition of vj

Np∑
j=1

µ‖∇vj‖20,Pj
. |||uh|||2,

Np∑
j=1

λ‖∇ · vj‖20,Pj
≤

Np∑
j=1

λ‖∇vj‖20,Pj
. |||uh|||2.

(2.30)
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Using the trace inequality for the boundary terms and the inequality (2.15) we can write

Np∑
j=1

µh−1‖vj‖20,Fj
.

Np∑
j=1

µ‖∇vj‖20,Pj
. |||uh|||2,

Np∑
j=1

λh−1‖vj · n‖20,Fj
.

Np∑
j=1

λ‖∇vj‖20,Pj
. |||uh|||2.

(2.31)

Note that β = O( µ
λ+µ).

2.2.3 A priori error estimate

Using the stability proven in the previous section we may deduce the a priori error
estimate in the H1-norm. We first prove the consistency of the method in the form of a
Galerkin orthogonality.

Lemma 2.2.4. If u ∈ [H2(Ω)]2 is the solution of (2.19) and uh ∈ W k
h the solution of

(2.21) the following property holds

Ah(u− uh,vh) = 0, ∀vh ∈W k
h .

Proof. We observe that Ah(u,vh) = Lh(vh) = Ah(uh,vh), ∀vh ∈W k
h .

Lemma 2.2.5. Let w ∈ [H2(Ω)]2 + W k
h and vh ∈ W k

h , there exists a positive constant
M such that

Ah(w,vh) ≤M‖w‖∗|||vh|||.

Proof. Using the Cauchy-Schwarz inequality it is straightforward to write

(λ∇ ·w,∇ · vh)Ω + (2µε(w), ε(vh))Ω . ‖w‖∗|||vh|||,

〈λ∇ ·w,vh · n〉∂Ω + 〈2µε(w) · n,vh〉∂Ω . ‖w‖∗|||vh|||.

The trace and inverse inequalities allow us to write

〈λ∇ · vh,w · n〉∂Ω . λ
1
2 ‖∇vh‖0,Ωλ

1
2h−

1
2 ‖w · n‖0,∂Ω . ‖w‖∗|||vh|||,

〈2µε(vh) · n,w〉∂Ω . µ
1
2 ‖∇vh‖0,Ωµ

1
2h−

1
2 ‖w‖0,∂Ω . ‖w‖∗|||vh|||.

Theorem 2.2.3. If u ∈ [Hk+1(Ω)]2 is the solution of (2.19) and uh ∈W k
h the solution

of (2.21) with h < h0, then there holds

|||u− uh||| ≤ Cβ inf
wh∈Wk

h

‖u−wh‖∗,

where Cβ is a positive constant that depends on the mesh geometry.



42 Chapter 2. Weak imposition of boundary conditions

Proof. Let wh ∈W k
h , the triangle inequality gives us

|||u− uh||| ≤ |||u−wh|||+ |||wh − uh|||.

Using Theorem 2.2.2, the Galerkin orthogonality of Lemma 2.2.4, and the Lemma 2.2.5
we deduce

β|||uh −wh||| ≤ sup
vh∈Wk

h

Ah(u−wh,vh)

|||vh|||
≤M‖u−wh‖∗.

Note that |||u−wh||| ≤ ‖u−wh‖∗, taking the inf over all wh we obtain

|||u− uh||| ≤
(

1 +
M

β

)
inf

wh∈Wk
h

‖u−wh‖∗,

and Cβ = O(β−1).

Let ikSZ denote the Scott-Zhang interpolant [99]. The approximation property of the
interpolant may be written for each K ∈ Th and u ∈ [Hk+1(Ω)]2

‖u− ikSZu‖0,K + hK‖∇(u− ikSZu)‖0,K + h2
K‖D2(u− ikSZu)‖0,K . hk+1

K |u|k+1,SK
, (2.32)

with SK = interior(∪{Ki|Ki ∩K 6= ∅,Ki ∈ Th}).

Corollary 2.2.1. If u ∈ [Hk+1(Ω)]2 is the solution of (2.19) and uh ∈W k
h the solution

of (2.21) with h < h0, then there holds

|||u− uh||| ≤ Cµλhk|u|k+1,Ω,

where Cµλ is a positive constant that depends on µ, λ and the mesh geometry.

Proof. Using the trace inequality of Lemma 2.0.1 and (2.32) we have

h
1
2 ‖∇·(u− ikSZu)‖0,∂Ω . ‖∇(u− ikSZu)‖0,Ω +h

( ∑
K∈Th

‖D2(u− ikSZu)‖20,K
) 1

2
. hk|u|k+1,Ω,

using similar arguments as in the proof of Corollary 3.2.1 and noting that

‖∇ · (u− ikSZu)‖0,Ω . ‖∇(u− ikSZu)‖0,Ω, ‖(u− ikSZu) · n‖0,∂Ω . ‖u− ikSZu‖0,∂Ω,

we obtain the estimate

‖u− ikSZu‖∗ . (µ
1
2 + λ

1
2 )hk|u|k+1,Ω. (2.33)

The claim follows by using Theorem 2.2.3 with wh = ikSZu. The constant in the estimate
satisfies Cµλ = O(β−1(λ

1
2 + µ

1
2 )).
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Proposition 2.2.2. Let u ∈ [Hk+1(Ω)]2 be the solution of (2.19) and uh the solution
of (2.21) with h < h0, then

‖u− uh‖0,Ω ≤ C ′µλhk+ 1
2 |u|k+1,Ω,

where C ′µλ is a positive constant that depends on µ, λ and the mesh geometry.

Proof. Let z satisfy the adjoint problem

−2µ∇ · ε(z)− λ∇(∇ · z) = u− uh in Ω,

z = 0 on ∂Ω.

Then we can write

‖u− uh‖20,Ω = (u− uh,−2µ∇ · ε(z)− λ∇(∇ · z))Ω

= (2µε(u− uh), ε(z))Ω + (λ∇ · (u− uh),∇ · z)Ω

− 〈2µ(u− uh), ε(z) · n〉∂Ω − 〈λ(u− uh) · n,∇ · z〉∂Ω

= Ah(u− uh, z)− 2〈2µ(u− uh), ε(z) · n〉∂Ω − 2〈λ(u− uh) · n,∇ · z〉∂Ω.

By Lemma 2.2.4, using (z − i1SZz)|∂Ω ≡ 0 and (2.33) we deduce that

Ah(u− uh, z) = Ah(u− uh, z − i1SZz)

= (2µε(u− uh), ε(z − i1SZz))Ω + (λ∇ · (u− uh),∇ · (z − i1SZz))Ω

+ 〈2µ(u− uh), ε(z − i1SZz) · n〉∂Ω + 〈λ(u− uh) · n,∇ · (z − i1SZz)〉∂Ω

. (λ
1
2 + µ

1
2 )h|||u− uh||||z|2,Ω.

The global trace inequalities ‖ε(z) · n‖0,∂Ω . ‖z‖2,Ω and ‖∇ · z‖0,∂Ω . ‖z‖2,Ω, lead to

|〈2µ(u− uh), ε(z) · n〉∂Ω|+ |〈λ(u− uh) · n,∇ · z〉∂Ω| . (λ
1
2 + µ

1
2 )h

1
2 |||u− uh|||‖z‖2,Ω.

Then we obtain

‖u− uh‖20,Ω . Cµλ(λ
1
2 + µ

1
2 )(h+ h

1
2 )hk|u|k+1,Ω‖z‖2,Ω.

The regularity estimate (2.20) applied to the adjoint problem tells us that

µ‖z‖2,Ω . ‖u− uh‖0,Ω,

the claim follows, note that C ′µλ = O((1 + λ
µ)2).

2.3 Incompressible elasticity

In this section we study the case of incompressible elasticity, for this problem the inf-sup
condition must be shown to hold simultaneously for the displacment and the pressure.
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We choose to work with equal order interpolation, the pressure is stabilised using a
Galerkin least squares stabilisation. The incompressible elasticity problem with Dirichlet
boundary condition is given by

−∇ · σ(u, p) = f in Ω,

∇ · u = 0 in Ω,

u = g on ∂Ω.

(2.34)

with f ∈ [L2(Ω)]2, g ∈ [H
3
2 (∂Ω)]2 and the stress tensor

σ(u, p) = 2µε(u)− pI2×2.

To determine uniquely p we assume that
∫

Ω p dx = 0. We have the following weak
formulation: find (u, p) ∈ [H1

g (Ω)]2 × L2(Ω) such that

a[(u, p), (v, q)] = (f ,v)Ω ∀(v, q) ∈ [H1
0 (Ω)]2 × L2(Ω),

with
a[(u, p), (v, q)] = (2µε(u), ε(v))Ω − (p,∇ · v)Ω + (∇ · u, q)Ω.

The well-posedness of this problem follows from the Lax-Milgram Lemma, we also have
the regularity estimate [2]

µ‖u‖2,Ω + ‖p‖1,Ω . ‖f‖0,Ω + ‖g‖ 3
2
,∂Ω. (2.35)

Let us define the space Q = {q ∈ L2(Ω),
∫

Ω q dx = 0}. In order to introduce the
discrete formulation, we define the finite element space

Qkh = {qh ∈ Q : qh|K ∈ Pk(K) ∀K ∈ Th}, k ≥ 1.

Applying the penalty-free Nitsche’s method to the incompressible elasticity problem
(2.34), the following finite element formulation is obtained: find uh ∈ W k

h and ph ∈ Qkh
such that

Ah[(uh, ph), (vh, qh)] = Lh(vh, qh) ∀(vh, qh) ∈W k
h ×Qkh, (2.36)

where the linear forms Ah and Lh are defined as

Ah[(uh, ph), (vh, qh)] = a[(uh, ph), (vh, qh)]− b(uh,vh, ph) + b(vh,uh, qh)

+ Sh(uh, ph, qh),

Lh(vh, qh) = (f ,vh + γpµ
−1h2∇qh)Ω + b(vh, g, qh).
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The bilinear form b is defined as

b(uh,vh, ph) = 〈(2µε(uh)− phI2×2) · n,vh〉∂Ω.

Sh denotes the stabilisation term, different strategies can be used to stabilise the pressure
[18, 24, 79, 80, 35, 15] here we consider a Galerkin least squares stabilisation [89, 12, 55]

Sh(uh, ph, qh) =
γp
µ

∑
K∈Th

∫
K
h2(−2µ∇ · ε(uh) +∇ph)∇qh dx.

This term is necessary as we want to use equal order interpolation. Note that if com-
patible function spaces are chosen this stabilisation term is not needed.

2.3.1 Inf-sup stability

We proceed similarly as the compressible case, we introduce the following norms for any
functions (w, %) ∈ [H1(Ω)]2 × L2(Ω) as

|||(w, %)|||2 = µ(‖∇w‖20,Ω + h−1‖w‖20,∂Ω) + h2µ−1‖∇%‖20,Ω,

‖(w, %)‖2∗ = |||(w, %)|||2 + µh‖∇w · n‖20,∂Ω + µ−1‖%‖20,Ω + µ−1h‖%‖20,∂Ω + µh−2‖w‖20,Ω
+ h2µ

∑
K∈Th

‖∇ · ε(w)‖20,K .

Lemma 2.3.1. For uh,vh ∈ W k
h with vh = uh +

∑Np

j=1 vj, vj defined by equations
(2.27), and qh = ph, there exists positive constants β0 and h0 such that the following
inequality holds for h < h0

β0|||(uh, ph)|||2 ≤ Ah[(uh, ph), (vh, qh)].

Proof. Decomposing the bilinear form, we can write the following

Ah[(uh, ph), (vh, qh)] = Ah[(uh, ph), (uh, ph)] +

Np∑
j=1

Ah[(uh, ph), (vj , 0)].

Using the Cauchy-Schwarz inequality and the inverse inequality we can write

Ah[(uh, ph), (uh, ph)]

≥ 2µ‖ε(uh)‖20,Ω −
∑
K∈Th

2h‖∇ · ε(uh)‖0,Kγph‖∇ph‖0,K +
γp
µ
h2‖∇ph‖20,Ω

≥ 2(1− ε′)µ‖ε(uh)‖20,Ω +
γp
µ

(
1− Cγp

4ε′

)
h2‖∇ph‖20,Ω.
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The second part can be written as

Ah[(uh, ph), (vj , 0)] = (2µε(uh), ε(vj))Pj + (∇ph,vj)Pj

− 〈2µε(uh) · n,vj〉Fj + 〈2µε(vj) · n,uh〉Fj .

We want to obtain a lower bound for each term, most of the terms have been studied in
the compressible case. The lower bound of the only remaining term can be found using
(2.28) and the inequality (2.15), we get

(∇ph,vj)Pj ≤
ε

µ
h2‖∇ph‖20,Pj

+
Cα2

1µ

2ε
h−1‖uhFj · τ‖20,Fj

+
Cα2

2µ

2ε
h−1‖uhFj · n‖20,Fj

.

Then we get

Ah[(uh, ph), (vh, qh)]

≥ 2(1− ε′)µ‖ε(uh)‖20,Ω +
γp
µ

(
1− Cγp

4ε′

)
h2‖∇ph‖20,Ω

− 2ε

Np∑
j=1

µ‖ε(uh)‖20,Pj
− ε

µ

Np∑
j=1

h2‖∇ph‖20,Pj
− 3ε

Np∑
j=1

µ‖∇uh‖20,Pj

+ α1

(
1− α1

11C

4ε

) Np∑
j=1

µ

h
‖uhFj · τ‖20,Fj

+ α2

(
2− α2

15C

4ε

) Np∑
j=1

µ

h
‖uhFj · n‖20,Fj

.

Similarly as for the compressible case, using the Theorem 2.2.1 and the inequality (2.12)
we obtain

Ah[(uh, ph),(vh, qh)]

≥ Caµ‖∇uh‖2Ω\P + Cb
h2

µ
‖∇ph‖2Ω\P + (Cc − Ce − Cf )

Np∑
j=1

µ‖∇uh‖20,Pj

+ Cd

Np∑
j=1

h2

µ
‖∇ph‖20,Pj

+
Ce
2

Np∑
j=1

µ

h
‖uh · τ‖20,Fj

+
Cf
2

Np∑
j=1

µ

h
‖uh · n‖20,Fj

,

with the constants
Ca = 2CK(1− ε′),

Cb = γp

(
1− Cγp

4ε′

)
,

Cc = 2CK(1− ε′)− 5ε,

Cd = γp

(
1− Cγp

4ε′

)
− ε,

Ce = α1

(
1− α1

11C

4ε

)
− 2h(1− ε′),

Cf = α2

(
2− α2

15C

4ε

)
− 2h(1− ε′).
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We choose ε =
γ2
p

4 and ε′ = 1
4 . Taking γp <

1
C+ 1

4

, Ce and Cf are positive, for h < h0 Ce

and Cf will be positive respectively for

γ2
p

11C
> α1,

2γ2
p

15C
> α2.

Cc − Ce − Cf will be positive for√
2CK

5
> γp,

CK
2

> α1,
CK
4

> α2.

h0 is the biggest value of h that can be considered, we observe that β0 = O(1), h0 =

O(1).

Remark 2.3.1. Contrary to the case of compressible elasticity the conditions on the
constants are independent of the physical parameters, this reflects that the mixed method
is locking free.

Theorem 2.3.1. There exists positive constants β and h0 such that for all functions
(uh, ph) ∈W k

h ×Qkh and for h < h0, the following inequality holds

β|||(uh, ph)||| ≤ sup
(vh,qh)∈Wk

h×Q
k
h

Ah[(uh, ph), (vh, qh)]

|||(vh, qh)|||
.

Proof. Considering Lemma 2.3.1, we need to show

|||(vh, qh)||| . |||(uh, ph)|||.

Using the definition of the test functions, using similar argument as for (2.16) we have

|||(vh, qh)|||2 . |||(uh, ph)|||2 +

Np∑
j=1

|||(vj , 0)|||2.

By definition we have

|||(vj , 0)|||2 = µ(‖∇vj‖20,Ω + h−1‖vj‖20,∂Ω).

The claim follows from (2.30) and (2.31). Note that β = O(1).

2.3.2 A priori error estimate

In order to show the a priori error estimate, we state the following Galerkin orthogonality.

Lemma 2.3.2. If (u, p) ∈ [H2(Ω)]2 × H1(Ω) is the solution of (2.34) and (uh, ph) ∈
W k
h ×Qkh the solution of (2.36) the following property holds

Ah[(u− uh, p− ph), (vh, qh)] = 0, ∀(vh, qh) ∈W k
h ×Qkh.
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Lemma 2.3.3. Let (w, %) ∈ ([H2(Ω)]2 +W k
h )× (H1(Ω) +Qkh) and (vh, qh) ∈W k

h ×Qkh
there exists a positive constant M such that

Ah[(w, %), (vh, qh)] ≤M‖(w, %)‖∗|||(vh, qh)|||.

Proof. The proof of the Lemma 2.2.5 gives us the desired upper bound for the terms
(2µε(w), ε(vh))Ω, 〈2µε(w) · n,vh〉∂Ω and 〈2µε(vh) · n,w〉∂Ω. The integration by parts
gives

(∇%,w)Ω = 〈% · n,w〉∂Ω − (%,∇ ·w)Ω.

Using the Cauchy-Schwarz inequality we obtain

〈% · n,vh〉∂Ω − (%,∇ · vh)Ω − (∇qh,w)Ω . ‖(w, %)‖∗|||(vh, qh)|||,
γp
µ

∑
K∈Th

(h2(−2µ∇ · ε(w) +∇%),∇qh)K . ‖(w, %)‖∗|||(vh, qh)|||.

Note that the second line corresponds to the stabilisation term.

Theorem 2.3.2. If (u, p) ∈ [Hk+1(Ω)]2×Hk(Ω) is the solution of (2.34) and (uh, ph) ∈
W k
h ×Qkh the solution of (2.36) with h < h0, then there holds

|||(u− uh, p− ph)||| ≤ Cβ inf
(wh,%h)∈Wk

h×Q
k
h

‖(u−wh, p− %h)‖∗.

where Cβ is a positive constant that depends on the mesh geometry.

Proof. Let (wh, %h) ∈W k
h ×Qkh using the triangle inequality we get

|||(u− uh, p− ph)||| ≤ |||(u−wh, p− %h)|||+ |||(wh − uh, %h − ph)|||.

Using the Theorem 2.3.1, the Galerkin orthogonality and the Lemma 2.3.3 we obtain

β|||(uh −wh, ph − %h)||| ≤ sup
(vh,qh)∈Wk

h×Q
k
h

Ah[(u−wh, p− %h), (vh, qh)]

|||(vh, qh)|||

≤M‖(u−wh, p− %h)‖∗.

Note that |||u−wh||| ≤ ‖u−wh‖∗, taking the inf over all wh we obtain

|||(u− uh, p− ph)||| ≤
(

1 +
M

β

)
inf

(wh,%h)∈Wk
h×Q

k
h

‖(u−wh, p− %h)‖∗.

We note that Cβ = O(1).

Let ikSZ denote the Scott-Zhang interpolant [99], for each K ∈ Th and p ∈ Hk(Ω) we
have

‖p− ikSZp‖K + hK‖∇(p− ikSZp)‖K . hkK |p|k,SK
. (2.37)
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Corollary 2.3.1. If (u, p) ∈ [Hk+1(Ω)]2×Hk(Ω) is the solution of (2.34) and (uh, ph) ∈
W k
h ×Qkh the solution of (2.36) with h < h0, then there holds

|||(u− uh, p− ph)||| ≤ hk(Cuµ|u|k+1,Ω + Cpµ|p|k,Ω).

where Cuµ and Cpµ are positive constants that depends on µ and the mesh geometry.

Proof. Using (2.32) and (2.37) we have

h‖∇(p− ikSZp)‖0,Ω . hk|p|k,Ω,

‖p− ikSZp‖0,Ω . hk|p|k,Ω,

h−1‖u− ikSZu‖0,Ω . hk|u|k+1,Ω,

h
( ∑
K∈Th

‖∇ · ε(u− ikSZu)‖20,K
) 1

2
. hk|u|k+1,Ω.

Using the trace inequality of Lemma 2.0.1 and (2.37) we have

h
1
2 ‖p− ikSZp‖0,∂Ω . ‖∇(p− ikSZp)‖0,Ω + h

( ∑
K∈Th

‖D2(p− ikSZp)‖20,K
) 1

2
. hk|p|k,Ω.

Using the proof of Corollary 2.2.1 we deduce that

‖(u− ikSZu, p− ikSZp)‖∗ . hk(µ
1
2 |u|k+1,Ω + µ−

1
2 |p|k,Ω).

Then we use Theorem 2.3.2 with wh = ikSZu and %h = ikSZp to conclude. The constants
are such that Cuµ = µ

1
2 and Cpµ = O(µ−

1
2 ).

Remark 2.3.2. The convergence of the L2-error of the displacement with the order
O(hk+ 1

2 ) may be proven similarly as in Proposition 2.2.2 using the regularity (2.35).

Proposition 2.3.1. Let (u, p) ∈ [Hk+1(Ω)]2 × Hk(Ω) be the solution of (2.34) and
(uh, ph) ∈W k

h ×Qkh the solution of (2.36) with h < h0, then

‖p− ph‖0,Ω ≤ hk(C ′uµ|u|k+1,Ω + C ′pµ|p|k,Ω),

where C ′uµ and C ′pµ are positive constants that depends on µ and the mesh geometry.

Proof. By the surjectivity of the divergence operator ∇· : [H1
0 (Ω)]2 → L2

0(Ω) (see, [62]),
there exists vp ∈ [H1

0 (Ω)]2 such that ∇ · vp = p− ph. Therefore we may write (using the
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Lemma 2.3.2 and observing that (vp − ikSZvp)|∂Ω = 0)

‖p− ph‖20,Ω = (p− ph,∇ · vp)Ω +Ah[(u− uh, p− ph), (ikSZvp, 0)]

= (p− ph,∇ · (vp − ikSZvp))Ω

+ (2µε(u− uh), ε(ikSZvp))Ω + 〈2µε(ikSZvp) · n,u− uh〉∂Ω

= −(∇(p− ph),vp − ikSZvp)Ω

+ (2µε(u− uh), ε(ikSZvp))Ω + 〈2µε(ikSZvp) · n,u− uh〉∂Ω

. hµ−
1
2 ‖∇(p− ph)‖0,Ωh−1µ

1
2 ‖vp − ikSZvp‖0,Ω

+ 2µ‖∇(u− uh)‖0,Ω‖∇ikSZvp‖0,Ω + 2µ‖∇ikSZvp‖0,Ωh−
1
2 ‖u− uh‖0,Ω

. µ
1
2 |||(u− uh), (p− ph)||||vp|1,Ω.

We conclude by applying the stability ‖vp‖1,Ω ≤ Cvp‖p − ph‖0,Ω. We observe that
C ′uµ = O(µ) and C ′pµ = O(1).

2.4 Numerical results

In this section we will present some numerical experiments verifying the above theory.
The package FreeFem++ [75] was used for the numerical study. In the first two sections
we consider the domain Ω as the unit square [0, 1]× [0, 1]. For compressible and incom-
pressible elasticity we use a manufactured solution to test the precision of the method.
In the third section we study the performance of the penalty-free Nitsche’s method for
the Cook’s membrane problem.

2.4.1 Compressible elasticity

The two dimensional function below is a manufactured solution considered for the tests

u =

((
x5 − x4

) (
y3 − y2

)(
x4 − x3

) (
y6 − y5

)) .
The nonsymmetric Nitsche’s method given by equation (2.21) is used to compute approx-
imations on a series of structured meshes. We consider first and second order polynomials
and we study the convergence rates of the error in the L2 and H1-norms. We choose
µ = 1 and consider several values of λ in order to see numerically the locking phenomena
for large values of λ. The piecewise affine case (Figure 2.3) shows locking for λ = 105.
When λ becomes large, the error does not converge if h is not small enough. When the
piecewise quadratic approximation is used (Figure 2.4), the problem with large values
of λ only changes the value of the error constant and has negligible effect on the ob-
served rates of convergence. The numerical results show that for both cases the rate
of convergence of the H1-error corresponds to what has been shown theoretically. For
the L2-error, we observe a convergence of order O

(
hk+1

)
, which is a super convergence
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Figure 2.3: Compressible elasticity, V 1
h : error versus the maximal ele-

ment diameter h. Left: L2-error, right: H1-error.
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Figure 2.4: Compressible elasticity, V 2
h : error versus the maximal ele-

ment diameter h. Left: L2-error, right: H1-error.

of order O(h
1
2 ) compared to the theoretical result. In spite of numerous numerical ex-

periments not reported here, we have not been able to find an example exhibiting the
suboptimal L2-convergence of Proposition 2.2.2.

2.4.2 Incompressible elasticity

The manufactured solution considered in this part defines the velocity and the pressure
respectively such that

u =

(
sin(4πx)cos(4πy)

−cos(4πx)sin(4πy)

)
, p = πcos(4πx)cos(4πy).
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The nonsymmetric Nitsche’s method without penalty given by equation (2.36) is used
to compute approximations on a series of structured meshes. We take µ = 1, a range
of values of γp have been considered in the tests to study numerically the effect of the
stabilisation parameter on the computational error. Figure 2.5 considers piecewise affine

h
10

-2
10

-1

H
1
e
r
r
o
r
o
f
u

10
-1

10
0

10
1

γp = 10−2

γp = 10−1

γp = 100

γp = 101

O
(

h1
)

h
10

-2
10

-1

L
2
e
r
r
o
r
o
f
p

10
-1

10
0

10
1

γp = 10−2

γp = 10−1

γp = 100

γp = 101

O
(

h1.5
)

Figure 2.5: Incompressible elasticity, V 1
h × Q1

h: errors for a range of
value of γp versus the maximal element diameter h. Left: H1-error of the

velocity, right : L2-error of the pressure.

approximation. It shows that in this case the H1-error of the velocity has an order of
convergence O(h) for all the values of γp tested. The convergence rates for the L2-error
of the pressure are close to O(h

3
2 ) for all the values of γp considered and for h small

enough.

2.4.3 Cook’s membrane problem

The Cook’s membrane problem is a bending dominated test case. Figure 2.6 represents
the computational domain Ω. On the face (CD) the Dirichlet boundary condition u = 0

is imposed. On the face (AC) the Neumann boundary condition σ(u) = (0, 100) is
imposed. In this part we compare the results given by the strong and weak imposition of
the Dirichlet boundary condition. The weak imposition is implemented using the non-
symmetric Nitsche’s method without penalty. We use first and second order polynomial
approximations on unstructured meshes. For the first test E = 105 and ν = 0.3333, we
use compressible elasticity, note that O (µ) = O (λ) (µ = 37501, λ = 74979) . Figure 2.7
shows the deformed mesh obtained. We compute the vertical displacement of the point
A (top corner) versus the meshsize. Figure 2.8 shows the results for this case, by refining
the mesh the approximation of the displacement of A becomes more accurate. Both weak
and strong imposition of the Dirichlet boundary are displayed. For first and second or-
der approximation the weak imposition case converges faster than the strong imposition.
For the second test we consider E = 250 and ν = 0.4999, we expect to observe locking
as O (µ) � O (λ) (µ = 83, λ = 416610). Using compressible elasticity we perform the
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Figure 2.6: Cook’s membrane, computational domain.

Figure 2.7: Deformed mesh, with a magnification factor of 10.

same tests as for the first study. Figure 2.9 represents the vertical displacement of the
point A (top corner) versus the meshsize. We observe locking for both methods for first
order approximation. The second order approximation converges without locking even
for the coarse meshes. Similarly as the previous case the convergence is faster for the
weak imposition. In view of the observed locking, we use the nearly incompressible prob-
lem to perform the same computations. The nearly incompressible problem, is obtained
considering (2.34) and replacing ∇ · u = 0 by ∇ · u = p/λ. Figure 2.10 displays the
nearly incompressible elasticity for first and second order approximations for the weak
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Figure 2.8: Convergence of the vertical displacement, E = 105 ν =
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Figure 2.9: Convergence of the vertical displacement, E = 250 ν =
0.4999.

and strong imposition but also the compressible elasticity with second order approxima-
tion. It shows that for nearly incompressible elasticity there is no locking for the method
using first order polynomial approximation however for second order approximation the
compressible elasticity converges faster than the nearly incompressible elasticity. Once
again the weak imposition case converges faster than the strong imposition.
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Chapter 3

Fictitious domain

In the previous chapter the computational mesh was fitted to the physical domain, in this
chapter we extend the study to the unfitted case when the physical domain is embedded
in a background mesh. The physical boundary is allowed to cut elements of the mesh,
the ghost penalty [25] is considered to ensure that the condition number is independent
of the cuts.

3.1 Preliminaries

3.1.1 Unfitted framework

Let Ω be a bounded domain in R2 with smooth boundary Γ. Let {Th}h be a family of
quasi-uniform and shape regular triangulations (in the sense of (2.1)), ΩT is the domain
covered by a mesh Th, the physical domain is embedded in this mesh, therefore Ω ⊂ ΩT .
In a generic sense a node of the triangulation is designated by xi, K denotes a triangle of
Th and F denotes a face of a triangle K. Figure 3.1 shows an example of configuration.
Let us define the computational domain Ω∗ = {K ∈ Th | K ∩ Ω 6= ∅}, then we define

Ω

Figure 3.1: Fictitious domain, Ω is embedded in a background mesh.

V k
h = {vh ∈ H1(Ω∗) : vh|K ∈ Pk(K),∀K ∈ Th} k ≥ 1.

57
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The trace inequality of Lemma 2.0.1 is extended such that for w ∈ H1(K)

‖w‖0,K∩Γ . (h
− 1

2
K ‖w‖0,K + h

1
2
K‖∇w‖0,K) ∀K ∈ Th. (3.1)

this result is shown in [67]. Let E be an Hs-extension on Ω∗, E : Hs(Ω)→ Hs(Ω∗) such
that (Ew)|Ω = w and

‖Ew‖s,Ω∗ . ‖w‖s,Ω ∀w ∈ Hs(Ω), s ≥ 1. (3.2)

For simplicity we will write w instead of Ew for any w ∈ Hs(Ω). Let iSZ : Hs(Ω∗)→ V k
h

be the Scott-Zhang interpolant [99], we construct the interpolation operator Ih such that

Ihw = iSZEw. (3.3)

Using the approximation property of the Scott-Zhang interpolant, we have the interpo-
lation estimate for 0 ≤ r ≤ s ≤ k + 1 and v ∈ Hk+1(Ω),

‖v − iSZv‖r,K . hs−r|v|s,SK
∀K ∈ Th, (3.4)

with SK = interior(∪{Ki|Ki ∩K 6= ∅,Ki ∈ Th}). Using the estimate (3.2) with (3.4) we
have ( ∑

K∈Ω∗

‖v − Ihv‖2r,K
) 1

2
. hs−r|v|s,Ω. (3.5)

In order to follow the process used in the previous chapter to show the inf-sup condition
in the different cases we need to adapt the structure of patches introduced in the Section
2.1.1. Let Gh be the set of elements that intersect the boundary Γ

Gh = {K ∈ Th | K ∩ Γ 6= ∅}.

For the sake of precision we make the following assumptions regarding the mesh Th and
the boundary Γ :

• The boundary Γ intersects each element boundary ∂K exactly twice, and each
(open) edge at most once for K ∈ Gh.

• Let ΓK,h be the straight line segment connecting the points of intersection between
Γ and ∂K. We assume that ΓK is a function of length on ΓK,h ; in local coordinates

ΓK,h = {(ξ, η) : 0 < ξ < |ΓK,h|, η = 0}

and
ΓK = {(ξ, η) : 0 < ξ < |ΓK,h|, η = δ(ξ)} .

• We assume that for all K ∈ Gh there exists K ′ /∈ Gh and K ∩ K ′ 6= ∅ and such
that the measures of K and K ′ are comparable in the sense that there exists two
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positive constants c1 and c2 such that for hK = diam(K) we have

c1h ≤ hK ≤ c2h, c1h ≤ hK′ ≤ c2h

and that the faces F such that K ∩ F 6= ∅ and K ′ ∩ F 6= ∅ satisfy

hK′ ≤ c3meas(F ),

with c3 a positive constant.

• We assume that in a triangle K intersected by Γ, the normal nF of the face that
does not intersects Γ and the normal n of Γ verify

|n(ς) · nF | 6= 0 ∀ς ∈ Γ|K . (3.6)

3.1.2 An unfitted boundary mortaring

Let us split Gh into Np smaller disjoint sets of elements Gj with j = 1, . . . , Np. Let IGj

be the set of nodes belonging to Gj . We define the set of nodes Ij such that

Ij = {xi ∈ IGj | xi ∈ Ω, xi /∈ IGn ∀n 6= j},

we define Pj for each Gj such that

Pj = Gj ∪ {K ∈ Th | ∃xi ∈ Ij such that xi ∈ K}.

Each patch Pj is constructed such that Ij 6= ∅. Γj = Γ ∩Gj is the part of the boundary
included in the patch Pj . For all j, the patch Pj has the following properties

h . meas(Γj) . h and h2 . meas(Pj) . h2. (3.7)

Let χj ∈ V 1
h be defined for each node xi ∈ Th such that for each patch Pj

χj(xi) =

{
0 for xi /∈ Ij
1 for xi ∈ Ij ,

with i = 1, . . . , Nn. Figure 3.2 shows an example of patch with the value of χj at each
node.

Lemma 3.1.1. For every patch Pj with 1 ≤ j ≤ Np ; ∀rj ∈ R there exists ϕr ∈ V 1
h such

that
meas(Γj)−1

∫
Γj

∇ϕr · n ds = rj , (3.8)

and the following property holds

‖∇ϕr‖0,Pj . h
1
2 ‖rj‖0,Γj . (3.9)
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Figure 3.2: Example of Pj , the dashed line is Γj , χj is equal to 0 in the
nonfilled nodes, 1 in the filled nodes.

Proof. Let

Ξj = meas(Γj)−1

∫
Γj

∇χj · n ds.

The normalised function ϕj is defined such that

ϕj = Ξ−1
j χj .

Let K1, . . . ,Km be the triangles crossed by the boundary within a patch Pj , considering
(3.7) the number of triangles is small, then we have

|hΞj | =
∣∣hmeas(Γj)−1

(∫
Γj∩K1

∇χj · n ds+ · · ·+
∫

Γj∩Km

∇χj · n ds
)∣∣ ≥ CΞ > 0,

where we used the fact that each integral is negative given by (3.6). This lower bound
that holds uniformly in j and h tells us that ϕj is well defined, the constant CΞ depends
only on the local geometry of the patches Pj . By definition there holds

meas(Γj)−1

∫
Γj

∇ϕj · n ds = 1, (3.10)

using the inverse inequality of Lemma 2.0.2 we obtain

‖∇ϕj‖0,Pj . |h−1Ξ−1
j |‖χj‖0,Pj . |h−1Ξ−1

j |meas(Pj)
1
2 . C−1

Ξ h. (3.11)

Let ϕr = rjϕj , then condition (3.8) is verified considering (3.10). The upper bound (3.9)
is obtained using (3.11), (3.7) and

‖∇ϕr‖0,Pj = |rj |‖∇ϕj‖0,Pj . meas(Γj)
1
2 |rj |h

1
2 = h

1
2 ‖rj‖0,Γj .
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It is straightforward to observe that (2.11) and (2.12) still hold in this new framework,

h‖∇uh · τ‖0,Γj & ‖uh − uhΓj‖0,Γj . (3.12)

h−
1
2 ‖uhΓj‖0,Γj ≥ h−

1
2 ‖uh‖0,Γj − C ′‖∇uh‖0,Pj . (3.13)

3.2 Poisson problem

The Poisson problem with Dirichlet boundary conditions is given by

−∆u = f in Ω,

u = g on Γ.
(3.14)

with f ∈ L2(Ω) and g ∈ H
3
2 (Γ). The weak formulation can be expressed as: find

u ∈ H1
g (Ω) such that

a(u, v) = (f, v)Ω ∀v ∈ H1
0 (Ω),

with
a(u, v) = (∇u,∇v)Ω.

The Lax-Milgram Lemma gives us the well-posedness of this problem. Under the as-
sumptions on Ω we have the following regularity estimate [64]

‖u‖s+2,Ω . ‖f‖s,Ω + ‖g‖s+ 3
2
,Γ ∀s ≥ 0. (3.15)

The finite element formulation using the penalty free Nitsche’s method reads: find uh ∈
V k
h

Ah(uh, vh) + Jh(uh, vh) = Lh(vh) ∀vh ∈ V k
h , (3.16)

the term Jh is the ghost penalty [25], the linear forms are defined as

Ah(uh, vh) = (∇uh,∇vh)Ω − 〈∇uh · n, vh〉Γ + 〈∇vh · n, uh〉Γ,

Jh(uh, vh) = γg
∑
F∈FG

k∑
l=1

h2l−1〈JDl
nF
uhKF , JDl

nF
vhKF 〉F ,

Lh(vh) = (f, vh)Ω + 〈∇vh · n, g〉Γ,

with FG = {F ∈ Gh | F ∩ Ω 6= ∅} , γg = O(1) the ghost penalty parameter and nF

the unit normal to the face F with fixed but arbitrary orientation. Dl
nF

is the partial
derivative of order l in the direction of the normal nF . JwKF = w+

F − w
−
F , with w

±
F =

lims→0+w(x∓ snF ), is the jump of w across the face F . The ghost penalty provides the
control of the gradient for any function vh ∈ V k

h on Ω, it is characterised by the following
property that has been proved in [89]

‖∇vh‖20,Ω∗ . ‖∇vh‖20,Ω + Jh(vh, vh) . ‖∇vh‖20,Ω∗ . (3.17)
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Let us introduce the norms

|||w|||2 = ‖∇w‖20,Ω + h−1‖w‖20,Γ + Jh(w,w),

‖w‖2∗ = |||w|||2 + h‖∇w · n‖20,Γ.

3.2.1 Inf-sup stability

Theorem 3.2.1. There exists β > 0 such that for all functions uh ∈ V k
h the following

inequality holds

β|||uh||| ≤ sup
vh∈V k

h

Ah(uh, vh) + Jh(uh, vh)

|||vh|||
.

Proof. Let vh = uh + α
∑Np

j=1 vj , such that vj = νjχj , with νj ∈ R, each vj has the
property

meas(Γj)−1

∫
Γj

∇vj · n ds = h−1uh
Γj . (3.18)

Replacing vh in the bilinear form

(Ah + Jh)(uh, vh) = (Ah + Jh)(uh, uh) + α

Np∑
j=1

[Ah(uh, vj) + Jh(uh, vj)].

Using the inequality (3.17) we have

(Ah + Jh)(uh, uh) = ‖∇uh‖20,Ω + Jh(uh, uh) & ‖∇uh‖20,Ω∗ .

Applying (3.18) we get

α〈∇vj · n, uh〉Γj = αh−1‖uhΓj‖20,Γj
+ α〈∇vj · n, uh − uhΓj 〉Γj ,

the second term can be bounded using (3.12), the trace inequality (3.1) and the inverse
inequality of Lemma 2.0.2,

α〈∇vj · n, uh − uhΓj 〉Γj . α‖∇uh‖0,Pj‖∇vj‖0,Pj ≤ ε‖∇uh‖20,Pj
+
Cα2

4ε
‖∇vj‖20,Pj

.

Using (3.17) and the Young’s inequality we get

α(∇uh,∇vj)Pj∩Ω + αJh(uh, vj) . α‖∇uh‖0,Pj∩Ω‖∇vj‖0,Pj∩Ω + αJh(uh, uh)
1
2Jh(vj , vj)

1
2

≤ ε‖∇uh‖20,Pj
+
Cα2

4ε
‖∇vj‖20,Pj

.

The inequality (2.15) still holds in this context

‖vj‖0,Pj . h‖∇vj‖0,Pj , (3.19)
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using this result, the trace inequality (3.1) and the inverse inequality we get

〈∇uh · n, vj〉Γj . ‖∇uh‖0,Pj‖∇vj‖0,Pj ≤ ε‖∇uh‖20,Pj
+
Cα2

4ε
‖∇vj‖20,Pj

.

Then using Lemma 3.1.1

Ah(uh, vh) ≥ (C − 3ε)‖∇uh‖20,Ω∗ + α
(

1− 3Cα

4ε

) Np∑
j=1

h−1‖uhΓj‖20,Γj
.

Applying (3.13) and (3.17)

(Ah+Jh)(uh, vh) ≥ (C−ε−C ′α)(‖∇uh‖20,Ω+Jh(uh, uh))+
α

2

(
1− 3Cα

4ε

) Np∑
j=1

h−1‖uh‖20,Γj
.

By choosing α and ε in the right way we obtain

Ah(uh, vh) & |||uh|||2.

To complete the proof we need |||vh||| . |||uh|||, we know that

|||vh|||2 . |||uh|||2 + α2

Np∑
j=1

|||vj |||2 with |||vj |||2 = ‖∇vj‖20,Pj∩Ω + h−1‖vj‖20,Γj
+ Jh(vj , vj).

Using the trace and inverse inequalities, (3.19), (3.17) and the Lemma 3.1.1 we have

h−1‖vj‖20,Γj
. ‖∇vj‖20,Pj

. ‖∇vj‖20,Pj∩Ω + Jh(vj , vj) . h−1‖uhΓj‖20,Γj
. h−1‖uh‖20,Γj

.

As a consequence we get
∑Np

j=1 |||vj |||2 . |||uh|||2 which completes the proof.

3.2.2 A priori error estimate

The consistency of the scheme is characterised by the following orthogonality relation.

Lemma 3.2.1. Let uh ∈ V k
h be the solution of (3.16) and u ∈ H2(Ω) be the solution of

(3.14), then
Ah(u− uh, vh)− Jh(uh, vh) = 0, ∀vh ∈ V k

h .

Proof. Ah(u, vh) = Lh(vh) = Ah(uh, vh) + Jh(uh, vh), ∀vh ∈ V k
h .

Lemma 3.2.2. Let w ∈ H2(Ω) + V k
h and vh ∈ V k

h , there exists a positive constant M
such that

Ah(w, vh) ≤M‖w‖∗|||vh|||.
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Proof. Using the trace inequality, the inverse inequality and (3.17) we get

(∇w,∇vh)Ω − 〈∇w · n, vh〉Γ + 〈∇vh · n,w〉Γ

. ‖∇w‖0,Ω‖∇vh‖0,Ω + ‖∇w · n‖0,Γ‖vh‖0,Γ + (‖∇vh‖0,Ω + Jh(vh, vh)
1
2 )h−

1
2 ‖w‖0,Γ.

Theorem 3.2.2. Let u ∈ Hk+1(Ω) be the solution of (3.14) and uh ∈ V k
h the solution

of (3.16), then there holds

|||u− uh||| . inf
wh∈V k

h

‖u− wh‖∗.

Proof. Let wh ∈ V k
h , the triangle inequality gives us

|||u− uh||| ≤ |||u− wh|||+ |||wh − uh|||.

The regularity of u gives Jh(u, vh) = 0 then we have

Jh(wh, vh) ≤ Jh(wh − u,wh − u)
1
2Jh(vh, vh)

1
2 .

Using this result, the orthogonality of Lemma 3.2.1, the Theorem 3.2.1 and the Lemma
3.2.2 we can write

β|||uh − wh||| ≤ sup
vh∈V k

h

Ah(u− wh, vh)− Jh(wh, vh)

|||vh|||
≤ (M + 1)‖u− wh‖∗.

Note that |||u− wh||| ≤ ‖u− wh‖∗, using this result we get

|||u− uh||| ≤
(

1 +
M + 1

β

)
inf

wh∈V k
h

‖u− wh‖∗.

Corollary 3.2.1. Let u ∈ Hk+1(Ω) be the solution of (3.14) and uh ∈ V k
h the solution

of (3.16), then there holds
|||u− uh||| . hk|u|k+1,Ω.

Proof. The proof follows the arguments used to prove Corollary 2.1.1 using the trace
inequality (3.1) and (3.5). Additionally we extend the ghost penalty term to the full
domain Ω∗ to obtain

Jh(u− Ihu, u− Ihu)
1
2 .

( ∑
K∈Ω∗

k+1∑
l=k

h2(l−1)‖Dl(u− Ihu)‖20,K
) 1

2
. hk|u|k+1,Ω.
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Then we have the following estimate

‖u− Ihu‖∗ . hk|u|k+1,Ω. (3.20)

We conclude using the Theorem 3.2.2 with wh = Ihu.

Proposition 3.2.1. Let u ∈ Hk+1(Ω) be the solution of (3.14) and uh ∈ V k
h the solution

of (3.16), then there holds

‖u− uh‖Ω . hk+ 1
2 |u|k+1,Ω.

Proof. Let z satisfy the adjoint problem

−∆z = u− uh in Ω,

z = 0 on Γ.

Using integration by parts we can write

‖u− uh‖20,Ω = (u− uh,−∆z)Ω = (∇(u− uh),∇z)Ω − 〈u− uh,∇z · n〉Γ
= Ah(u− uh, z)− 2〈u− uh,∇z · n〉Γ.

Using the orthogonality proprety of Lemma 3.2.1 we have

Ah(u− uh, z) = Ah(u− uh, z − Ihz) + Jh(uh, Ihz).

Note that using the trace inequality (3.1), the estimate (3.5) and the inverse inequality
of Lemma 2.0.2 we have

h
1
2 ‖∇(u− uh) · n‖0,Γ . ‖∇(u− uh)‖0,Ω∗ + h

( ∑
K∈Ω∗

‖D2(u− uh)‖20,K
) 1

2

. ‖∇(u− Ihu)‖0,Ω∗ + h
( ∑
K∈Ω∗

‖D2(u− Ihu)‖20,K
) 1

2

+ ‖∇(uh − Ihu)‖0,Ω∗ + h
( ∑
K∈Ω∗

‖D2(uh − Ihu)‖20,K
) 1

2

. hk|u|k+1,Ω + |||uh − Ihu|||.

(3.21)

Using this result, the Cauchy-Schwarz inequality, the Corollary 3.2.1 and (3.5) we obtain

Ah(u− uh, z − Ihz)

= (∇(u− uh),∇(z − Ihz))Ω − 〈z − Ihz,∇(u− uh) · n〉Γ + 〈u− uh,∇(z − Ihz) · n〉Γ

≤ (|||u− uh|||+ h
1
2 ‖∇(u− uh) · n‖0,Γ)‖z − Ihz‖∗

. (hk|u|k+1,Ω + |||uh − Ihu|||)h|z|2,Ω.
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The regularity of z gives us Jh(uh, z) = 0, using (3.5) we have

Jh(uh, Ihz) ≤ Jh(uh, uh)
1
2Jh(Ihz − z, Ihz − z)

1
2

≤ (|||uh − Ihu|||+ Jh(Ihu, Ihu)
1
2 )Jh(Ihz − z, Ihz − z)

1
2

. (|||uh − Ihu|||+ hk|u|k+1,Ω)h|z|2,Ω,

where we also used Jh(Ihu, Ihu)
1
2 = Jh(Ihu − u, Ihu − u)

1
2 which follows from the

regularity of u. Using the global trace inequality ‖∇z · n‖0,Γ . ‖z‖2,Ω

〈u− uh,∇z · n〉Γ . h
1
2 |||u− uh|||‖z‖2,Ω.

In the proof of Theorem 3.2.2 we have shown that

|||uh − Ihu||| . ‖u− Ihu‖∗ . hk|u|k+1,Ω,

where the second estimate is (3.20). Using this result and Corollary 3.2.1 once again we
have

‖u− uh‖20,Ω . (h+ h
1
2 )hk|u|k+1,Ω‖z‖2,Ω,

we conclude using ‖z‖2,Ω . ‖u− uh‖0,Ω that follows from the regularity estimate (3.15)
applied to the adjoint problem.

3.3 Compressible elasticity

The compressible elasticity problem with Dirichlet boundary condition is given by

−∇ · σ(u) = f in Ω,

u = g on Γ.
(3.22)

with f ∈ [L2(Ω)]2, g ∈ [H
3
2 (Γ)]2 and the stress tensor

σ(u) = 2µε(u) + λ(∇ · u)I2×2,

with µ and λ the Lamé coefficients. The weak formulation of this problem gives: find
u ∈ [H1

g (Ω)]2 such that

a(u,v) = (f ,v)Ω ∀v ∈ [H1
0 (Ω)]2,

with
a(u,v) = (2µε(u), ε(v))Ω + (λ∇ · u,∇ · v)Ω.
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The well-posedness of this problem follows from the Lax-Milgram Lemma. The following
elliptic regularity estimate [103] holds

µ‖u‖s+2,Ω + (µ+ λ)‖∇ · u‖s+1,Ω . ‖f‖s,Ω + ‖g‖s+ 3
2
,Γ ∀s ≥ 0. (3.23)

The finite element formulation using the penalty free Nitsche’s method is given by: find
uh ∈W k

h

Ah(uh,vh) + Jh(uh,vh) = Lh(vh) ∀vh ∈W k
h , (3.24)

with W k
h = [V k

h ]2, the linear forms Ah, Jh and Lh are defined as

Ah(uh,vh) = a(uh,vh)− b(uh,vh) + b(vh,uh),

Jh(uh,vh) = γgµ
∑
F∈FG

k∑
l=1

h2l−1〈JDl
nF
uhKF , JDl

nF
vhKF 〉F ,

Lh(vh) = (f ,vh)Ω + b(vh, g).

The bilinear form b is such that

b(uh,vh) = 〈2µε(uh) · n,vh〉Γ + 〈λ∇ · uh,vh · n〉Γ.

3.3.1 Inf-sup stability

In order to show an inf-sup condition for this case we define the average normal vector
on Γj , nΓj , in the same way τΓj is the corresponding average tangent vector. We define
the rotated frame (ξ, η) the direction of the η axis is the same as nΓjand the direction
of the ξ axis is the same as τΓj . As in the previous chapter the hat denotes a quantity
expressed in the frame (ξ, η), a function z = (z1, z2) expressed in the two-dimentional
rotated frame has the following properties

ẑ1 = z · τΓj , ẑ2 = z · nΓj .

By looking at the proof of Lemma 3.1.1 it is straightforward to observe that the following
Lemma holds true.

Lemma 3.3.1. For every patch Pj with 1 ≤ j ≤ Np ; ∀rj ∈ R there exists ϕr ∈ V 1
h such

that
meas(Γj)−1

∫
Γj

∇ϕr · nΓj ds = rj ,

and the following property holds

‖∇ϕr‖Pj . h
1
2 ‖rj‖Γj .

Let vj ∈ V 1
h be the two dimmentional function such that vj = (α1v1, α2v2)T , we

define v1 = νj1χj and v2 = νj2χj with νj1, νj2 ∈ R and χj as defined in Section 3.1.2.
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Let

meas(Γj)−1

∫
Γj

∂v̂1

∂η
ds = h−1û1

Γj , meas(Γj)−1

∫
Γj

∂v̂2

∂η
ds = h−1û2

Γj , (3.25)

applying the Lemma 3.3.1 we get

‖∇̂v̂1‖0,Pj . h−
1
2 ‖uhΓj · τΓj‖0,Γj , ‖∇̂v̂2‖0,Pj . h−

1
2 ‖uhΓj · nΓj‖0,Γj . (3.26)

We start by giving two technical Lemmas, proofs are provided in appendix D.

Lemma 3.3.2. There exists C > 0 independent of h, µ and λ, but not of the mesh
geometry, ∀uh ∈ W k

h and for h < h0, on each patch Pj for vj ∈ W 1
h as defined above

and ∀ε, α1, α2 ∈ R∗+, such that

〈λ∇·vj ,uh·n〉Γj & α2

(
1−Cα2

4ε

)λ
h
‖uhΓj ·nΓj‖20,Γj

−Cα
2
1

4ε

λ

h
‖uhΓj ·τΓj‖20,Γj

−2ελ‖∇uh‖20,Pj
.

Lemma 3.3.3. There exists C > 0 independent of h, µ and λ, but not of the mesh
geometry, ∀uh ∈ W k

h and h < h0, on each patch Pj for vj ∈ W 1
h as defined above and

∀ε, α1, α2 ∈ R∗+, such that

〈2µε(vj) · n,uh〉Γj ≥ α2

(
2− 5Cα2

4ε

)µ
h
‖uhΓj · nΓj‖20,Γj

+ α1

(
1− Cα1

4ε

)µ
h
‖uhΓj · τΓj‖20,Γj

− 3εµ‖∇uh‖20,Pj
.

Let us introduce the following norms

|||w|||2 = µ(‖∇w‖20,Ω + h−1‖w‖20,Γ) + λ(‖∇ ·w‖20,Ω + h−1‖w · n‖20,Γ) + Jh(w,w),

‖w‖2∗ = |||w|||2 + µh‖∇w · n‖20,Γ + λh‖∇ ·w‖20,Γ.

Observe that these are norms by the Poincaré inequality.

Theorem 3.3.1. There exists positive constants β and h0 such that for all functions
uh ∈W k

h and for h < h0, the following inequality holds

β|||uh||| ≤ sup
vh∈Wk

h

Ah(uh,vh) + Jh(uh,vh)

|||vh|||
.

Proof. Let vh = uh+
∑Np

j=1 vj , decomposing the bilinear form we can write the following

(Ah + Jh)(uh,vh) = (Ah + Jh)(uh,uh) +

Np∑
j=1

[Ah(uh,vj) + Jh(uh,vj)].
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Using (3.17) and the Theorem 2.2.1 we have

(Ah + Jh)(uh,uh) = 2µ‖ε(uh)‖20,Ω + λ‖∇ · uh‖20,Ω + Jh(uh,uh),

≥ 2µC‖∇uh‖20,Ω∗ + λ‖∇ · uh‖20,Ω − 2µ|uh|2Γ.

Using (3.17), the trace inequality, the Young’s inequality and (3.26) we obtain

(2µε(uh), ε(vj))Pj∩Ω + (λ∇ · uh,∇ · vj)Pj∩Ω + Jh(uh,vj)

. (2µ+ λ)‖∇uh‖0,Pj∩Ω‖∇vj‖0,Pj∩Ω + Jh(uh,uh)
1
2Jh(vj ,vj)

1
2

≤ ε(2µ+ λ)‖∇uh‖20,Pj
+
C

4ε
(2µ+ λ)‖∇vj‖20,Pj

≤ ε(2µ+ λ)‖∇uh‖20,Pj
+
C

4ε
(2µ+ λ)h−1(α2

1‖uhΓj · τΓj‖20,Γj
+ α2

2‖uhΓj · nΓj‖20,Γj
).

Using the trace inequality once again with (3.26) and (3.19)

〈2µε(uh) · n,vj〉Γj + 〈λ∇ · uh,vj · n〉Γj

≤ 2µ‖ε(uh) · n‖0,Γj‖vj‖0,Γj + λ‖∇uh‖0,Γj‖vj · n‖0,Γj

. (2µ+ λ)‖∇uh‖0,Pj‖∇vj‖0,Pj

≤ ε(2µ+ λ)‖∇uh‖20,Pj
+
C

4ε
(2µ+ λ)h−1(α2

1‖uhΓj · τΓj‖20,Γj
+ α2

2‖uhΓj · nΓj‖20,Γj
).

Using these bounds as well as the Lemmas 3.3.2 and 3.3.3

(Ah + Jh)(uh,vh) ≥ (2µC − ε(7µ+ 4λ))‖∇uh‖20,Ω∗ + λ‖∇ · uh‖20,Ω

+
(
α1

(
µ− Cα1

5µ+ 3λ

4ε

)
− 2µh

) Np∑
j=1

h−1‖uhΓj · τΓj‖20,Γj

+
(
α2

(
2µ+ λ− Cα2

9µ+ 3λ

4ε

)
− 2µh

) Np∑
j=1

h−1‖uhΓj · nΓj‖20,Γj
.

Setting the constants,

Ca = 2C − ε7µ+ 4λ

µ
,

Cb = α1

(
1− Cα1

5µ+ 3λ

4εµ

)
− 2h,

Cc = α2

(
1− Cα2

9µ+ 3λ

ε(8µ+ 4λ)

)
− 2µh

2µ+ λ
,
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and using (3.13), (3.17) it becomes

Ah(uh,vh) + Jh(uh,vh)

≥ (Ca − C ′(Cb + Cc(2 + λµ−1)))(µ‖∇uh‖20,Ω + Jh(uh,uh)) + λ‖∇ · uh‖20,Ω

+
Cb
2

Np∑
j=1

µh−1‖uh · τΓj‖20,Γj
+
Cc
2

Np∑
j=1

(2µ+ λ)h−1‖uh · nΓj‖20,Γj
.

By choosing ε, α1, α2 in the right way and h0 small enough we get

Ah(uh,vh) + Jh(uh,vh) & β0|||uh|||2,

we can show |||uh||| & |||vh||| following the proofs of the Theorems 3.2.1 and 2.2.2, the
claim follows and β = O( µ

λ+µ), h0 = O( µ2

(λ+µ)2 ).

3.3.2 A priori error estimate

Lemma 3.3.4. If u ∈ [H2(Ω)]2 is the solution of (3.22) and uh ∈ W k
h the solution of

(3.24) the following property holds

Ah(u− uh,vh)− Jh(uh,vh) = 0, ∀vh ∈W k
h .

Lemma 3.3.5. Let w ∈ [H2(Ω)]2 + W k
h and vh ∈ W k

h , there exists a positive constant
M such that

Ah(w,vh) ≤M‖w‖∗|||vh|||.

Proof. See proof of Lemma 2.2.5. The ghost penalty term can be handled using (3.17)
as in the proof of Lemma 3.2.2.

Theorem 3.3.2. If u ∈ [Hk+1(Ω)]2 is the solution of (3.22) and uh ∈W k
h the solution

of (3.24) with h < h0, then there holds

|||u− uh||| ≤ Cβ inf
wh∈Wk

h

‖u−wh‖∗.

where Cβ is a positive constant that depends on the mesh geometry.

Proof. Same proof as Theorem 3.2.2 using Lemma 3.3.4, Theorem 3.3.1 and Lemma
3.3.5, Cβ = O(β−1).

Corollary 3.3.1. If u ∈ [Hk+1(Ω)]2 is the solution of (3.22) and uh ∈W k
h the solution

of (3.24) with h < h0, then there holds

|||u− uh||| ≤ Cµλhk|u|k+1,Ω,

with Cµλ = O(λ+µ
µ (λ

1
2 + µ

1
2 )).
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Proof. Using the same arguments as in the proof of Corollary 2.2.1 with the trace in-
equality (3.1) and (3.5) and the estimate of the ghost penalty term from the proof of
Corollary 3.2.1 we obtain the estimate

‖u− Ihu‖∗ . (λ
1
2 + µ

1
2 )hk|u|k+1,Ω. (3.27)

We conclude using Theorem 3.3.2 with wh = Ihu.

Proposition 3.3.1. Let u ∈ [Hk+1(Ω)]2 be the solution of (3.22) and uh the solution
of (3.24) with h < h0, then

‖u− uh‖0,Ω ≤ C ′µλhk+ 1
2 |u|k+1,Ω.

with C ′µλ = O((1 + λ
µ)2).

Proof. Let z satisfy the adjoint problem

−2µ∇ · ε(z)− λ∇(∇ · z) = u− uh in Ω,

z = 0 on Γ.

Then we can write using integration by parts

‖u− uh‖20,Ω = (u− uh,−2µ∇ · ε(z)− λ∇(∇ · z))Ω

= (2µε(u− uh), ε(z))Ω + (λ∇ · (u− uh),∇ · z)Ω

− 〈2µ(u− uh), ε(z) · n〉Γ − 〈λ(u− uh) · n,∇ · z〉Γ
= Ah(u− uh, z)− 2〈2µ(u− uh), ε(z) · n〉Γ − 2〈λ(u− uh) · n,∇ · z〉Γ.

The consistency relation of Lemma 3.3.4 allows us to write

Ah(u− uh, z) = Ah(u− uh, z − Ihz) + Jh(uh, Ihz).

Note that using the trace inequality (3.1), the estimate (3.5), the stability of the extension
operator (3.2) and the inverse inequality of Lemma 2.0.2 we have

h
1
2 (µ

1
2 ‖ε(u−uh) · n‖0,Γ + λ

1
2 ‖∇ · (u− uh)‖0,Γ)

. (µ
1
2 + λ

1
2 )
(
‖∇(u− Ihu)‖0,Ω∗ + h

( ∑
K∈Ω∗

‖D2(u− Ihu)‖20,K
) 1

2

+ ‖∇(uh − Ihu)‖0,Ω∗ + h
( ∑
K∈Ω∗

‖D2(uh − Ihu)‖20,K
) 1

2
)

. (µ
1
2 + λ

1
2 )hk|u|k+1,Ω + (1 + λ

1
2µ−

1
2 )|||uh − Ihu|||.
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Using this result, the Cauchy-Schwarz inequality, the Corollary 3.3.1 and (3.5) we obtain

Ah(u−uh, z − Ihz)

= (2µε(u− uh), ε(z − Ihz))Ω + (λ∇ · (u− uh),∇ · (z − Ihz))Ω

− 〈2µ(z − Ihz), ε(u− uh) · n〉Γ + 〈λ(z − Ihz) · n,∇ · (u− uh)〉Γ
+ 〈2µ(u− uh), ε(z − Ihz) · n〉Γ + 〈λ(u− uh) · n,∇ · (z − Ihz)〉Γ

. (|||u− uh|||+ h
1
2 (µ

1
2 ‖ε(u− uh) · n‖0,Γ + λ

1
2 ‖∇ · (u− uh)‖0,Γ))‖z − Ihz‖∗

. (µ
1
2 + λ

1
2 )2(hk|u|k+1,Ω + λ

1
2µ−

1
2 |||uh − Ihu|||)h|z|2,Ω.

Using similar arguments as in the proof of Proposition 3.2.1 we get

Jh(uh, Ihz) ≤ Jh(uh,uh)
1
2Jh(Ihz − z, Ihz − z)

1
2

≤ (|||uh − Ihu|||+ Jh(Ihu, Ihu)
1
2 )Jh(Ihz − z, Ihz − z)

1
2

. µ
1
2 (|||uh − Ihu|||+ µ

1
2hk|u|k+1,Ω)h|z|2,Ω.

The global trace inequalities ‖ε(z) · n‖0,Γ . ‖z‖2,Ω and ‖∇ · z‖0,Γ . ‖z‖2,Ω, lead to

|〈2µ(u− uh), ε(z) · n〉Γ|+ |〈λ(u− uh) · n,∇ · z〉Γ| . (λ
1
2 + µ

1
2 )h

1
2 |||u− uh|||‖z‖2,Ω.

In the proof of Theorem 3.3.2 we have shown that

|||uh − Ihu||| . ‖u− Ihu‖∗ . (µ
1
2 + λ

1
2 )hk|u|k+1,Ω,

where the second estimate is (3.27). Using this result and Corollary 3.3.1

‖u− uh‖20,Ω . ((λ
1
2 + µ

1
2 )2(1 + λ

1
2µ−

1
2 )h+ (λ

1
2 + µ

1
2 )2h

1
2 )hk|u|k+1,Ω‖z‖2,Ω.

Using (3.23) we obtain µ‖z‖2,Ω . ‖u− uh‖0,Ω, the claim follows.

3.4 Incompressible elasticity

The incompressible elasticity problem with Dirichlet boundary condition is given by

−∇ · σ(u, p) = f in Ω,

∇ · u = 0 in Ω,

u = g on Γ.

(3.28)

with f ∈ [L2(Ω)]2, g ∈ [H
3
2 (Γ)]2, the stress tensor is given by

σ(u, p) = 2µε(u)− pI2×2,
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and
∫

Ω p dx = 0. We have the following weak formulation: find (u, p) ∈ [H1
g (Ω)]2×L2(Ω)

such that
a[(u, p), (v, q)] = (f ,v)Ω ∀(v, q) ∈ [H1

0 (Ω)]2 × L2(Ω),

with
a[(u, p), (v, q)] = (2µε(u), ε(v))Ω − (p,∇ · v)Ω + (∇ · u, q)Ω.

The well-posedness of this problem follows from the Lax-Milgram Lemma, we also have
the regularity estimate [2]

µ‖u‖s+2,Ω + ‖p‖s+1,Ω . ‖f‖s,Ω + ‖g‖s+ 3
2
,Γ s ≥ 0. (3.29)

Let Q∗ = {q ∈ L2(Ω∗),
∫

Ω q dx = 0}, then we define the finite element space

Qkh = {qh ∈ Q∗ : qh|K ∈ Pk(K) ∀K ∈ Th}, k ≥ 1.

The penalty free Nitsche’s method leads to the following finite element formulation: find
uh ∈W k

h and ph ∈ Qkh such that

Ah[(uh, ph), (vh, qh)] + Jh[(uh, ph), (vh, qh)] = Lh(vh, qh) ∀(vh, qh) ∈W k
h ×Qkh,

(3.30)
where the linear forms Ah, Jh and Lh are defined as

Ah[(uh, ph), (vh, qh)] = a[(uh, ph), (vh, qh)]− b(uh,vh, ph) + b(vh,uh, qh)

+ Sh(uh, ph, qh),

Jh[(uh, ph), (vh, qh)] = Jh(uh,vh) + Ih(ph, qh),

Lh(vh, qh) = (f ,vh)Ω + b(vh, g, qh) + Λh(f , qh).

The bilinear form b is defined as

b(uh,vh, ph) = 〈(2µε(uh)− phI2×2) · n,vh〉Γ.

The ghost penalty terms and the stabilisation terms are written as

Jh(uh,vh) = γgµ
∑
F∈FG

k∑
l=1

h2l−1〈JDl
nF
uhKF , JDl

nF
vhKF 〉F ,

Ih(ph, qh) =
γg
µ

∑
F∈FG

k∑
l=1

h2l+1〈JDl
nF
phKF , JDl

nF
qhKF 〉F ,

Sh(uh, ph, qh) =
γp
µ

∑
K∈Th

∫
K
h2(−2µ∇ · ε(uh) +∇ph)∇qh dx,

Λh(f , qh) =
γp
µ

∑
K∈Th

∫
K
h2f∇qh dx,
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the terms Jh and Ih are the ghost penalty terms, the pressure stabilisation term is
necessary as we want to work with equal order interpolation. The following inequality
has been shown in [89] for qh ∈ Qkh

µ−1h2‖∇qh‖20,Ω∗ . h2µ−1‖∇qh‖20,Ω + Ih(qh, qh) . µ−1h2‖∇qh‖20,Ω∗ . (3.31)

3.4.1 Inf-sup stability

Let us define the following norms

|||(w, %)|||2 = µ(‖∇w‖20,Ω + h−1‖w‖20,Γ) + h2µ−1‖∇%‖20,Ω + Jh[(w, %), (w, %)],

‖(w, %)‖2∗ = |||(w, %)|||2 + µh‖∇w · n‖20,Γ + µ−1‖%‖20,Ω + µ−1h‖%‖20,Γ + µh−2‖w‖20,Ω
+ h2µ−1‖∇%‖20,Ω∗ + h2µ

∑
K∈Ω∗

‖∇ · ε(w)‖20,K .

Theorem 3.4.1. There exists positive constants β and h0 such that for all functions
(uh, ph) ∈W k

h ×Qkh and for h < h0, the following inequality holds

β|||(uh, ph)||| ≤ sup
(vh,qh)∈Wk

h×Q
k
h

Ah[(uh, ph), (vh, qh)] + Jh[(uh, ph), (vh, qh)]

|||(vh, qh)|||
.

Proof. Let qh = ph and vh = uh +
∑Np

j=1 vj with vj as defined as in Section 3.3.1, then
we have

(Ah + Jh)[(uh, ph), (vh, qh)] = (Ah + Jh)[(uh, ph), (uh, ph)]

+

Np∑
j=1

[
Ah[(uh, ph), (vj , 0)] + Jh[(uh, ph), (vj , 0)]

]
.

Note that most of the terms have been bounded in the compressible case. Using the
inverse inequality of Lemma 2.0.2, (3.17) and the Theorem 2.2.1 we have

(Ah + Jh)[(uh, ph), (uh, ph)]

= (2µε(uh), ε(uh))Ω + Sh(uh, ph, qh) + Jh[(uh, ph), (uh, ph)]

& 2µ‖∇uh‖20,Ω∗ − 2µ|uh|2Γ −
γp
µ
h2
(

2µ
∑
K∈Ω∗

(‖∇ · ε(uh)‖0,K‖∇ph‖0,K)− ‖∇ph‖20,Ω∗
)

& 2µ‖∇uh‖20,Ω∗ − 2µ|uh|2Γ − 2µ‖ε(uh)‖0,Ω∗
γp
µ
h‖∇ph‖0,Ω∗ +

γp
µ
h2‖∇ph‖20,Ω∗

& 2(1− ε′)µ‖∇uh‖20,Ω∗ − 2µ|uh|2Γ +
γp
µ

(
1− γp

4ε′

)
h2‖∇ph‖20,Ω∗ .

Using (3.26) and (3.19) we have the bound

(∇ph,vj)Pj∩Ω ≤ ‖∇ph‖0,Pj∩Ω‖vj‖0,Pj∩Ω ≤ ‖∇ph‖0,Pj‖vj‖0,Pj . h‖∇ph‖0,Pj‖∇vj‖0,Pj

≤ εµ−1h2‖∇ph‖20,Pj
+
C

4ε
µh−1(α2

1‖uhΓj · τΓj‖20,Γj
+ α2

2‖uhΓj · nΓj‖20,Γj
).
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Then we obtain the bound

Ah[(uh, ph), (uh, ph)] ≥ (2− 2ε′ − 7ε)µ‖∇uh‖20,Ω∗ +
γp
µ

(
1− Cγp

4ε′
− ε

γp

)
h2‖∇ph‖20,Ω∗

+
(
α1

(
1− Cα1

3

2ε

)
− 2h

) Np∑
j=1

µh−1‖uhΓj · τΓj‖20,Γj

+
(
α2

(
2− Cα2

5

2ε

)
− 2h

) Np∑
j=1

µh−1‖uhΓj · nΓj‖20,Γj
.

Let the constants
Ca = (2− 2ε′ − 7ε),

Cb = γp

(
1− Cγp

4ε′
− ε

γp

)
,

Cc =
(
α1

(
1− Cα1

3

2ε

)
− 2h

)
,

Cd =
(
α2

(
2− Cα2

5

2ε

)
− 2h

)
,

and using (3.13), (3.17), (3.31) it becomes

(Ah + Jh)[(uh, ph), (uh, ph)] ≥ (Ca − C ′Cc − C ′Cd)(µ‖∇uh‖20,Ω + Jh(uh,uh))

+ Cb(µ
−1h2‖∇ph‖20,Ω + Ih(ph, ph))

+
Cc
2

Np∑
j=1

µh−1‖uh · τΓj‖20,Γj
+
Cd
2

Np∑
j=1

µh−1‖uh · nΓj‖20,Γj
.

By choosing ε, ε′, α1 and α2 in the right way and h0 small enough we get

Ah[(uh, ph), (uh, ph)] + Jh[(uh, ph), (uh, ph)] & |||uh|||2.

We conclude using |||(vh, qh)||| . |||(uh, ph)||| which is shown following the proofs of the
Theorems 3.2.1 and 2.3.1. Note that β = O(1), h0 = O(1).

3.4.2 A priori error estimate

Lemma 3.4.1. If (u, p) ∈ [H2(Ω)]2 × H1(Ω) is the solution of (3.28) and (uh, ph) ∈
W k
h ×Qkh the solution of (3.30) the following property holds

Ah[(u− uh, p− ph), (vh, qh)]− Jh[(uh, ph), (vh, qh)] = 0, ∀(vh, qh) ∈W k
h ×Qkh.

Lemma 3.4.2. Let (w, %) ∈ ([H2(Ω)]2 +W k
h )× (H1(Ω) +Qkh) and (vh, qh) ∈W k

h ×Qkh
there exists a positive constant M such that

Ah[(w, %), (vh, qh)] ≤M‖(w, %)‖∗|||(vh, qh)|||.
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Proof. We have

Ah[(w, %), (vh, qh)] = (2µε(w), ε(vh))Ω − (%,∇ · vh)Ω + (∇qh,w)Ω + Sh(uh, ph, qh)

− 〈2µε(w) · n,vh〉Γ + 〈2µε(vh) · n,w〉Γ + 〈%,vh · n〉Γ,

using the Cauchy Schwarz inequality we have

(2µε(w), ε(vh))Ω − 〈2µε(w) · n,vh〉Γ . ‖(w, %)‖∗|||(vh, qh)|||,

(∇qh,w)Ω − (%,∇ · vh)Ω + 〈%,vh · n〉Γ . ‖(w, %)‖∗|||(vh, qh)|||.

Using the trace inequality and (3.17)

〈2µε(vh) · n,w〉Γ ≤ 2µ‖ε(vh) · n‖0,Γ‖w‖0,Γ

. 2µ‖∇vh‖0,Ω∗h−
1
2 ‖w‖0,Γ . ‖(w, %)‖∗|||(vh, qh)|||.

Using (3.31) the stabilisation term can be bounded

Sh(w, %, qh) ≤ γp
µ
h2(2µ

( ∑
K∈Ω∗

‖∇ · ε(w)‖20,K
) 1

2
+ ‖∇%‖0,Ω∗)‖∇qh‖0,Ω∗

.
γp
µ

(2µh
( ∑
K∈Ω∗

‖∇ · ε(w)‖20,K
) 1

2
+ h‖∇%‖0,Ω∗)(h‖∇qh‖0,Ω + Ih(qh, qh)

1
2 )

. ‖(w, %)‖∗|||(vh, qh)|||.

Theorem 3.4.2. If (u, p) ∈ [Hk+1(Ω)]2×Hk(Ω) is the solution of (3.28) and (uh, ph) ∈
W k
h ×Qkh the solution of (3.30) with h < h0, then there holds

|||(u− uh, p− ph)||| . inf
(wh,%h)∈Wk

h×Q
k
h

‖(u−wh, p− %h)‖∗.

Proof. Let (wh, %h) ∈W k
h ×Qkh using the triangle inequality we get

|||(u− uh, p− ph)||| ≤ |||(u−wh, p− %h)|||+ |||(wh − uh, %h − ph)|||.

Using the regularities of u and p we have Jh(u,vh) = 0 and Ih(p, qh) = 0

Jh[(wh, %h), (vh, qh)] ≤ (Jh(wh − u,wh − u)
1
2 + Ih(%h − p, %h − p)

1
2 )|||(vh, qh)|||,
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Using the orthogonality of Lemma 3.4.1, the Theorem 3.4.1 and the Lemma 3.4.2 we can
write

β|||(uh −wh, ph − %h)|||

≤ sup
(wh,%h)∈Wk

h×Q
k
h

Ah[(u−wh, p− %h), (vh, qh)]− Jh[(wh, %h), (vh, qh)]

|||(vh, qh)|||

≤ (M + 1)‖(u−wh, p− %h)‖∗.

Using that |||(u−wh, p− %h)||| ≤ ‖(u−wh, p− %h)‖∗ we obtain

|||(u− uh, p− ph)||| ≤
(

1 +
M + 1

β

)
inf

(wh,%h)∈Wk
h×Q

k
h

‖(u−wh, p− %h)‖∗.

Corollary 3.4.1. If (u, p) ∈ [Hk+1(Ω)]2×Hk(Ω) is the solution of (3.28) and (uh, ph) ∈
W k
h ×Qkh the solution of (3.30) with h < h0, then there holds

|||(u− uh, p− ph)||| . hk(µ
1
2 |u|k+1,Ω + µ−

1
2 |p|k,Ω).

Proof. We the same arguments as for the proof of Corollary 2.3.1 with (3.1) and (3.5).
Also, the ghost penalty parameter Jh is handled as it is done in the proof of Corollary
2.1.1. Extending the ghost penalty term Ih to the full domain Ω∗ we obtain

Ih(p− Ihp, p− Ihp)
1
2 .

( ∑
K∈Ω∗

k+1∑
l=k

h2(l+1)‖Dl(p− Ihp)‖20,K
) 1

2
. hk|p|k,Ω.

Then we obtain

‖(u− Ihu, p− Ihp)‖∗ . hk(µ
1
2 |u|k+1,Ω + µ−

1
2 |p|k,Ω).

We conclude using Theorem 3.4.2 with wh = Ihu and %h = Ihp.

3.5 Numerical results

In this section, for each computation a structured background mesh is defined such that
ΩT = [0, 1]× [0, 1] and the physical domain is the disc:

Ω = {(x, y) ∈ ΩT | |(0.5, 0.5)− (x, y)| ≤ 0.3} .

We want to verify numerically the convergence properties shown theoretically. In each
case we use a manufactured solution and compute the convergence of the errors. The
computations are done using the package FEniCS [88] together with the library CutFEM
[28]. We consider piecewise affine approximations.
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3.5.1 Poisson problem

For the Poisson case the manufactured solution used is defined as

u = [(x− 0.5)2 + (y − 0.5)2]2.

The penalty free Nitsche’s method is tested for a range of values for the ghost penalty
parameter γg. Figure 3.3 shows the L2 and H1-convergence slopes for each value of
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Figure 3.3: Poisson problem, V 1
h : error versus the maximal element

diameter h. Left: L2-error, right: H1-error.

γg considered. The convergence of the L2-error is half an order better than what has
been shown theoretically. Also, we observe that the constant involved in the convergence
result of Proposition 3.2.1 grows as the γg becomes bigger. The convergence observed
for the H1-error is optimal as shown theoretically.

3.5.2 Compressible elasticity

The two dimentional manufactured solution used for compressible elasticity is defined as

u =

(
(x5 − x4)(y3 − y2)

(x4 − x3)(y6 − y5)

)
.

The penalty free Nitsche’s method is tested for a range of values for the ghost penalty
parameter γg. Figure 3.4 shows the L2 and H1-convergence slopes. The same observa-
tions as for the Poisson problem can be seen. In order to observe locking, we set the
ghost penalty parameter to γg = 0.001 and we consider a range of values for λ. Figure
3.5 shows that as λ becomes large the convergence is lost if the mesh if not fine enough,
it characterises locking as observed in the previous chapter.
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Figure 3.4: Compressible elasticity, V 1
h : error versus the maximal ele-

ment diameter h. Left: L2-error, right: H1-error. µ = λ = 1.0.
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Figure 3.5: Compressible elasticity, V 1
h : error versus the maximal ele-

ment diameter h. Left: L2-error, right: H1-error. γg = 0.001, µ = 1.0.

3.5.3 Inompressible elasticity

The manufactured solution used for incompressible elasticity is defined as

u =

(
−cos(πx)sin(πy)

sin(πx)cos(πy)

)
, p = 2µcos(πx)sin(πy).

The H1-convergence of u and L2-convergence of p are obtained for a range of γg. Figure
3.6 shows that the convergence of the H1-error of u is optimal as shown theoretically.
The L2-error of p shows a convergence of order O(h

3
2 ) the same behaviour has been

observed for the weak imposition case in the previous chapter. The constant related
to the L2-convergence of the pressure becomes larger as the ghost penalty parameter
becomes bigger.
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Figure 3.6: Incompressible elasticity, V 1
h : error versus the maximal

element diameter h. Left: H1-error of u, right: L2-error of p, µ = 1,
γp = 0.1.



Chapter 4

Domain decomposition

This chapter presents a study of the penalty-free Nitsche’s method in the framework of
nonconforming domain decomposition. We consider one computational domain divided
into two subdomains, both subdomains are meshed independently, the coupling at the
interface is done using the penalty-free Nitsche’s method, each subdomain has its own
material parameters.

4.1 Preliminaries

Let Ω1 and Ω2 be two convex bounded domain in R2 with polygonal boundary, these two
domains share an interface Γ = Ω1∩Ω2, for simplicity Γ is considered as plane. We define
the domain Ω = Ω1∪Ω2 with boundary ∂Ω, an example of Ω is represented in Figure 4.1.
The vector ni is the exterior unit normal to the boundary ∂Ωi. The set {T ih}h defines the

Γ

Ω1 Ω2

Figure 4.1: Example of computational domain Ω.

family of quasi-uniform and shape regular triangulations fitted to Ωi. A generic triangle
is denoted as K and hK = diam(K). The mesh parameter for a given triangulation T ih
is hi = maxK∈T i

h
hK and we set h = max(h1, h2). Figure 4.2 gives an example of two

subdomains of Ω meshed independently. Let Vi = {v ∈ H1(Ωi) : v|∂Ω = 0} for i = 1, 2.
On each domain Ωi we define the space of continuous piecewise polynomial functions

V k
i = {vh ∈ Vi : vh|K ∈ Pk(K) ∀K ∈ T ih}, k ≥ 1,

81



82 Chapter 4. Domain decomposition

Ω1 Ω2

Figure 4.2: Example of meshes in Ω.

V k
h = V k

1 ×V k
2 , every function in V k

h has two components, vh = (v1
h, v

2
h) such that v1

h ∈ V k
1

and v2
h ∈ V k

2 . At the interface Γ we use the notations

JwK = w1 − w2,

for the jump, and

{w} = ω1w
1 + ω2w

2, 〈w〉 = ω2w
1 + ω1w

2,

for the weighted averages with ω1 and ω2 the weights that will be specified later. At the
interface Γ let n = n1 = −n2, then we define

{w · n} = ω1w
1 · n+ ω2w

2 · n.

We now introduce a structure of patches that will be used in the upcoming inf-sup
analysis similarly as in Chapter 2. Let the interface elements be the triangles with either
a face or a vertex on the interface Γ. We regroup the interface elements of Ωi in closed
disjoint patches P ij with boundary ∂P ij , j = 1, ..., N i

p. N i
p defines the total number of

patches in Ωi. Let F ij = ∂P ij ∩ Γ, each F ij has the property

hi . meas(F ij ) . hi,

for j = 1, . . . , N i
p. Let us focus on the patches {P 1

j }1≤j≤N1
p
attached to the domain Ω1.

Each patch P 1
j is associated with a function χj ∈ V 1

1 defined such that for each node
xi ∈ T 1

h we have

χj(xi) =

{
0 for xi ∈ Ω1\F̊ 1

j

1 for xi ∈ F̊ 1
j ,

(4.1)

with i = 1, . . . , Nn. Nn is the number of nodes in the triangulation T 1
h .
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Ω1 Ω2

Γ

Figure 4.3: Example of P 1
j , the function χj is equal to 0 in the nonfilled

nodes, 1 in the filled nodes.

We define the broken norm and semi-norm on Ω for any v = (v1, v2) ∈ V1 × V2 such
that ‖v‖2s,Ω = ‖v1‖2s,Ω1

+ ‖v2‖2s,Ω2
and |v|2s,Ω = |v1|2s,Ω1

+ |v2|2s,Ω2
.

4.2 Poisson problem

We consider the Poisson problem with discontinuous material parameters as

−µi∆ui = f in Ωi, i = 1, 2,

ui = 0 on ∂Ω ∩ Ωi, i = 1, 2,

JuK = 0 on Γ,

Jµ∇u · nK = 0 on Γ,

(4.2)

with µi the diffusivity of the domain Ωi and f ∈ L2(Ω), let u = (u1, u2). The following
regularity estimate holds [44]

µ1‖D2u1‖0,Ω1 + µ2‖D2u2‖0,Ω2 . ‖f‖0,Ω.

We consider the following weights

ω1 =
h1µ2

h1µ2 + h2µ1
, ω2 =

h2µ1

h1µ2 + h2µ1
, (4.3)

we note that ω1 + ω2 = 1. Considering the above problem we have

{µ∇u · n} = µ1∇u1 · n1 = −µ2∇u2 · n2.

To simplify the notations in the analysis we set

γ =
µ1µ2

h1µ2 + h2µ1
.
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In this chapter we assume that µ2h1 ≥ µ1h2.

4.2.1 Finite element formulation

Classically for the problem (4.2) we obtain by integration by parts on each domain Ωi

(µi∇ui,∇vi)Ωi − 〈µi∇ui · ni, vi〉Γ = (f, vi)Ωi , ∀vi ∈ Vi,

for i = 1, 2. By taking the sum of the interface terms and applying the identity JabK =

{a}JbK + JaK〈b〉, we obtain

2∑
i=1

〈µi∇ui · ni, vi〉Γ =

∫
Γ
J(µ∇u · n)vKds = 〈{µ∇u · n}, JvK〉Γ + 〈Jµ∇u · nK, 〈v〉〉Γ,

the problem (4.2) tells us that Jµ∇u · nK = 0, then we obtain

2∑
i=1

(µi∇ui,∇vi)Ωi − 〈{µ∇u · n}, JvK〉Γ =
2∑
i=1

(f, vi)Ωi , ∀vi ∈ Vi. (4.4)

Adding the corresponding antisymmetric Nitsche term, it leads to the following finite
element formulation: find uh ∈ V k

h such that

Ah(uh, vh) = Lh(vh) ∀vh ∈ V k
h , (4.5)

where

Ah(uh, vh) =

2∑
i=1

(µi∇uih,∇vih)Ωi − 〈{µ∇uh · n}, JvhK〉Γ + 〈{µ∇vh · n}, JuhK〉Γ,

Lh(vh) =

2∑
i=1

(f, vih)Ωi .

4.2.2 Inf-sup stability

This section leads to the inf-sup stability of the penalty-free scheme previously intro-
duced, we first prove an auxiliary Lemma that extends inequality (2.12) to the new
framework.

Lemma 4.2.1. Considering the patches {P ij}1≤j≤N i
p
as defined above ∀uh ∈ V k

h the
following inequality holds

N1
p∑

j=1

γ‖JuhK
F 1
j ‖20,F 1

j
≥

N1
p∑

j=1

γ

2
‖JuhK‖20,F 1

j
− Cω1

N1
p∑

j=1

µ1‖∇u1
h‖20,P 1

j
− Cω2

N2
p∑

j=1

µ2‖∇u2
h‖20,P 2

j
.
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Proof. Considering the triangle inequality and the definition of the jump we can write

γ

2
‖JuhK‖20,F 1

j
≤ γ‖JuhK

F 1
j ‖20,F 1

j
+ γ‖JuhK− JuhK

F 1
j ‖20,F 1

j

≤ γ‖JuhK
F 1
j ‖20,F 1

j
+ γ‖u1

h − u2
h − (u1

h

F 1
j − u2

h

F 1
j )‖20,F 1

j
.

Taking the sum over the whole interface and using the triangle inequality once again fol-
lowed by inequality (2.11), the trace inequality of Lemma 2.0.1 and the inverse inequality
of Lemma 2.0.2 we obtain

N1
p∑

j=1

γ

2
‖JuhK‖20,F 1

j
≤ γ

N1
p∑

j=1

(
‖JuhK

F 1
j ‖20,F 1

j
+ ‖u1

h − u1
h

F 1
j ‖20,F 1

j

)
+ γ

N2
p∑

j=1

‖u2
h − u2

h

F 2
j ‖20,F 2

j

≤ γ
N1

p∑
j=1

(
‖JuhK

F 1
j ‖20,F 1

j
+ Ch2

1‖∇u1
h‖20,F 1

j

)
+ Cγh2

2

N2
p∑

j=1

‖∇u2
h‖20,F 2

j

≤
N1

p∑
j=1

(
γ‖JuhK

F 1
j ‖20,F 1

j
+ Cω1µ1‖∇u1

h‖20,P 1
j

)
+ Cω2

N2
p∑

j=1

µ2‖∇u2
h‖20,P 2

j
.

(4.6)

We define the norms

|||w|||2 =
2∑
i=1

µi‖∇wi‖20,Ωi
+ γ‖JwK‖20,Γ,

‖w‖2∗ = |||w|||2 + µ1h1‖∇w1 · n‖20,Γ + µ2h2‖∇w2 · n‖20,Γ.

Theorem 4.2.1. There exists β > 0 such that for all functions uh ∈ V k
h the following

inequality holds

β|||uh||| ≤ sup
vh∈V k

h

Ah(uh, vh)

|||vh|||
.

Proof. Let vh = uh + α
∑N1

p

j=1(v1
j , 0), such that v1

j = νjχj , with νj ∈ R, each v1
j has the

property

meas(F 1
j )−1

∫
F 1
j

∇v1
j · n ds = h−1

1 JuhK
F 1
j . (4.7)

Using Lemma 2.1.1 with ϕr = v1
j and rj = h−1

1 JuhK
F 1
j we obtain the inequality

‖∇v1
j ‖0,P 1

j
. h

− 1
2

1 ‖JuhK
F 1
j ‖0,F 1

j
. (4.8)

Using the definition of vh, we can write the following

Ah(uh, vh) = Ah(uh, uh) + α

N1
p∑

j=1

Ah(uh, v
1
j ).
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Clearly we have
Ah(uh, uh) = µ1‖∇u1

h‖20,Ω1
+ µ2‖∇u2

h‖20,Ω2
,

and

αAh(uh, v
1
j ) = α(µ1∇u1

h,∇v1
j )P 1

j
− α〈{µ∇uh · n}, v1

j 〉F 1
j

+ αω1〈µ1∇v1
j · n, JuhK〉F 1

j
.

Using Cauchy-Schwarz inequality, inequality (4.8) and the Young’s inequality we obtain

(µ1∇u1
h, α∇v1

j )P 1
j
≤ µ

1
2
1 ‖∇u

1
h‖0,P 1

j
αµ

1
2
1 ‖∇v

1
j ‖0,P 1

j

≤ εµ1‖∇u1
h‖20,P 1

j
+
Cα2

4ε

(
1 +

h2µ1

h1µ2

)
γ‖JuhK

F 1
j ‖20,F 1

j
.

Using the trace inequality of Lemma 2.0.1, the inverse inequality of Lemma 2.0.2, in-
equality (2.15) and (4.8) we can write

〈{µ∇uh · n}, αv1
j 〉F 1

j
= 〈ω1µ1∇u1

h · n+ ω2µ2∇u2
h · n, αv1

j 〉F 1
j

= 〈(ω1µ1h1)
1
2∇u1

h · n+ (ω2µ2h2)
1
2∇u2

h · n, αγ
1
2 v1
j 〉F 1

j

≤ ((ω1µ1h1)
1
2 ‖∇u1

h · n‖0,F 1
j

+ (ω2µ2h2)
1
2 ‖∇u2

h · n‖0,F 1
j
)αγ

1
2 ‖v1

j ‖0,F 1
j

. ((ω1µ1h1)
1
2 ‖∇u1

h · n‖0,F 1
j

+ (ω2µ2h2)
1
2 ‖∇u2

h · n‖0,F 1
j
)αγ

1
2 ‖JuhK

F 1
j ‖0,F 1

j
.

Taking the sum over the whole interface Γ and using the Young’s inequality, the trace
inequality and the inverse inequality we obtain

N1
p∑

j=1

〈{µ∇uh · n}, αv1
j 〉F 1

j

≤ Cα2

2ε

N1
p∑

j=1

γ‖JuhK
F 1
j ‖20,F 1

j
+ ε(ω1µ1h1)

N1
p∑

j=1

‖∇u1
h · n‖20,F 1

j
+ ε(ω2µ2h2)

N2
p∑

j=1

‖∇u2
h · n‖20,F 2

j

≤ Cα2

2ε

N1
p∑

j=1

γ‖JuhK
F 1
j ‖20,F 1

j
+ εω1µ1

N1
p∑

j=1

‖∇u1
h‖20,P 1

j
+ εω2µ2

N2
p∑

j=1

‖∇u2
h‖20,P 2

j
.

Using the property (4.7) of v1
j we can write for each face F 1

j

αω1〈µ1∇v1
j · n, JuhK〉F 1

j
= αγ‖JuhK

F 1
j ‖20,F 1

j
+ αω1〈µ1∇v1

j · n, JuhK− JuhK
F 1
j 〉F 1

j
.
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Using the trace inequality and (4.8) we get

ω1〈µ1∇v1
j · n, JuhK− JuhK

F 1
j 〉F 1

j
≤ ω1µ1‖∇v1

j · n‖0,F 1
j
‖JuhK− JuhK

F 1
j ‖0,F 1

j

. ω1µ1h
− 1

2
1 ‖∇v

1
j ‖0,P 1

j
‖u1

h − u2
h − (u1

h

F 1
j − u2

h

F 1
j )‖0,F 1

j

. γ‖JuhK
F 1
j ‖0,F 1

j

(
‖u1

h − u1
h

F 1
j ‖0,F 1

j
+ ‖u2

h − u2
h

F 1
j ‖0,F 1

j

)
.

Taking the sum over the whole interface Γ, using the Young’s inequality and similar
arguments as in (4.6) we get

N1
p∑

j=1

αω1〈µ1∇v1
j · n, JuhK− JuhK

F 1
j 〉F 1

j

≤
N1

p∑
j=1

(Cα2

2ε
γ‖JuhK

F 1
j ‖20,F 1

j
+ εγ‖u1

h − u1
h

F 1
j ‖20,F 1

j
+ εγ‖u2

h − u2
h

F 1
j ‖20,F 1

j

)

≤ Cα2

2ε

N1
p∑

j=1

γ‖JuhK
F 1
j ‖20,F 1

j
+ εω1

N1
p∑

j=1

µ1‖∇u1
h‖20,F 1

j
+ εω2

N2
p∑

j=1

µ2‖∇u2
h‖20,F 2

j
.

It allows us to write

N1
p∑

j=1

αω1〈µ1∇v1
j · n, JuhK〉F 1

j
≥ α

(
1− Cα

2ε

) N1
p∑

j=1

γ‖JuhK
F 1
j ‖20,F 1

j

− εω1µ1

N1
p∑

j=1

‖∇u1
h‖20,P 1

j
− εω2µ2

N2
p∑

j=1

‖∇u2
h‖20,P 2

j
.

The full bilinear form Ah now has the following lower bound

Ah(uh, vh) ≥ Caµ1‖∇u1
h‖20,Ω1

+ Cbµ2‖∇u2
h‖20,Ω2

+ Cc

N1
p∑

j=1

γ‖JuhK
F 1
j ‖20,F 1

j
,

with the constants

Ca = 1− ε(2ω1 + 1), Cb = 1− 2εω2, Cc = α
(

1− αC
4ε

(
5 +

h2µ1

h1µ2

))
.

Using Lemma 4.2.1 it becomes

Ah(uh, vh) ≥ (Ca − ω1CCc)µ1‖∇u1
h‖20,Ω1

+ (Cb − ω2CCc)µ2‖∇u2
h‖20,Ω2

+ Cc
γ

2
‖JuhK‖20,Γ.

First let ε = 1
8 . The constant Cc will be positive for

α <
1

12C
.
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The terms (Ca − ω1CCc) and (Cb − ω2CCc) will be both positive for

α <
1

2C
.

Then we get
Ah(uh, vh) ≥ β0|||uh|||2.

with β0 = O(1). To complete the proof we show |||vh||| . |||uh|||, using similar arguments
as (2.16) we obtain

|||vh|||2 . |||uh|||2 + α2

N1
p∑

j=1

|||v1
j |||2,

with
|||v1

j |||2 = µ1‖∇v1
j ‖20,P 1

j
+ γ‖v1

j ‖20,F 1
j
.

Using (4.8) and

‖JuhK
F 1
j ‖0,F 1

j
. ‖JuhK‖0,F 1

j
,

it gives the appropriate upper bound

N1
p∑

j=1

µ1‖∇v1
j ‖20,P 1

j
.
(

1 +
h2µ1

h1µ2

)
|||uh|||2 . |||uh|||2.

Using the trace inequality of Lemma 2.0.1 and the inequality (2.15)

N1
p∑

j=1

γ‖v1
j ‖20,F 1

j
. ω1

N1
p∑

j=1

µ1‖∇v1
j ‖20,P 1

j
. |||uh|||2.

Note that β = O(1).

4.2.3 A priori error estimate

The proof of the stability done in the previous part leads to the study of the a priori
error estimates. Let Hk

∂ (Ωi) = {v ∈ Hk(Ωi) : v|∂Ω = 0}, the Galerkin orthogonality
characterises the following consistency relation.

Lemma 4.2.2. If u ∈ H2
∂(Ω1)×H2

∂(Ω2) is the solution of (4.2) and uh ∈ V k
h the solution

of (4.5) the following property holds

Ah(u− uh, vh) = 0 ∀vh ∈ V k
h .

Proof. Considering (4.4) and adding the consistent antisymmetric Nitsche term we have

2∑
i=1

(µi∇ui,∇vih)Ωi−〈{µ∇u·n}, JvhK〉Γ+〈{µ∇vh ·n}, JuK〉Γ =

2∑
i=1

(f, vih)Ωi , ∀vh ∈ V k
h .
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Then Ah(u, vh) =
∑2

i=1(f, vih)Ωi = Lh(vh), owing the properties of the jump J·K and
average {·} we have

Ah(u− uh, vh) = Ah(u, vh)−Ah(uh, vh) = Lh(vh)− Lh(vh) = 0 ∀vh ∈ V k
h .

Lemma 4.2.3. Let w ∈ H2
∂(Ω1) × H2

∂(Ω2) + V k
h and vh ∈ V k

h , there exists a positive
constant M such that

Ah(w, vh) ≤M‖w‖∗|||vh|||.

Proof. Using the Cauchy Schwarz inequality we have

〈{µ∇w · n}, JvhK〉Γ = 〈(ω1µ1h1)
1
2∇w · n+ (ω2µ2h2)

1
2∇w · n, γ

1
2 JvhK〉Γ

≤ ((ω1µ1h1)
1
2 ‖∇w1 · n‖0,Γ + (ω2µ2h2)

1
2 ‖∇w2 · n‖0,Γ)γ

1
2 ‖JvhK‖0,Γ.

The trace inequality of Lemma 2.0.1 gives us

〈{µ∇vh · n}, JwK〉Γ ≤ ((ω1µ1h1)
1
2 ‖∇v1

h · n‖0,Γ + (ω2µ2h2)
1
2 ‖∇v2

h · n‖0,Γ)γ
1
2 ‖JwK‖0,Γ

. ((ω1µ1)
1
2 ‖∇v1

h‖0,Ω1 + (ω2µ2)
1
2 ‖∇v2

h‖0,Ω2)γ
1
2 ‖JwK‖0,Γ.

Using these two upper bounds it is straightforward to show that

2∑
i=1

(µi∇wi,∇vih)Ωi − 〈{µ∇w · n}, JvhK〉Γ + 〈{µ∇vh · n}, JwK〉Γ . ‖w‖∗|||vh|||.

Note that M = O(ω
1
2
1 + ω

1
2
2 ) = O(1).

Theorem 4.2.2. If u ∈ Hk+1
∂ (Ω1)×Hk+1

∂ (Ω2) is the solution of (4.2) and uh ∈ V k
h the

solution of (4.5), then there holds

|||u− uh||| ≤ Cβ inf
wh∈V k

h

‖u− wh‖∗,

with Cβ a positive constant that depends on the mesh geometry.

Proof. The triangle inequality provides

|||u− uh||| ≤ |||u− wh|||+ |||wh − uh|||.

Using the Galerkin orthogonality of Lemma 4.2.2, the Theorem 4.2.1 and the Lemma
4.2.3 we can write

β|||uh − wh||| ≤ sup
vh∈V k

h

Ah(u− wh, vh)

|||vh|||
≤M‖u− wh‖∗.
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Note that |||u− wh||| ≤ ‖u− wh‖∗, taking the inf over all wh we obtain

|||u− uh||| ≤
(

1 +
M

β

)
inf

wh∈V k
h

‖u− wh‖∗,

and Cβ = O(1).

Corollary 4.2.1. If u ∈ Hk+1
∂ (Ω1)×Hk+1

∂ (Ω2) is the solution of (4.2) and uh ∈ V k
h the

solution of (4.5), then there holds

|||u− uh||| ≤ Cµhk|u|k+1,Ω,

with Cµ a positive constant that depends on µ and the mesh geometry.

Proof. The triangle inequality gives us

γ
1
2 ‖Ju− πkhuK‖0,Γ ≤ (ω1µ1)

1
2h
− 1

2
1 ‖u

1 − πkhu1‖0,Γ + (ω2µ2)
1
2h
− 1

2
2 ‖u

2 − πkhu2‖0,Γ.

Using the trace inequality and the approximation property of the nodal interpolant (2.17)
we have

h
− 1

2
i ‖u

i − πkhui‖0,Γ . h−1
i ‖u

i − πkhui‖0,Ωi + ‖∇(ui − πkhui)‖0,Ωi . hki |ui|k+1,Ωi
,

and

h
1
2
i ‖∇(ui − πkhui) · n‖0,Γ .‖∇(ui − πkhui)‖0,Ωi

+ hi

( ∑
K∈T i

h

‖D2(ui − πkhui)‖20,K
) 1

2
. hki |ui|k+1,Ωi

.

Then we deduce that

‖u− πkhu‖∗ . µ
1
2
1 h

k
1|u1|k+1,Ω1 + µ

1
2
2 h

k
2|u2|k+1,Ω2 . (4.9)

Applying the Theorem 4.2.2 with wh = πkhu the result follows and Cµ = O(µ
1
2
1 +µ

1
2
2 ).

Proposition 4.2.1. Let u ∈ Hk+1
∂ (Ω1)×Hk+1

∂ (Ω2) be the solution of (4.2) and uh ∈ V k
h

the solution of (4.5), then there holds

‖u− uh‖Ω ≤ C ′µhk+ 1
2 |u|k+1,Ω,

with C ′µ is a positive constant that depends on µ and the mesh geometry.
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Proof. Let z satisfy the adjoint problem

−µi∆zi = ui − uih in Ωi , i = 1, 2,

zi = 0 on ∂Ω ∩ Ωi , i = 1, 2,

JzK = 0 on Γ,

Jµ∇z · nK = 0 on Γ.

(4.10)

We assume the following regularity estimate

µ1‖z1‖2,Ω1 + µ2‖z2‖2,Ω2 . ‖u− uh‖0,Ω. (4.11)

By integration by parts and using that (u− uh)|∂Ω = 0 we obtain

‖ui − uih‖2Ωi
= (ui − uih,−µi∆zi)Ωi = (∇(ui − uih), µi∇zi)Ωi − 〈µi∇zi · ni, ui − uih〉Γ.

Using Jµ∇z ·nK = 0 and JzK = 0 on the interface, the L2-error can be upper bounded by

‖u− uh‖20,Ω = ‖u1 − u1
h‖20,Ω1

+ ‖u2 − u2
h‖20,Ω2

=
2∑
i=1

(∇(ui − uih), µi∇zi)Ωi − 〈{µ∇z · n}, Ju− uhK〉Γ

= Ah(u− uh, z)− 2〈{µ∇z · n}, Ju− uhK〉Γ.

Using the global trace inequality ‖∇zi · n‖0,Γ . ‖zi‖2,Ωi for i = 1, 2, we can write

|〈{µ∇z · n},Ju− uhK〉Γ|

≤ ((ω1µ1h1)
1
2 ‖∇z1 · n‖0,Γ + (ω2µ2h2)

1
2 ‖∇z2 · n‖0,Γ)γ

1
2 ‖Ju− uhK‖0,Γ

. ((ω1µ1h1)
1
2 ‖z1‖2,Ω1 + (ω2µ2h2)

1
2 ‖z2‖2,Ω2)|||u− uh|||.

Using Lemma 4.2.2 we get

Ah(u− uh, z) = Ah(u− uh, z − π1
hz)

=

2∑
i=1

(∇(ui − uih), µi∇(zi − π1
hz
i))Ωi

− 〈{µ∇(u− uh) · n}, Jz − π1
hzK〉Γ + 〈{µ∇(z − π1

hz) · n}, Ju− uhK〉Γ

≤
2∑
i=1

µi‖∇(ui − uih)‖0,Ωi‖∇(zi − π1
hz
i)‖0,Ωi

+

2∑
i=1

(
(ωiµihi)

1
2 ‖∇(ui − uih) · n‖0,Γ

)
γ

1
2 ‖Jz − π1

hzK‖0,Γ

+
2∑
i=1

(
(ωiµihi)

1
2 ‖∇(zi − π1

hz
i) · n‖0,Γ

)
γ

1
2 ‖Ju− uhK‖0,Γ.
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Similarly as (3.21) using the trace inequality of Lemma 2.0.1 and the approximation
property of the nodal interpolant we have

h
1
2
i ‖∇(ui − uih) · n‖0,Γ . hki |ui|k+1,Ωi

+ ‖∇(uih − πkhui)‖0,Ωi .

Then using that |||uh − πkhu||| . ‖u − πkhu‖∗, estimate (4.9), Corollary 4.2.1 and the
approximation property of the nodal interpolant we obtain

Ah(u− uh, z) . ‖z − π1
hz‖∗

(
|||u− uh|||+ |||uh − πkhu|||+

2∑
i=1

(ωiµi)
1
2hki |ui|k+1,Ωi

)
. ‖z − π1

hz‖∗(µ
1
2
1 + µ

1
2
2 )hk|u|k+1,Ω

. (µ
1
2
1 h1|z1|2,Ω1 + µ

1
2
2 h2|z2|2,Ω2)(µ

1
2
1 + µ

1
2
2 )hk|u|k+1,Ω

Then using Corollary 4.2.1 once again we get

‖u− uh‖2Ω . ((h1 + (ω1h1)
1
2 )µ

1
2
1 ‖z

1‖2,Ω1

+ (h2 + (ω2h2)
1
2 )µ

1
2
2 ‖z

2‖2,Ω2)(µ
1
2
1 + µ

1
2
2 )hk|u|k+1,Ω

. (µ
1
2
1 + µ

1
2
2 )h

1
2 ((ω1µ1)

1
2 ‖z1‖2,Ω1 + (ω2µ2)

1
2 ‖z2‖2,Ω2)hk|u|k+1,Ω.

We conclude by applying the regularity estimate (4.11), C ′µ = O(1).

4.3 Compressible elasticity

We consider the compressible elasticity problem with discontinuous material parameters
as

−∇ · σ(ui) = f in Ωi , i = 1, 2,

ui = 0 on ∂Ω ∩ Ωi , i = 1, 2,

JuK = 0 on Γ,

Jσ(u) · nK = 0 on Γ,

(4.12)

with f ∈ [L2(Ω)]2, the stress tensor is expressed as

σ(u) = 2µε(u) + λ(∇ · u)I2×2.

In a subdomain Ωi the Lamé coefficients are denoted as µi and λi. Since the displacement
u is equal to zero on the boundary of Ω the following Korn inequality holds ([45] Theorem
4.2.4) for all ui ∈ [H1(Ωi)]

2 and ui|∂Ω = 0, then

CK‖ui‖1,Ωi ≤ ‖ε(ui)‖0,Ωi . (4.13)
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4.3.1 Finite element formulation

Classically by using integration by parts we have for each domain

(2µiε(u
i), ε(vi))Ωi + (λi∇ · ui,∇ · vi)Ωi − 〈σ(ui) · ni,vi〉Γ = (f ,vi)Ωi ∀vi ∈Wi

for i = 1, 2 with Wi = [Vi]
2. By summing the interface terms we obtain

2∑
i=1

〈σ(ui) · ni,vi〉Γ =

∫
Γ
J(σ(u) · n)vKds = 〈{σ(u) · n}, JvK〉Γ + 〈Jσ(u) · nK, 〈v〉〉Γ,

the problem (4.12) tells us that Jσ(u) · nK = 0, so we obtain

2∑
i=1

(
(2µiε(u

i), ε(vi))Ωi +(λi∇·ui,∇·vi)Ωi

)
−〈{σ(u) ·n}, JvK〉Γ =

2∑
i=1

(f ,vi)Ωi . (4.14)

By adding the corresponding Nitsche term we get the following penalty-free finite element
formulation: find uh ∈W k

h such that

Ah(uh,vh) = Lh(vh) ∀vh ∈W k
h , (4.15)

with W k
h = [V k

h ]2, and the linear forms

Ah(uh,vh) = a(uh,vh)− b(uh,vh) + b(vh,uh),

Lh(vh) =

2∑
i=1

(f ,vi)Ωi .

The bilinear forms ah and bh are defined as

a(uh,vh) =
2∑
i=1

[
(2µiε(u

i
h), ε(vih))Ωi + (λi∇ · uih,∇ · vih)Ωi

]
,

b(uh,vh) = 〈{2µε(uh) · n}, JvhK〉Γ + 〈{λ∇ · uh}, Jvh · nK〉Γ.

As for the Poisson case we choose µ2h1 ≥ µ1h2.

4.3.2 Inf-sup stability

As specified at the beginning of this chapter the interface Γ is considered as plane. Any
function z = (z1, z2) ∈W k

h is expressed in the two dimensional generic frame (x, y) and
z1, z2 ∈ V k

h . The function z can also be decomposed such that z1 ∈ W k
1 and z2 ∈ W k

2

with W k
1 = [V k

1 ]2 and W k
2 = [V k

2 ]2. The interface Γ is parallel to the x-axis then for τ
and n respectively the tangent and normal unit vectors to the plane interface Γ we have
z1 = z · τ and z2 = z · n. We introduce the function v1

j such that v1
j = (α1v

1
1, α2v

1
2)T .

We define v1
1 = ν1χj and v1

2 = ν2χj with ν1, ν2 ∈ R and χj as defined in (4.1). In order
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to be able to use Lemma 2.1.1, the function v1
j has the properties

meas(F 1
j )−1

∫
F 1
j

∂v1
1

∂y
ds = h−1

1 Ju1K
F 1
j , meas(F 1

j )−1

∫
F 1
j

∂v1
2

∂y
ds = h−1

1 Ju2K
F 1
j , (4.16)

with uih = (ui1, u
i
2)T . Using Lemma 2.1.1 it is straightforward to show

‖∇v1
1‖0,P 1

j
. h

− 1
2

1 ‖JuhK
F 1
j · τ‖0,F 1

j
, ‖∇v1

2‖0,P 1
j
. h

− 1
2

1 ‖JuhK
F 1
j · n‖0,F 1

j
. (4.17)

Let the norms

|||w|||2 =

2∑
i=1

[
µi‖∇wi‖20,Ωi

+ λi‖∇ ·wi‖20,Ωi

]
+ γ‖JwK‖20,Γ,

‖w‖2∗ = |||w|||2 +

2∑
i=1

[
µihi‖∇wi · n‖20,Γ + µihi‖∇ ·wi‖20,Γ

]
.

First we give two technical Lemmas, proofs are provided in appendix D.

Lemma 4.3.1. There exists C > 0 independent of h, µi and λi (i = 1, 2), but not of
the mesh geometry, ∀uh ∈ W k

h , for v
1
j ∈ W 1

1 as defined above and ∀ε, α1, α2 ∈ R∗+, the
following inequality holds

N1
p∑

j=1

〈ω1λ1∇ · v1
j , JuhK · n〉F 1

j
& α2γ

(
1− Cα2

2ε

)λ1

µ1

N1
p∑

j=1

‖JuhK
F 1
j · n‖20,F 1

j

− γCα
2
1

2ε

λ1

µ1

N1
p∑

j=1

‖JuhK
F 1
j · τ‖20,F 1

j

− 2εω1λ1

N1
p∑

j=1

‖∇u1
h‖20,P 1

j
− 2εω2

λ1µ2

µ1λ2
λ2

N2
p∑

j=1

‖∇u2
h‖20,P 2

j
.

Lemma 4.3.2. There exists C > 0 independent of h, µi and λi (i = 1, 2), but not of
the mesh geometry, ∀uh ∈ W k

h , for v
1
j ∈ W 1

1 as defined above and ∀ε, α1, α2 ∈ R∗+, the
following inequality holds

N1
p∑

j=1

〈2ω1µ1ε(v
1
j ) · n, JuhK〉F 1

j
≥ α2γ

(
2− 3Cα2

2ε

) N1
p∑

j=1

‖JuhK
F 1
j · n‖20,F 1

j

+ α1γ
(

1− Cα1

2ε

) N1
p∑

j=1

‖JuhK
F 1
j · τ‖20,F 1

j

− 3εω1µ1

N1
p∑

j=1

‖∇u1
h‖20,P 1

j
− 3εω2µ2

N2
p∑

j=1

‖∇u2
h‖20,P 2

j
.
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Lemma 4.3.3. For uh,vh ∈ W k
h with vh = uh +

∑N1
p

j=1(v1
j , 0), v1

j defined by (4.16),
there exist a positive constant β0 such that the following inequality holds

β0|||uh|||2 ≤ Ah(uh,vh).

Proof. Applying the definition of vh we get

Ah(uh,vh) = Ah(uh,uh) +

N1
p∑

j=1

Ah(uh,v
1
j ),

with

Ah(uh,v
1
j ) = (2µ1ε(u

1
h), ε(v1

j ))P 1
j
− 〈{2µε(uh) · n},v1

j 〉F 1
j

+ 〈2ω1µ1ε(v
1
j ) · n, JuhK〉F 1

j

+ (λ1∇ · u1
h,∇ · v1

j )P 1
j
− 〈{λ∇ · uh},v1

j · n〉F 1
j

+ 〈ω1λ1∇ · v1
j , Juh · nK〉F 1

j
,

Classically we get

Ah(uh,uh) =

2∑
i=1

(
2µi‖ε(uih)‖20,Ωi

+ λi‖∇ · uih‖20,Ωi

)
.

Using the Cauchy-Schwarz inequality, (4.17) and the Young’s inequality we get

(2µ1ε(u
1
h), ε(v1

j ))0,P 1
j

≤ 2µ1‖ε(u1
h)‖0,P 1

j
‖∇v1

j‖0,P 1
j

. 2µ1‖ε(u1
h)‖0,P 1

j
(α1h

− 1
2

1 ‖JuhK
F 1
j · τ‖0,F 1

j
+ α2h

− 1
2

1 ‖JuhK
F 1
j · n‖0,F 1

j
)

≤ εµ1‖ε(u1
h)‖20,P 1

j
+ γ
(

1 +
h2µ1

h1µ2

)(Cα2
1

ε
‖JuhK

F 1
j · τ‖20,F 1

j
+
Cα2

2

ε
‖JuhK

F 1
j · n‖20,F 1

j

)
.

Similarly we have

(λ1∇ · u1
h,∇ · v1

j )P 1
j

≤ ελ1‖∇ · u1
h‖20,P 1

j
+ γ
(

1 +
h2µ1

h1µ2

)λ1

µ1

(Cα2
1

2ε
‖JuhK

F 1
j · τ‖20,F 1

j
+
Cα2

2

2ε
‖JuhK

F 1
j · n‖20,F 1

j

)
.

Using the Cauchy-Schwarz inequality, the trace inequality and inequality (2.15) we have

〈{2µε(uh) · n},v1
j 〉F 1

j

≤ 2〈ω1µ1ε(u
1
h) · n+ ω2µ2ε(u

2
h) · n,v1

j 〉F 1
j

≤ 2〈(ω1µ1h1)
1
2ε(u1

h) · n+ (ω2µ2h2)
1
2ε(u2

h) · n, γ
1
2v1

j 〉F 1
j

≤ 2((ω1µ1h1)
1
2 ‖ε(u1

h) · n‖0,F 1
j

+ (ω2µ2h2)
1
2 ‖ε(u2

h) · n‖0,F 1
j
)γ

1
2 ‖v1

j‖0,F 1
j

. 2((ω1µ1h1)
1
2 ‖∇u1

h · n‖0,F 1
j

+ (ω2µ2h2)
1
2 ‖∇u2

h · n‖0,F 1
j
)γ

1
2h

1
2
1 ‖∇v

1
j‖0,P 1

j
,
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taking the sum over the whole interface and using (4.17) we have

N1
p∑

j=1

〈{2µε(uh) · n},v1
j 〉F 1

j
≤ εω1µ1h1

N1
p∑

j=1

‖∇u1
h · n‖20,F 1

j
+ εω2µ2h2

N2
p∑

j=1

‖∇u2
h · n‖20,F 2

j

+
Cα2

1

ε
γ

N1
p∑

j=1

‖JuhK
F 1
j · τ‖20,F 1

j
+
Cα2

2

ε
γ

N1
p∑

j=1

‖JuhK
F 1
j · n‖20,F 1

j

≤ εω1µ1

N1
p∑

j=1

‖∇u1
h‖20,P 1

j
+ εω2µ2

N2
p∑

j=1

‖∇u2
h‖20,P 2

j

+
Cα2

1

ε
γ

N1
p∑

j=1

‖JuhK
F 1
j · τ‖20,F 1

j
+
Cα2

2

ε
γ

N1
p∑

j=1

‖JuhK
F 1
j · n‖20,F 1

j
.

Similarly we have

〈{λ∇ · uh},v1
j · n〉F 1

j

≤ 〈ω1λ1∇ · u1
h + ω2λ2∇ · u2

h,v
1
j · n〉F 1

j

≤ 〈(ω1λ1h1)
1
2∇ · u1

h + (ω2λ2h2)
1
2

(λ2µ1

µ2λ1

) 1
2∇ · u2

h, γ
1
2

(λ1

µ1

) 1
2
v1
j · n〉F 1

j
,

. ((ω1λ1h1)
1
2 ‖∇ · u1

h‖0,F 1
j

+ (ω2λ2h2)
1
2

(λ2µ1

µ2λ1

) 1
2 ‖∇ · u2

h‖0,F 1
j
)γ

1
2

(λ1

µ1

) 1
2
h

1
2
1 ‖∇v

1
j‖0,P 1

j
,

taking the sum over the whole interface and using (4.17) we have

N1
p∑

j=1

〈{λ∇ · uh},v1
j · n〉F 1

j

≤ εω1λ1h1

N1
p∑

j=1

‖∇ · u1
h‖20,F 1

j
+ εω2λ2h2

λ2µ1

µ2λ1

N2
p∑

j=1

‖∇ · u2
h‖20,F 2

j

+
Cα2

1

2ε
γ
λ1

µ1

N1
p∑

j=1

‖JuhK
F 1
j · τ‖20,F 1

j
+
Cα2

2

2ε
γ
λ1

µ1

N1
p∑

j=1

‖JuhK
F 1
j · n‖20,F 1

j

≤ εω1λ1

N1
p∑

j=1

‖∇u1
h‖20,P 1

j
+ εω2λ2

λ2µ1

µ2λ1

N2
p∑

j=1

‖∇u2
h‖20,P 2

j

+
Cα2

1

2ε
γ
λ1

µ1

N1
p∑

j=1

‖JuhK
F 1
j · τ‖20,F 1

j
+
Cα2

2

2ε
γ
λ1

µ1

N1
p∑

j=1

‖JuhK
F 1
j · n‖20,F 1

j
.
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Considering Lemmas 4.3.1, 4.3.2 all the terms are bounded, collecting the bounds we get

Ah(uh,vh)

≥
2∑
i=1

[
2µi‖ε(uih)‖20,Ωi

+ λi‖∇ · uih‖20,Ωi

]
−

N1
p∑

j=1

[
εµ1‖ε(u1

h)‖20,P 1
j

+ ελ1‖∇ · u1
h‖20,P 1

j

]

− εω1(4µ1 + 3λ1)

N1
p∑

j=1

‖∇u1
h‖20,P 1

j

− εω2

(
4µ2 + λ2

(
2
λ1µ2

µ1λ2
+
λ2µ1

λ1µ2

)) N2
p∑

j=1

‖∇u2
h‖20,P 2

j

+ α1

(
1− Cα1

ε

(5

2
+

3λ1

2µ1
+
(

1 +
λ1

2µ1

)h2µ1

h1µ2

))
γ

N1
p∑

j=1

‖JuhK
F 1
j · τ‖20,F 1

j

+ α2

(
2 +

λ1

µ1
− Cα2

ε

(7

2
+

3λ1

2µ1
+
(

1 +
λ1

2µ1

)h2µ1

h1µ2

))
γ

N1
p∑

j=1

‖JuhK
F 1
j · n‖20,F 1

j
.

Using the Korn inequality (4.13) we get

Ah(uh,vh)

≥ (2CKµ1 − ε(µ1 + ω1(4µ1 + 3λ1)))‖∇u1
h‖20,Ω1

+ λ1(1− ε)‖∇ · u1
h‖20,Ω1

+
(

2CKµ2 − εω2

(
4µ2 + λ2

(
2
λ1µ2

µ1λ2
+
λ2µ1

λ1µ2

)))
‖∇u2

h‖20,Ω2
+ λ2‖∇ · u2

h‖20,Ω2

+ α1

(
1− Cα1

ε

(5

2
+

3λ1

2µ1
+
(

1 +
λ1

2µ1

)h2µ1

h1µ2

))
γ

N1
p∑

j=1

‖JuhK
F 1
j · τ‖20,F 1

j

+ α2

(
2 +

λ1

µ1
− Cα2

ε

(7

2
+

3λ1

2µ1
+
(

1 +
λ1

2µ1

)h2µ1

h1µ2

))
γ

N1
p∑

j=1

‖JuhK
F 1
j · n‖20,F 1

j
.

Let us define the constants

Ca = 2CKµ1 − ε(µ1 + ω1(4µ1 + 3λ1)),

Cb = 2CKµ2 − εω2

(
4µ2 + λ2

(
2
λ1µ2

µ1λ2
+
λ2µ1

λ1µ2

))
,

Cc = α1

(
1− Cα1

ε

(5

2
+

3λ1

2µ1
+
(

1 +
λ1

2µ1

)h2µ1

h1µ2

))
,

Cd = α2

(
2 +

λ1

µ1
− Cα2

ε

(7

2
+

3λ1

2µ1
+
(

1 +
λ1

2µ1

)h2µ1

h1µ2

))
,
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using Lemma 4.2.1 we get

Ah(uh,vh) ≥ (Ca − C(Cc + Cd)ω1µ1)‖∇u1
h‖20,Ω1

+ λ1(1− ε)‖∇ · u1
h‖20,Ω1

+ (Cb − C(Cc + Cd)ω2µ2)‖∇u2
h‖20,Ω2

+ λ2‖∇ · u2
h‖20,Ω2

+ Cc
γ

2
‖JuhK · τ‖20,Γ + Cd

γ

2
‖JuhK · n‖20,Γ.

The constants Ca and Cb are positive by choosing ε such that

ε < min
( CKµ1

5µ1 + 3λ1
,

CKµ2

4µ2 + λ2(λ1µ2

λ2µ1
+ λ2µ1

λ1µ2
)

)
.

The constants Cc and Cd are positive for

2µ1ε

C(7µ1 + 4λ1)
> α1,

(4µ1 + 2λ1)ε

C(9µ1 + 4λ1)
> α2.

The terms (Ca −C(Cc +Cd)ω1µ1) and (Cb −C(Cc +Cd)ω2µ2) are positive respectively
for

min
( CKµ1

2C(2µ1 + λ1)
,
CK
6C

)
> α1, α2.

We note that the method is not robust for λ1 or λ2 too large, this corresponds to the
locking phenomena. Observe that if µ1 & λ1 and µ2 & λ2, the method is robust and
β0 = O(1).

Theorem 4.3.1. There exists a positive constant β such that for all functions uh ∈W k
h

the following inequality holds

β|||uh||| ≤ sup
vh∈Wk

h

Ah(uh,vh)

|||vh|||
.

Proof. Considering the definition of the test function used in the previous Lemma we
have

|||vh|||2 . |||uh|||2 +

N1
p∑

j=1

|||v1
j |||2,

with
|||v1

j |||2 = µ1‖∇v1
j‖20,P 1

j
+ λ1‖∇ · v1

j‖20,P 1
j

+ γ‖v1
j‖20,F 1

j
.

Using (4.17) and ‖JuhK
F 1
j ‖0,F 1

j
. ‖JuhK‖0,F 1

j
we obtain

N1
p∑

j=1

µ1‖∇v1
j‖20,P 1

j
.
(

1 +
h2µ1

h1µ2

)
|||uh|||2.
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Also, using this result we deduce

N1
p∑

j=1

λ1‖∇ · v1
j‖20,P 1

j
.

N1
p∑

j=1

λ1‖∇v1
j‖20,P 1

j
.
(λ1

µ1

)(
1 +

h2µ1

h1µ2

)
|||uh|||2.

Then using the trace inequality, and inequality (2.15) we obtain

N1
p∑

j=1

γ‖v1
j‖20,F 1

j
. ω1

N1
p∑

j=1

µ1‖∇v1
j‖20,P 1

j
. |||uh|||2,

then we get |||vh||| . |||uh|||. We conclude using the Lemma 4.3.3. Also, β = O(1) for
µ1 & λ1 and µ2 & λ2.

4.3.3 A priori error estimate

Lemma 4.3.4. If u ∈ [H2
∂(Ω1)]2× [H2

∂(Ω2)]2 is the solution of (4.12) and uh ∈W k
h the

solution of (4.15) the following property holds

Ah(u− uh,vh) = 0, ∀vh ∈W k
h .

Proof. Considering (4.14) we have ∀vh ∈W k
h

2∑
i=1

(
(2µiε(u

i), ε(vih))Ωi + (λi∇ · ui,∇ · vih)Ωi

)
− 〈{σ(u) · n}, JvhK〉Γ =

2∑
i=1

(f ,vih)Ωi ,

Adding the consistent antisymmetric Nitsche term 〈{σ(vh) · n}, JuK〉Γ on the left hand
side we get

Ah(u,vh) =
2∑
i=1

(f ,vih)Ωi = Lh(vh).

Then we obtain Ah(u,vh) = Lh(vh) = Ah(uh,vh), ∀vh ∈W k
h .

Lemma 4.3.5. Let w ∈ [H2
∂(Ω1)]2 × [H2

∂(Ω2)]2 + W k
h and vh ∈ W k

h , there exists a
positive constant M such that

Ah(w,vh) ≤M‖w‖∗|||vh|||.

Proof. Using Cauchy-Schwarz inequality we show

2∑
i=1

[
(2µiε(w

i), ε(vih))Ωi + (λi∇ ·wi,∇ · vih)Ωi

]
. ‖w‖∗|||vh|||.
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and

〈{2µε(w) · n}, JvhK〉Γ ≤ 2((ω1µ1h1)
1
2 ‖∇w1 · n‖0,Γ

+ (ω2µ2h2)
1
2 ‖∇w2 · n‖0,Γ)γ

1
2 ‖JvhK‖0,Γ,

〈{λ∇ ·w}, Jvh · nK〉Γ ≤ (λ
1
2
1 µ
− 1

2
1 (ω1λ1h1)

1
2 ‖∇ ·w1‖0,Γ

+ λ
1
2
2 µ
− 1

2
2 (ω2λ2h2)

1
2 ‖∇ ·w2‖0,Γ)γ

1
2 ‖Jvh · nK‖0,Γ.

Using the trace inequality we also have

〈{2µε(vh) · n}, JwK〉Γ = 2〈(ω1µ1h1)
1
2ε(v1

h) · n+ (ω2µ2h2)
1
2ε(v2

h) · n, γ
1
2 JwK〉Γ

≤ 2((ω1µ1)
1
2 ‖∇v1

h‖0,Ω1 + (ω2µ2)
1
2 ‖∇v2

h‖0,Ω2)γ
1
2 ‖JwK‖0,Γ,

〈{λ∇ · vh}, Jw · nK〉Γ = 〈λ
1
2
1 µ
− 1

2
1 (ω1λ1h1)

1
2∇ · v1

h + λ
1
2
2 µ
− 1

2
2 (ω2λ2h2)

1
2∇ · v2

h, γ
1
2 Jw · nK〉Γ

≤ (λ
1
2
1 µ
− 1

2
1 (ω1λ1)

1
2 ‖∇v1

h‖0,Ω1

+ λ
1
2
2 µ
− 1

2
2 (ω2λ2)

1
2 ‖∇v2

h‖0,Ω2)γ
1
2 ‖Jw · nK‖0,Γ.

The claim follows and M = O(1) if µ1 & λ1 and µ2 & λ2.

Theorem 4.3.2. If u ∈ [Hk+1
∂ (Ω1)]2 × [Hk+1

∂ (Ω2)]2 is the solution of (4.12) and uh ∈
W k
h the solution of (4.15), then there holds

|||u− uh||| ≤ Cβ inf
wh∈Wk

h

‖u−wh‖∗,

where Cβ is a positive constant that depends on the mesh geometry.

Proof. Same proof as Theorem 4.2.2 using the Galerkin orthogonality of Lemma 4.3.4,
the Theorem 4.3.1 and the Lemma 4.3.5, Cβ = O(Mβ−1).

Corollary 4.3.1. If u ∈ [Hk+1
∂ (Ω1)]2 × [Hk+1

∂ (Ω2)]2 is the solution of (4.12) and uh ∈
W k
h the solution of (4.15), then there holds

|||u− uh||| ≤ Cµλhk|u|k+1,Ω,

where Cµλ is a positive constant that depends on µ, λ and the mesh geometry.

Proof. Combining arguments from the proofs of Corollaries 4.2.1 and 2.2.1 we obtain

‖u− ikSZu‖∗ . (µ
1
2
1 + λ

1
2
1 )hk1|u1|k+1,Ω1 + (µ

1
2
2 + λ

1
2
2 )hk2|u2|k+1,Ω2 . (4.18)

Applying the Theorem 4.3.2 with wh = ikSZu the result follows and Cµλ = O(Cβ(µ
1
2
1 +

λ
1
2
1 + µ

1
2
2 + λ

1
2
2 )).
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Proposition 4.3.1. Let u ∈ [Hk+1
∂ (Ω1)]2 × [Hk+1

∂ (Ω2)]2 be the solution of (4.12) and
uh the solution of (4.15), then

‖u− uh‖0,Ω ≤ C ′µλhp+
1
2 |u|k+1,Ω,

where C ′µλ is a positive constant that depends on µ, λ and the mesh geometry.

Proof. We follows the same arguments as the proof of Proposition 4.2.1. Let z satisfy
the adjoint problem

−2µi∇ · ε(zi)− λi∇(∇ · zi) = ui − uih in Ωi , i = 1, 2,

zi = 0 on ∂Ω ∩ Ωi , i = 1, 2,

JzK = 0 on Γ,

Jσ(z) · nK = 0 on Γ,

We assume the following elliptic regularity [85] for this problem

µ1‖z1‖2,Ω1 + µ2‖z2‖2,Ω2 . ‖u− uh‖0,Ω. (4.19)

By integration by parts we obtain

‖u− uh‖20,Ωi
= (ui − uih,−2µ∇ · ε(zi)− λi∇(∇ · zi))Ωi

= (2µiε(u
i − uih), ε(zi))Ωi + (λi∇ · (ui − uih),∇ · zi)Ωi

− 〈2µi(ui − uih), ε(zi) · ni〉Γ − 〈λi(ui − uih) · ni,∇ · zi〉Γ.

Then the L2-error can be written as

‖u− uh‖20,Ω = ‖u1 − u1
h‖20,Ω1

+ ‖u2 − u2
h‖20,Ω2

= Ah(u− uh, z)− 2〈{2µε(z) · n}, Ju− uhK〉Γ
− 2〈{λ∇ · z}, J(u− uh) · nK〉Γ.
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By Lemma 4.3.4 and similar arguments as in the proof of Lemma 4.3.5 we deduce that

Ah(u− uh, z) = Ah(u− uh, z − i1SZz)

=

2∑
i=1

[
(2µiε(u

i − uih), ε(zi − i1SZzi))Ωi + (λi∇ · (ui − uih),∇ · (zi − i1SZzi))Ωi

]
− 〈2{µε(u− uh) · n}, Jz − i1SZzK〉Γ − 〈{λ∇ · (u− uh)}, Jz − i1SZzK · n〉Γ
+ 〈2{µε(z − i1SZz) · n}, Ju− uhK〉Γ + 〈{λ∇ · (z − i1SZz)}, Ju− uhK · n〉Γ

≤
2∑
i=1

(µ
1
2
i + λ

1
2
i )‖∇(ui − uih)‖0,Ωi‖∇(zi − i1SZzi)‖0,Ωi

+

2∑
i=1

(
(ωiµihi)

1
2 ‖∇(ui − uih) · n‖0,Γ

)
γ

1
2 ‖Jz − i1SZzK‖0,Γ

+
2∑
i=1

(
λ

1
2
i µ
− 1

2
i (ωiλihi)

1
2 ‖∇ · (ui − uih)‖0,Γ

)
γ

1
2 ‖Jz − i1SZzK‖0,Γ

+
2∑
i=1

(
(ωiµihi)

1
2 ‖∇(zi − i1SZzi) · n‖0,Γ

)
γ

1
2 ‖Ju− uhK‖0,Γ

+
2∑
i=1

(
λ

1
2
i µ
− 1

2
i (ωiλihi)

1
2 ‖∇ · (zi − i1SZzi)‖0,Γ

)
γ

1
2 ‖Ju− uhK‖0,Γ,

and using the approximation property of the Scott-Zhang interpolant

h
1
2
i ‖∇(ui − uih) · n‖0,Γ . hki |ui|k+1,Ωi

+ ‖∇(uih − ikSZui)‖0,Ωi ,

h
1
2
i ‖∇ · (u

i − uih)‖0,Γ . hki |ui|k+1,Ωi
+ ‖∇(uih − ikSZui)‖0,Ωi .

then using Corollary 4.3.1 we have

Ah(u− uh, z)

. ‖z − i1SZz‖∗Cµλ(1 + λ
1
2
1 µ
− 1

2
1 + λ

1
2
2 µ
− 1

2
2 )hk|u|k+1,Ω

. ((µ
1
2
1 + λ

1
2
1 )h1|z1|2,Ω1 + (µ

1
2
2 + λ

1
2
2 )h2|z2|2,Ω2)Cµλ(1 + λ

1
2
1 µ
− 1

2
1 + λ

1
2
2 µ
− 1

2
2 )hk|u|k+1,Ω.

The global trace inequalities ‖ε(zi) ·n‖0,Γ . ‖zi‖2,Ωi and ‖∇ · zi‖0,Γ . ‖zi‖2,Ωi , lead to

|〈2{µε(z) · n}, Ju− uhK〉Γ|+ |〈{λ∇ · z}, Ju− uhK · n〉Γ|

. ((ω1h1)
1
2 (µ

1
2
1 + λ

1
2
1 )‖z1‖2,Ω1

+ (ω2h2)
1
2 (µ

1
2
2 + λ

1
2
2 )‖z2‖2,Ω2)(1 + λ

1
2
1 µ
− 1

2
1 + λ

1
2
2 µ
− 1

2
2 )|||u− uh|||.

Collecting the estimates and applying Corollary 4.3.1 the proof follows by using the
regularity estimate (4.19). Note that C ′µλ = O(1) if µ1 & λ1 and µ2 & λ2.
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4.4 Incompressible elasticity

The incompressible elasticity problem with discontinuous parameters considered is ex-
pressed as

−∇ · σ(ui, pi) = f in Ωi , i = 1, 2,

−∇ · ui = 0 in Ωi , i = 1, 2,

ui = 0 on ∂Ω ∩ Ωi , i = 1, 2,

JuK = 0 on Γ,

Jσ(u, p) · nK = 0 on Γ,

(4.20)

with f ∈ [L2(Ω)]2 and
∫

Ωi
pi dx = 0 for i = 1, 2. The stress tensor is expressed as

σ(u, p) = 2µε(u)− pI2×2.

In a subdomain Ωi the viscosity is denoted as µi. We note that the inequality (4.13) still
holds for this problem.

4.4.1 Finite element formulation

Let the pressure space Qi = {q ∈ L2(Ωi),
∫

Ωi
q dx = 0}. For each domain Ωi we obtain

using integration by parts

(2µiε(u
i), ε(vi))Ωi − (pi,∇ · vi)Ωi + (∇ · ui, qi)Ωi − 〈σ(ui, pi) · ni,vi〉Γ = (f ,vi)Ωi

∀(vi × qi) ∈Wi ×Qi.

Summing the interface terms we obtain

2∑
i=1

〈σ(ui, pi)·ni,vi〉Γ =

∫
Γ
J(σ(u, p)·n)vKds = 〈{σ(u, p)·n}, JvK〉Γ+〈Jσ(u, p)·nK, 〈v〉〉Γ,

knowing that on the interface Jσ(u, p) · nK = 0 from (4.20), it leads to

2∑
i=1

[
(2µiε(u

i), ε(vi))Ωi−(pi,∇·vi)Ωi+(∇·ui, qi)Ωi

]
−〈{σ(u, p)·n}, JvK〉Γ =

2∑
i=1

(f ,vi)Ωi .

(4.21)
In order to obtain the control of the terms related to the pressure in the analysis we
choose a master/slave configuration, then the weights are chosen such that

ω1 = 1, ω2 = 0. (4.22)
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Note that we still consider that µ2h1 ≥ µ1h2. Inserting these new weights in (4.21) we
obtain

2∑
i=1

[
(2µiε(u

i), ε(vi))Ωi−(pi,∇·vi)Ωi+(∇·ui, qi)Ωi

]
−〈σ(u1, p1)·n, JvK〉Γ =

2∑
i=1

(f ,vi)Ωi .

(4.23)
Let the discrete pressure space be Qkh = Qk1 ×Qk2 such that

Qki = {qh ∈ Qi : qh|K ∈ Pk(K) ∀K ∈ T ih}, k ≥ 1.

Adding the Nitsche term, the penalty-free finite element formulation is written as: find
uh ∈W k

h and ph ∈ Qkh such that

Ah[(uh, ph), (vh, qh)] = Lh(vh, qh) ∀vh ∈W k
h ×Qkh. (4.24)

The linear forms Ah and Lh are expressed as

Ah[(uh, ph), (vh, qh)] = a[(uh, ph), (vh, qh)]− b(uh,vh, ph) + b(vh,uh, qh)

+ Sh(uh, ph, qh),

Lh(vh) =

2∑
i=1

(f ,vi)Ωi + Λh(f , qh),

with a, b, Sh and Λh such that

a[(uh, ph), (vh, qh)] =
2∑
i=1

[
(2µiε(u

i
h), ε(vih))Ωi − (pih,∇ · vih)Ωi + (∇ · uih, qih)Ωi

]
,

b(uh,vh, ph) = 〈2µε(u1
h) · n, JvhK〉Γ − 〈p1

h, Jvh · nK〉Γ,

Sh(uh, ph, qh) =
2∑
i=1

γp
µi

∑
K∈T i

h

∫
K
h2
i (−2µi∇ · ε(uih) +∇pih)∇qih dx,

Λh(f , qh) =

2∑
i=1

γp
µi

∑
K∈T i

h

∫
K
h2
if∇qih dx,

the stabilisation (Sh and Λh) allows us to work with equal order interpolation.

4.4.2 Inf-sup stability

Let the norm

|||(w, %)|||2 =

2∑
i=1

(µi‖∇wi‖20,Ωi
+ h2

iµ
−1
i ‖∇%

i‖20,Ωi
) + µ1h

−1
1 ‖JwK‖20,Γ.
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Lemma 4.4.1. For uh,vh ∈W k
h with vh = uh+

∑N1
p

j=1(v1
j , 0), v1

j defined by (4.16), and
qh = ph, there exist a positive constant β0 such that

β0|||(uh, ph)|||2 ≤ Ah[(uh, ph), (vh, qh)].

Proof. Applying the definition of vh we obtain

Ah[(uh, ph), (vh, qh)] = Ah[(uh, ph), (uh, ph)] +

N1
p∑

j=1

Ah[(uh, ph), (v1
j , 0)],

with

Ah[(uh, ph), (v1
j , 0)] = (2µiε(u

1
h), ε(v1

j ))P 1
j

+ (∇p1
h,v

1
j )P 1

j

− 〈2µ1ε(u
1
h) · n,v1

j 〉F 1
j

+ 〈2µ1ε(v
1
j ) · n, JuhK〉F 1

j
.

Similarly as in the proof of Lemma 2.3.1 we get

Ah[(uh, ph), (uh, ph)] ≥
2∑
i=1

[
2(1− ε′)µi‖ε(uih)‖20,Ωi

+
γp
µi

(
1− Cγp

4ε′

)
h2
i ‖∇pih‖20,Ωi

]
,

Using similar arguments as in the proofs of Lemmas 2.2.3 and 2.3.1 we get the following
bounds

(∇p1
h,v

1
j )P 1

j
≤ ε

µ1
h2

1‖∇p1
h‖20,P 1

j
+
Cα2

1

2ε

µ1

h1
‖JuhK

F 1
j · τ‖20,F 1

j

+
Cα2

2

2ε

µ1

h1
‖JuhK

F 1
j · n‖20,F 1

j
,

(2µ1ε(u
1
h), ε(v1

j ))0,P 1
j
≤ εµ1‖∇u1

h‖20,P 1
j

+
Cα2

1

ε

µ1

h1
‖JuhK

F 1
j · τ‖20,F 1

j

+
Cα2

2

ε

µ1

h1
‖JuhK

F 1
j · n‖20,F 1

j
,

〈2µ1ε(u
1
h) · n,v1

j 〉F 1
j
≤ εµ1‖∇u1

h‖20,P 1
j

+
Cα2

1

ε

µ1

h1
‖JuhK

F 1
j · τ‖20,F 1

j

+
Cα2

2

ε

µ1

h1
‖JuhK

F 1
j · n‖20,F 1

j
.

From Lemma 4.3.2 considering the weights (4.22) and the fact that µ2h1 ≥ µ1h2

〈2µ1ε(v
1
j ) · n, JuhK〉F 1

j
≥ α2

(
1− 3Cα2

4ε

)µ1

h1
‖JuhK

F 1
j · n‖20,F 1

j

+ α1

(1

2
− Cα1

4ε

)µ1

h1
‖JuhK

F 1
j · τ‖20,F 1

j
− 3εµ1‖∇u1

h‖20,P 1
j
.
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Collecting the bounds for each term

Ah[(uh, ph), (vh, qh)] ≥
2∑
i=1

[
2(1− ε′)µi‖ε(uih)‖20,Ωi

+
γp
µi

(
1− Cγp

4ε′

)
h2
i ‖∇pih‖20,Ωi

]
− 5εµ1

N1
p∑

j=1

‖∇u1
h‖20,P 1

j
− εµ−1

1 h2
1

N1
p∑

j=1

‖∇p1
h‖20,P 1

j

+ α1

(1

2
− 11Cα1

4ε

) N1
p∑

j=1

µ1h
−1
1 ‖JuhK

F 1
j · τ‖20,F 1

j

+ α2

(
1− 13Cα2

4ε

) N1
p∑

j=1

µ1h
−1
1 ‖JuhK

F 1
j · n‖20,F 1

j
.

Using the Korn inequality (4.13) we obtain

Ah[(uh, ph), (vh, qh)]

≥ (2CK(1− ε′)− 5ε)µ1‖∇u1
h‖20,Ω1

+
γp
µ1

(
1− Cγp

4ε′
− ε

γp

)
h2

1‖∇p1
h‖20,Ω1

+ 2CK(1− ε′)
N1

p∑
j=1

µ2‖∇u2
h‖20,Ω2

+
γp
µ2

(
1− Cγp

4ε′

) N1
p∑

j=1

h2
2‖∇p2

h‖20,Ω2

+ α1

(1

2
− 11Cα1

4ε

) N1
p∑

j=1

µ1h
−1
1 ‖JuhK

F 1
j · τ‖20,F 1

j

+ α2

(
1− 13Cα2

4ε

) N1
p∑

j=1

µ1h
−1
1 ‖JuhK

F 1
j · n‖20,F 1

j
.

Let us define the constants

Ca = 2CK(1− ε′)− 5ε,

Cb = γp

(
1− Cγp

4ε′
− ε

γp

)
,

Cc = 2CK(1− ε′),

Cd = γp

(
1− Cγp

4ε′

)
,

Ce = α1

(1

2
− 11Cα1

4ε

)
,

Cf = α2

(
1− 13Cα2

4ε

)
,
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using Lemma 4.2.1 we get

Ah[(uh, ph), (vh, qh)] ≥ (Ca − C(Ce + Cf ))µ1‖∇u1
h‖20,Ω1

+ Cbh
2
1µ
−1
1 ‖∇p

1
h‖20,Ω1

+ (Cc −
µ1h2

µ2h1
C(Ce + Cf ))µ2‖∇u2

h‖20,Ω2
+ Cdh

2
2µ
−1
2 ‖∇p

2
h‖20,Ω2

+
Ce
2

N1
p∑

j=1

µ1h
−1
1 ‖JuhK · τ‖

2
0,F 1

j
+
Cf
2

N1
p∑

j=1

µ1h
−1
1 ‖JuhK · n‖

2
0,F 1

j
.

By taking ε =
γ2
p

4 , ε′ = 1
4 and γp < min( 1

C+1 ,
√

2CK
5 ), the constants Ca, Cb, Cc and Cd

are positive, Ce and Cf are positive for

γ2
p

22C
> α1,

γ2
p

13C
> α2.

The terms (Ca − C(Ce + Cf )) and (Cc − µ1h2

µ2h1
C(Ce + Cf )) are positive for

CK
C

> α1,
CK
2C

> α2.

Note that β0 = O(1).

Theorem 4.4.1. There exist a positive constant β such that for all functions (uh, ph) ∈
W k
h ×Qkh, the following inequality holds

β|||(uh, ph)||| ≤ sup
(vh,qh)∈Wk

h×Q
k
h

Ah[(uh, ph), (vh, qh)]

|||(vh, qh)|||
.

Proof. Using the definitions of vh and qh from the previous proof we have

|||(vh, qh)|||2 . |||(uh, ph)|||2 +

N1
p∑

j=1

|||(v1
j , 0)|||2,

with
|||(v1

j , 0)|||2 = µ1‖∇v1
j‖20,Ω1

+ µ1h
−1
1 ‖v

1
j‖20,Γ.

Using the same arguments as in the proof of Lemma 4.3.1 we get

|||(vh, qh)||| . |||(uh, ph)|||.

We conclude by combining this result and Lemma 4.4.1, β = O(1).
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4.4.3 A priori error estimate

Lemma 4.4.2. If (u, p) ∈ ([H2
∂(Ω1)]2× [H2

∂(Ω2)]2)× (H1(Ω1)×H1(Ω2)) is the solution
of (4.20) and (uh, ph) ∈W k

h ×Qkh the solution of (4.24) the following property holds

Ah[(u− uh, p− ph), (vh, qh)] = 0, ∀(vh, qh) ∈W k
h ×Qkh.

Proof. Considering (4.23), ∀(vh, qh) ∈W k
h ×Qkh

2∑
i=1

[
(2µiε(u

i), ε(vih))Ωi − (pi,∇ · vih)Ωi+(∇ · ui, qih)Ωi

]
− 〈σ(u1, p1) · n, JvhK〉Γ =

2∑
i=1

(f ,vih)Ωi .

Adding Sh, Λh and the antisymmetric Nitsche term 〈σ(v1, q1) ·n, JuK〉Γ on the left hand
side we obtain

Ah[(u, p), (vh, qh)] = Lh(vh, qh).

Then we get Ah[(u, p), (vh, qh)] = Lh(vh, qh) = Ah[(uh, ph), (vh, qh)], ∀(vh, qh) ∈ W k
h ×

Qkh.

We introduce an interpolation operator that will be useful for the convergence anal-
ysis. Let Ikϑ such that Ikϑv = (iSZv

1, Ik2v2) and Ik2v2 = ikSZv
2 +

∑N2
p

j=1 ϑjχ
2
j , with ϑj ∈ R

and χ2
j = (χ2

j , χ
2
j )
T ∈W 1

2 such that for each node xi ∈ T 2
h we have

χ2
j (xi) =

{
0 for xi ∈ Ω2\F̊ 2

j

1 for xi ∈ F̊ 2
j .

(4.25)

ϑj is chosen such that ∫
F 2
j

(u2 − Ik2u2) · n ds = 0. (4.26)

for j = 1, . . . , N2
p . Then we can write

ϑj =

∫
F 2
j
(u2 − ikSZu2) · n ds∫
F 2
j
χ2
j · n ds

.
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We note that h2 . |
∫
F 2
j
χ2
j ds|, then using the trace inequality and the approximation

property (2.32) of the Scott-Zhang interpolant we obtain

N2
p∑

j=1

|ϑj |2 . h−2
2

N2
p∑

j=1

∣∣∣ ∫
F 2
j

(u2 − ikSZu2) · n ds
∣∣∣2 . h−1

2

N2
p∑

j=1

‖(u2 − ikSZu2) · n‖20,F 2
j

.

N2
p∑

j=1

(h−2
2 ‖u

2 − ikSZu2‖20,P 2
j

+ ‖∇(u2 − ikSZu2)‖20,P 2
j
)

. h2k
2 |u2|2k+1,Ω2

.

(4.27)

Then we deduce

‖u2 − Ik2u2‖0,Ω2 ≤ ‖u2 − ikSZu2‖0,Ω2 +
( N2

p∑
j=1

‖ϑjχ2
j‖20,P 2

j

) 1
2

. hk+1
2 |u2|k+1,Ω2 +

(
h2

2

N2
p∑

j=1

|ϑj |2
) 1

2
.

Using a discrete inverse inequality and similar arguments as above we can show the
estimates

‖∇(u2 − Ik2u2)‖0,Ω2 . hk2|u2|k+1,Ω2 ,( ∑
K∈T 2

h

‖D2(u2 − Ik2u2)‖20,K
) 1

2
. hk−1

2 |u2|k+1,Ω2 ,

then we obtain

‖u2 − Ik2u2‖0,Ω2+h2‖∇(u2 − Ik2u2)‖0,Ω2

+ h2
2

( ∑
K∈T 2

h

‖D2(u2 − Ik2u2)‖20,K
) 1

2
. hk+1

2 |u2|k+1,Ω2 .
(4.28)

Theorem 4.4.2. If (u, p) ∈ ([Hk+1
∂ (Ω1)]2 × [Hk+1

∂ (Ω2)]2) × (Hk(Ω1) ×Hk(Ω2)) is the
solution of (4.20) and (uh, ph) ∈W k

h ×Qkh the solution of (4.24), then there holds

|||(u− uh, p− ph)||| ≤ hk(Cuµ|u|k+1,Ω + Cpµ|p|k,Ω),

where Cuµ and Cpµ are positive constants that depends on µ and the mesh geometry.

Proof. Let Ikϑ the interpolant as defined above and ikSZ the Scott-Zhang interpolant, the
triangle inequality gives us

|||(u− uh, p− ph)||| ≤ |||(u− Ikϑu, p− ikSZp)|||+ |||(Ikϑu− uh, ikSZp− ph)|||
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Using Theorem 4.4.1 and Lemma 4.4.2 we obtain

|||(Ikϑu− uh, ikSZp− ph)||| ≤ sup
(vh,qh)∈Wk

h×Q
k
h

Ah[(Ikϑu− u, ikSZp− p), (vh, qh)]

|||(vh, qh)|||
. (4.29)

We want to show

Ah[(Ikϑu−u, ikSZp−p), (vh, qh)] . |||(vh, qh)|||
2∑
i=1

(µ
1
2
i h

k
i |ui|k+1,Ωi

+µ
− 1

2
i hki |pi|k,Ωi

) (4.30)

Using the identity JabK = {a}JbK + JaK〈b〉 we have

2∑
i=1

(∇ · (Ikϑui − ui), qih)Ωi−〈q1
h, J(Ikϑu− u) · nK〉Γ

= 〈JqhK, (Ikϑu2 − u2) · n〉Γ −
2∑
i=1

(∇qih, Ikϑui − ui)Ωi .

Due to the orthogonality property (4.26), the Poincaré type inequality hi‖∇qih‖0,F i
j
&

‖qih− qih
F i
j ‖0,F i

j
, the approximation property (4.28) and the trace inequality we can write

〈JqhK, (Ikϑu2 − u2) · n〉Γ =

N2
p∑

j=1

〈JqhK− JqhK
F 2
j , (Ikϑu2 − u2) · n〉F 2

j

≤
N2

p∑
j=1

‖JqhK− JqhK
F 2
j ‖F 2

j
‖(Ikϑu2 − u2) · n‖F 2

j

≤
( N2

p∑
j=1

‖JqhK− JqhK
F 2
j ‖2F 2

j

) 1
2
( N2

p∑
j=1

‖(Ikϑu2 − u2) · n‖2F 2
j

) 1
2

.
(( N1

p∑
j=1

‖q1
h − q1

h

F 1
j ‖20,F 1

j

) 1
2

+
( N2

p∑
j=1

‖q2
h − q2

h

F 2
j ‖20,F 2

j

) 1
2
)
‖(Ikϑu2 − u2) · n‖0,Γ

.
(( N1

p∑
j=1

h1‖∇q1
h‖20,F 1

j

) 1
2

+
( N2

p∑
j=1

h2‖∇q2
h‖20,F 2

j

) 1
2
)
‖(Ikϑu2 − u2) · n‖0,Γ

. µ
− 1

2
2 h

1
2
2

(
h

1
2
1 ‖∇q

1
h‖0,Ω1 + h

1
2
2 ‖∇q

2
h‖0,Ω2

)
µ

1
2
2 h

k
2|u2|k+1,Ω2

. |||(vh, qh)|||µ
1
2
2 h

k
2|u2|k+1,Ω2 .

Where we also used µ2h1 ≥ µ1h2. Using Cauchy-Schwarz inequality and (2.37) we get

(2µiε(Ikϑui − ui), ε(vih))Ωi . |||(vh, qh)|||µ
1
2
i h

k
i |ui|k+1,Ωi

,

(ikSZp
i − pi,∇ · vih)Ωi . |||(vh, qh)|||µ−

1
2

i hki |pi|k,Ωi
,

(∇qih,wi)Ωi . |||(vh, qh)|||µ−
1
2

i hki |pi|k,Ωi
.
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Similarly using the trace inequality of Lemma 2.0.1

〈ikSZp1 − p1, Jvh · nK〉Γ ≤ ‖ikSZp1 − p1‖0,Γ‖Jvh · nK‖0,Γ . |||(vh, qh)|||µ−
1
2

1 hk1|p1|k,Ω1 ,

〈2µε(ikSZu1 − u1) · n, JvhK〉Γ ≤ 2µ1‖∇(ikSZu
1 − u1)‖0,Γ‖JvhK‖0,Γ

. |||(vh, qh)|||µ
1
2
1 h

k
1|u1|k+1,Ω1 .

Using µ2h1 ≥ µ1h2, (2.32) and (4.28) one more time

〈2µε(v1
h) · n, JIkϑu− uK〉Γ . 2µ1h

− 1
2

1 ‖∇v
1
h‖0,Ω1‖JIkϑu− uK‖0,Γ

. |||(vh, qh)|||µ
1
2
1 h
− 1

2
1 (‖ikSZu1 − u1‖0,Γ + ‖Ik2u2 − u2‖0,Γ)

. |||(vh, qh)|||(µ
1
2
1 h

k
1|u1|k+1,Ω1 + µ

1
2
2 h

k
2|u2|k+1,Ω2).

Finally the pressure stabilisation can be bounded using similar arguments as in the proofs
of Lemma 2.3.3 and Corollary 2.3.1 such that

Sh(Ikϑu− u, ikSZp− p, qh)

. |||(vh, qh)|||(hk1(µ
1
2
1 |u

1|k+1,Ω1 + µ
− 1

2
1 |p

1|k,Ω1) + hk2(µ
1
2
2 |u

2|k+1,Ω2 + µ
− 1

2
2 |p

2|k,Ω2)).

Then (4.30) is shown, getting back to (4.29) we can write

|||(Ikϑu−uh, ikSZp−ph)||| . hk1(µ
1
2
1 |u

1|k+1,Ω1+µ
− 1

2
1 |p

1|k,Ω1)+hk2(µ
1
2
2 |u

2|k+1,Ω2+µ
− 1

2
2 |p

2|k,Ω2).

Combining arguments from the proofs of corollaries 4.2.1 and 2.3.1 we obtain

|||(u−Ikϑu, p−ikSZp)||| . hk1(µ
1
2
1 |u

1|k+1,Ω1 +µ
− 1

2
1 |p

1|k,Ω1)+hk2(µ
1
2
2 |u

2|k+1,Ω2 +µ
− 1

2
2 |p

2|k,Ω2).

The claim is shown and Cuµ = O(µ
1
2
1 + µ

1
2
2 ) and Cpµ = O(µ

− 1
2

1 + µ
− 1

2
2 ).

4.5 Numerical results

The aim of this section is to verify numerically the convergence results proved in this
chapter. The package FreeFem++ [75] is used for the computations, structured meshes
are considered. The computational domain Ω is the unit square separated in two sub-
domains [0, 0.5] × [0, 1] and [0.5, 1] × [0, 1] meshed independently. For each case we use
a manufactured solution to test the precision of the penalty-free Nitsche’s method for
nonconforming domain decomposition.

4.5.1 Poisson problem

The L2 and H1-errors are investigated for various values of the ratio h1/h2, for each
case we choose µ1 = 1, and, a range of values for µ2 is investigated. Piecewise affine



112 Chapter 4. Domain decomposition

approximation is used. We consider the following manufactured solution

u = exp(xy)sin(πx)sin(πy).

Figures 4.4 and 4.5 display the convergence of the L2-error for a range of values of the
ratio h1/h2. For each case the convergence rate is slightly bigger than what has been
proved in the theory. We also see that, as the ratio h1/h2 becomes smaller, the constant
C ′µ from Proposition 4.2.1 becomes very slightly bigger as µ2 grows.
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= 3

10 , right
h1

h2
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Figures 4.6 and 4.7 display the convergence of the H1-error. For each case, the
convergence rate observed corresponds to the convergence rate that has been shown
theoretically. For each value of h1/h2 the constant Cµ from Corollary 4.2.1 is the same
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for any value of µ2 considered. As the ratio h1/h2 becomes smaller the constant Cµ
become slightly smaller.
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4.5.2 Compressible elasticity

The L2 and H1-errors are investigated for h1/h2 = 1/5 and µ1 = λ1 = 1, for ranges
of values for µ2 and λ2. First and second order approximations are investigated. We
consider the following manufactured solution

u =

((
x5 − x4

) (
y3 − y2

)(
x4 − x3

) (
y6 − y5

)) .
Figure 4.8 shows the convergence slopes of the L2-error for first order approximation, it
shows a convergence rate slightly bigger than in the theory as observed for the Poisson
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case. As µ2 grows the constant C ′µ from Proposition 4.3.1 becomes very slightly bigger.
As λ2 grows the constant C ′µλ grows this characterises locking.
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Figure 4.8: L2-error, P1, µ1 = λ1 = 1, left λ2 = 1, right µ2 = 1.

Figure 4.9 shows the convergence slopes of the H1-error for first order approxima-
tion, the slopes observed corresponds to the rate of convergence that has been shown
theoretically. We see that the influence of µ2 on the error is negligible. However as λ2

grows the mesh needs to be fine enough to recover the expected convergence rate, this
is due to locking.
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Figure 4.9: H1-error, P1, µ1 = λ1 = 1, left λ2 = 1, right µ2 = 1.

Figure 4.10 shows the convergence slopes of the L2-error for second order approxi-
mation. The slopes of convergence are once again slightly bigger than what has been
shown theoretically. We see that µ2 has a very small impact on the slope of convergence
whereas for λ2 large enough we observe once again locking.
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Figure 4.10: L2-error, P2, µ1 = λ1 = 1, left λ2 = 1, right µ2 = 1.

Figure 4.11 shows the convergence slopes of the H1-error for second order approxima-
tion. The slopes corresponds to what has been shown theoretically, µ2 has a negligible
impact on the convergence. For λ2 ≤ 102 locking is not observed, for λ2 = 103 locking
generates a small rise of the constant Cµλ of Corollary 4.3.1.

h

10
-2

10
-1

H
1
e
r
r
o
r

10
-6

10
-5

10
-4

10
-3

µ2 = 1

µ2 = 10
1

µ2 = 10
2

µ2 = 10
5

O
(

h
2
)

h

10
-2

10
-1

H
1
e
r
r
o
r

10
-6

10
-5

10
-4

10
-3

λ2 = 1

λ2 = 10
1

λ2 = 10
2

λ2 = 10
3

O
(

h
2
)

Figure 4.11: H1-error, P2, µ1 = λ1 = 1, left λ2 = 1, right µ2 = 1.

4.5.3 Incompressible elasticity

The H1-error of u and L2-error of p are investigated for h1/h2 = 3/5, and µ1 = 1 for
a range of values for µ2. First and second order approximations are considered. We
consider the following manufactured solution

u =

(
sin(4πx)cos(4πy)

−cos(4πx)sin(4πy)

)
, p = πcos(4πx)cos(4πy).
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Figure 4.12 shows the convergence slopes of the H1-error of the displacment and L2-error
of the pressure for first order approximation. The slopes of convergence observed for the
H1-error of u corresponds to the theoretical result, the influence of µ2 is negligible. The
slopes of convergence observed for the L2-error of p is of order O(h1.5), the constant is
multiplied by a factor √µ2 as µ2 becomes bigger. Figure 4.13 shows the convergence

h
10

-2
10

-1

H
1
e
r
r
o
r
o
f
u

10
-2

10
-1

10
0

µ2 = 1

µ2 = 101

µ2 = 102

µ2 = 105

O
(

h1
)

h
10

-2
10

-1

L
2
e
r
r
o
r
o
f
p

10
-2

10
0

10
2

10
4

10
6

µ2 = 1

µ2 = 101

µ2 = 102

µ2 = 105

O
(

h1.5
)

Figure 4.12: P1, µ1 = 1, γp = 10−1, left H1-error of u, right, L2-error
of p.

slopes of the H1-error of the displacement and L2-error of the pressure for second order
approximation. The slopes of convergence observed for the H1-error of u show optimal
convergence which corresponds to the theoretical result, once again the influence of µ2

is negligible. The slopes of convergence observed for the L2-error of p are slightly bigger
than O(h2.5) for µ2 ≤ 102, for µ2 = 105 the convergence is of order O(h2).
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Figure 4.13: P2, µ1 = 1, γp = 10−4, left H1-error of u, right L2-error
of p.



Chapter 5

Unfitted domain decomposition

In this chapter, we consider unfitted domain decomposition with the penalty-free Nitsche’s
method as a coupling tool. The computational domain is divided into two subdo-
mains that can have different material parameters, however the computational domain
is meshed with only one triangulation. A consequence is that the interface between the
two subdomains does not fit with the triangulation i.e. some simplices are crossed by
the interface.

5.1 Preliminaries

Let Ω1 and Ω2 be two convex bounded domain in R2 with polygonal boundary, these
two domains share an interface Γ = Ω1 ∩ Ω2, for simplicity Γ is considered as plane.
We define the domain Ω = Ω1 ∪ Ω2 with boundary ∂Ω, an example of Ω is represented
in Figure 5.1. Let {Th}h be a family of quasi-uniform and shape regular triangulation

Γ

Ω1 Ω2

Figure 5.1: Example of computational domain Ω.

fitted to Ω, the mesh size is defined as h = maxK∈ThhK . Figure 5.2 shows an example
of configuration, the mesh do not fit with the interface Γ. For i = 1, 2, let

Ω∗i = {K ∈ Th | K ∩ Ωi 6= ∅},

117
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Ω1 Ω2

Figure 5.2: Example of mesh in Ω.

we note that Ω∗1 ∩ Ω∗2 6= ∅. Let us define the spaces

V ∗i = {v ∈ H1(Ω∗i ) : v|∂Ω = 0},

V k
i = {vh ∈ V ∗i : vh|K ∈ Pk(K) ∀K ∈ Th} ∀k ≥ 1,

then V k
h = V k

1 × V k
2 , for any wh ∈ V k

h we have wh = (w1
h, w

2
h) with w1

h ∈ V k
1 and

w2
h ∈ V k

2 . Similarly as in Section 3.1.1 we introduce an extension operator. Let Ei be an
Hs-extension on Ω∗i , Ei : Hs(Ωi)→ Hs(Ω∗i ) such that (Eiwi)|Ωi = wi and

‖Eiwi‖s,Ω∗i . ‖wi‖s,Ωi ∀wi ∈ Hs(Ωi), s ≥ 0. (5.1)

For simplicity we will write wi instead of Eiwi. Let iSZ : Hs(Ω∗i ) → V k
i be the

Scott-Zhang interpolant, we construct the interpolation operator Ih such that Ihw =

(I1
hw

1, I2
hw

2) with
Iihwi = iSZEiwi. (5.2)

Using the estimate (5.1) together with (3.4), then for vi ∈ Hk+1(Ω∗i ) and 0 ≤ r ≤ s ≤
k + 1 we have ( ∑

K∈Ω∗i

‖vi − Iihvi‖2r,K
) 1

2
. hs−r|vi|s,Ωi . (5.3)

We define the set of elements that intersect the interface

Gh = {K ∈ Th | K ∩ Γ 6= ∅} .

Let us split the set Gh into Np smaller disjoint sets of elements {Gj}1≤j≤Np . Let IGj be
the set of nodes belonging to Gj , we define the sets of nodes I1

j and I2
j such that

I1
j =

{
xi ∈ IGj | xi ∈ Ω1, xi /∈ IGn ∀n 6= j

}
,

I2
j =

{
xi ∈ IGj | xi ∈ Ω2, xi /∈ IGn ∀n 6= j

}
,
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now we define P 1
j and P 2

j for each Gj such that

P 1
j = Gj ∪

{
K ∈ Th | ∃xi ∈ I1

j such that xi ∈ K
}
,

P 2
j = Gj ∪

{
K ∈ Th | ∃xi ∈ I2

j such that xi ∈ K
}
.

Each patch P ij is constructed such that Iij 6= ∅ for i = 1, 2. Figure 5.3 shows an example
of two patches P 1

j and P 2
j . Γj = Γ ∩ Gj is the part of the boundary included in the

patches P 1
j and P 2

j . For all j and i = 1, 2, the patch P ij has the following properties

h . meas(Γj) . h, h2 . meas(P ij ) . h2. (5.4)

The function χj ∈ V 1
1 attached to P 1

j is such that

χj(xi) =

{
0 for xi /∈ I1

j

1 for xi ∈ I1
j ,

(5.5)

with i = 1, . . . , Nn. Nn is the number of nodes in the triangulation Th. The broken

Ω1 Ω2

Γ

Ω1 Ω2

Γ

Figure 5.3: Left : example of P 1
j , the function χj is equal to 0 in the

nonfilled nodes, 1 in the filled nodes ; right : example of P 2
j .

norms are defined in the same way as in Section 4.1.

5.2 Poisson problem

We consider the Poisson problem with discontinuous material parameters as

−µi∆ui = f in Ωi , i = 1, 2,

ui = 0 on ∂Ω ∩ Ωi , i = 1, 2,

JuK = 0 on Γ,

Jµ∇u · nK = 0 on Γ,

(5.6)
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with µi the diffusivity of the domain Ωi and f ∈ L2(Ω), we have u = (u1, u2). Similarly
as in the previous chapter, the following regularity estimate holds [44]

µ1‖D2u1‖0,Ω1 + µ2‖D2u2‖0,Ω2 . ‖f‖0,Ω.

We consider the following weights

ω1 =
µ2

µ1 + µ2
, ω2 =

µ1

µ1 + µ2
, (5.7)

also, in order to simplify the notations

γ =
µ1µ2

h(µ1 + µ2)
.

We assume that µ1 ≤ µ2. The formulation is obtained similarly as for the fitted domain
decomposition case (see Section 4.2.1). Using the penalty free Nitsche’s method, the
finite element formulation for the problem (5.6) is written as: find uh ∈ V k

h such that

Ah(uh, vh) + Jh(uh, vh) = Lh(vh) ∀vh ∈ V k
h , (5.8)

where

Ah(uh, vh) =

2∑
i=1

(µi∇uih,∇vih)Ωi − 〈{µ∇uh · n} , JvhK〉Γ + 〈{µ∇vh · n} , JuhK〉Γ,

Lh(vh) =
2∑
i=1

(f, vih)Ωi .

The operator Jh is the ghost penalty [25], defined such that Jh(uh, vh) = J1
h(u1

h, v
1
h) +

J2
h(u2

h, v
2
h) with

J ih(uih, v
i
h) = γg

∑
F∈Fi

G

k∑
l=1

〈µih2l−1JDl
nF
uihKF , JD

l
nF
vihKF 〉F .

This penalisation ensures that the condition number is independent of how the interface
cut the elements of the mesh. We recall that in a generic sense F is a face of a triangle
K ∈ Th. The sets F iG for i = 1, 2 are defined as

F1
G = {F ∈ Gh | F ∩ Ω1 6= ∅} , F2

G = {F ∈ Gh | F ∩ Ω2 6= ∅} .

Dl
nF

is the partial derivative of order l in the direction nF . The estimate (3.17) still
holds in this framework for vh ∈ V k

h

µi‖∇vih‖20,Ω∗i . µi‖∇vih‖20,Ωi
+ J ih(vih, v

i
h) . µi‖∇vih‖20,Ω∗i , (5.9)
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here we assume that γg = O(1). Also, the following inequality is true for any uh ∈ V k
h

Np∑
j=1

γ‖JuhK
Γj‖20,Γj

≥
Np∑
j=1

γ

2
‖JuhK‖20,Γj

− Cω1

Np∑
j=1

µ1‖∇u1
h‖20,P 1

j
− Cω2

Np∑
j=1

µ2‖∇u2
h‖20,P 2

j
,

(5.10)
this result can be shown using similar arguments as in the proof of Lemma 4.2.1.

5.2.1 Inf-sup stability

We define the norms

|||w|||2 =
2∑
i=1

µi‖∇wi‖20,Ωi
+ γ‖JwK‖20,Γ + Jh(w,w),

‖w‖2∗ = |||w|||2 + µ1h‖∇w1 · n‖20,Γ + µ2h‖∇w2 · n‖20,Γ.

Theorem 5.2.1. There exists β > 0 such that for all functions uh ∈ V k
h the following

inequality holds

β|||uh||| ≤ sup
vh∈V k

h

Ah(uh, vh) + Jh(uh, vh)

|||vh|||
.

Proof. Let vh = uh +α
∑Np

j=1(v1
j , 0), such that v1

j = νjχj , with νj ∈ R and χj defined by
(5.5), each v1

j has the property

meas(Γj)−1

∫
Γj

∇v1
j · n ds = h−1JuhK

Γj
. (5.11)

Then using Lemma 3.1.1 with ϕr = v1
j and rj = h−1JuhK

Γj we obtain the inequality

‖∇v1
j ‖0,P 1

j
. h−

1
2 ‖JuhK

Γj‖0,Γj . (5.12)

We can write the following

(Ah + Jh)(uh, vh) = (Ah + Jh)(uh, uh) + α

Np∑
j=1

[Ah(uh, v
1
j ) + Jh(uh, v

1
j )].

with
α(Ah + Jh)(uh, v

1
j ) = α(µ1∇u1

h,∇v1
j )P 1

j ∩Ω1
− α〈{µ∇uh · n} , v1

j 〉Γj

+ αω1〈µ1∇v1
j · n, JuhK〉Γj + αJh(uh, v

1
j ).

Using inequality (5.9) we have

(Ah + Jh)(uh, uh) =

2∑
i=1

(µi∇uih,∇uih)Ωi + Jh(uh, uh) & µ1‖∇u1
h‖20,Ω∗1 + µ2‖∇u2

h‖20,Ω∗2 .
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Using inequality (3.1), Lemma 2.0.2 and (5.12)

(µ1∇u1
h, α∇v1

j )P 1
j ∩Ω1

+αJh(uh, v
1
j )

≤ µ
1
2
1 ‖∇u

1
h‖0,P 1

j ∩Ω1
αµ

1
2
1 ‖∇v

1
j ‖0,P 1

j ∩Ω1
+ Jh(uh, uh)

1
2αJh(v1

j , v
1
j )

1
2

. εµ1‖∇u1
h‖20,P 1

j
+
Cα2

4ε
µ1‖∇v1

j ‖20,P 1
j

. εµ1‖∇u1
h‖20,P 1

j
+
Cα2

4ε

(
1 +

µ1

µ2

)
γ‖JuhK

Γj‖20,Γj
.

Similarly as in the proof of Theorem 4.2.1, using the trace and inverse inequalities, (3.12),
(3.19), (5.11) and (5.12) we have

〈{µ∇uh · n} , αv1
j 〉Γj ≤

Cα2

2ε
γ‖JuhK

Γj‖20,Γj
+ εω1µ1‖∇u1

h‖20,P 1
j

+ εω2µ2‖∇u2
h‖20,P 2

j
,

αω1〈µ1∇v1
j · n, JuhK〉Γj ≥ α

(
1− Cα

2ε

)
γ‖JuhK

Γj‖20,Γj
− εω1µ1‖∇u1

h‖20,P 1
j

− εω2µ2‖∇u2
h‖20,P 2

j
.

Collecting the bounds and using (5.10), we have the lower bound

Ah(uh, vh) ≥ (Ca − ω1CCc)µ1‖∇u1
h‖20,Ω∗1 + (Cb − ω2CCc)µ2‖∇u2

h‖20,Ω∗2 + Cc
γ

2
‖JuhK‖20,Γ,

with the constants

Ca = C − ε(2ω1 + 1), Cb = C − 2εω2, Cc = α
(

1− αC
4ε

(
5 +

µ1

µ2

))
.

Let ε = 1
8 , Cc is positive for α < 1

12C . The terms (Ca − ω1CCc) and (Cb − ω2CCc) are
positive for α < C

2 . Using (5.9) we get

β0|||uh|||2 ≤ Ah(uh, vh) + Jh(uh, vh).

Similarly as (2.16) we have

|||vh|||2 . |||uh|||2+α2

Np∑
j=1

|||v1
j |||2 with |||v1

j |||2 = µ1‖∇v1
j ‖20,P 1

j ∩Ω1
+γ‖v1

j ‖20,Γj
+Jh(v1

j , v
1
j ).

Using (5.12), (5.9) and ‖JuhK
Γj‖Γj . ‖JuhK‖Γj it gives the upper bound

Np∑
j=1

[
µ1‖∇v1

j ‖20,P 1
j ∩Ω1

+ Jh(v1
j , v

1
j )
]
.
(

1 +
µ1

µ2

)
|||uh|||2.
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Using the trace inequality and the inequality (3.19) we get

γ

Np∑
j=1

‖v1
j ‖20,Γj

. ω1µ1

Np∑
j=1

‖∇v1
j ‖20,P 1

j
. |||uh|||2.

Then we get |||vh||| . |||uh|||.

5.2.2 A priori error estimate

Lemma 5.2.1. If u ∈ H2
∂(Ω1)×H2

∂(Ω2) is the solution of (5.6) and uh ∈ V k
h the solution

of (5.8) the following property holds

Ah(u− uh, vh)− Jh(uh, vh) = 0 , ∀vh ∈ V k
h .

Proof. The proof is done using similar arguments as for Lemma 4.2.2 and using that
Ah(uh, vh) + Jh(uh, vh) = Lh(vh), ∀vh ∈ V k

h .

Lemma 5.2.2. Let w ∈ H2
∂(Ω1) × H2

∂(Ω2) + V k
h and vh ∈ V k

h , there exists a positive
constant M such that

Ah(w, vh) ≤M‖w‖∗|||vh|||.

Proof. Using the trace inequality (3.1) and the Cauchy Schwarz inequality we have

〈{µ∇w · n}, JvhK〉Γ ≤ h
1
2 ((ω1µ1)

1
2 ‖∇w1 · n‖0,Γ + (ω2µ2)

1
2 ‖∇w2 · n‖0,Γ)γ

1
2 ‖JvhK‖0,Γ,

〈{µ∇vh · n}, JwK〉Γ . ((ω1µ1)
1
2 ‖∇v1

h‖0,Ω1 + (ω2µ2)
1
2 ‖∇v2

h‖0,Ω2)γ
1
2 ‖JwK‖0,Γ.

Using these two upper bound it is straightforward to conclude that

2∑
i=1

(µi∇wi,∇vih)Ωi − 〈{µ∇w · n}, JvhK〉Γ + 〈{µ∇vh · n}, JwK〉Γ . ‖w‖∗|||vh|||.

Theorem 5.2.2. If u ∈ Hk+1
∂ (Ω1)×Hk+1

∂ (Ω2) is the solution of (5.6) and uh ∈ V k
h the

solution of (5.8), then there holds

|||u− uh||| . inf
wh∈V k

h

‖u− wh‖∗.

Proof. Same as Theorem 3.2.2 using Lemma 5.2.1, Theorem 5.2.1 and Lemma 5.2.2.

Corollary 5.2.1. If u ∈ Hk+1
∂ (Ω1)×Hk+1

∂ (Ω2) is the solution of (5.6) and uh ∈ V k
h the

solution of (5.8), then there holds

|||u− uh||| ≤ Cµhk|u|k+1,Ω,

and Cµ = O(µ
1
2
1 + µ

1
2
2 ).
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Proof. Combining arguments from the proofs of corollaries 3.2.1, 4.2.1 and using (5.1),
(5.3) we obtain the estimate

‖u− Ihu‖∗ . µ
1
2
1 h

k|u1|k+1,Ω1 + µ
1
2
2 h

k|u2|k+1,Ω2 . (5.13)

We conclude by applying Theorem 5.2.2 with wh = Ihu.

Proposition 5.2.1. Let u ∈ Hk+1
∂ (Ω1)×Hk+1

∂ (Ω2) be the solution of (5.6) and uh ∈ V k
h

the solution of (5.8), then there holds

‖u− uh‖Ω ≤ C ′µhk+ 1
2 |u|k+1,Ω,

with C ′µ = O(1).

Proof. Let z satisfy the adjoint problem

−µi∆zi = ui − uih in Ωi , i = 1, 2,

zi = 0 on ∂Ω ∩ Ωi , i = 1, 2,

JzK = 0 on Γ,

Jµ∇z · nK = 0 on Γ.

(5.14)

We assume the following regularity estimate

µ1‖z1‖2,Ω1 + µ2‖z2‖2,Ω2 . ‖u− uh‖0,Ω. (5.15)

Similarly as in the proof of Proposition 4.2.1, the L2-error can be written as

‖u− uh‖20,Ω = Ah(u− uh, z)− 2〈{µ∇z · n} , Ju− uhK〉Γ.

Using the global trace inequality ‖∇zi · n‖0,Γ . ‖zi‖2,Ωi for i = 1, 2, we can write

|〈{µ∇z · n}, Ju− uhK〉Γ|

≤ ((ω1µ1)
1
2 ‖∇z1 · n‖0,Γ + (ω2µ2)

1
2 ‖∇z2 · n‖0,Γ)h

1
2γ

1
2 ‖Ju− uhK‖0,Γ

. ((ω1µ1)
1
2 ‖z1‖2,Ω1 + (ω2µ2)

1
2 ‖z2‖2,Ω2)h

1
2 |||u− uh|||.

The consistency of Lemma 5.2.1 gives

Ah(u− uh, z) = Ah(u− uh, z − Ihz) + Jh(uh, Ihz).
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As a consequence from z1|Γ = z2|Γ we have Ihz1|Γ = Ihz2|Γ then Jz−IhzK|Γ = 0. Using
this result and (5.3), we obtain

Ah(u− uh, z − Ihz)

=

2∑
i=1

(∇(ui − uih), µi∇(zi − Ihzi))Ωi + 〈{µ∇(z − Ihz) · n} , Ju− uhK〉Γ

. (((1 + ω1)µ1)
1
2 |z1|2,Ω1 + ((1 + ω2)µ2)

1
2 |z2|2,Ω2)h|||u− uh|||.

Similarly as in the proof of Proposition 3.2.1 and using the proof of Theorem 5.2.2 we
have

Jh(uh, Ihz) . ‖u− Ihu‖∗h(µ
1
2
1 |z

1|2,Ω1 + µ
1
2
2 |z

2|2,Ω2).

Then using Corollary 5.2.1, (5.13) and (5.3) we obtain

‖u− uh‖20,Ω . (µ
1
2
1 ‖z

1‖2,Ω1 + µ
1
2
2 ‖z

2‖2,Ω2)((h+ h
1
2 )|||u− uh|||+ h‖u− Ihu‖∗)

. Cµ(µ
1
2
1 ‖z

1‖2,Ω1 + µ
1
2
2 ‖z

2‖2,Ω2)hk+ 1
2 |u|k+1,Ω.

We conclude by applying the regularity estimate (5.15).

5.3 Compressible elasticity

The compressible elasticity problem with discontinuous material parameters is considered
as

−∇ · σ(ui) = f in Ωi , i = 1, 2,

ui = 0 on ∂Ω ∩ Ωi , i = 1, 2,

JuK = 0 on Γ,

Jσ(u) · nK = 0 on Γ,

(5.16)

with f ∈ [L2(Ω)]2, the stress tensor is expressed as

σ(u) = 2µε(u) + λ(∇ · u)I2×2.

In a subdomain Ωi the Lamé coefficients are denoted as µi and λi, we assume that
µ1 ≤ µ2. The finite element formulation of this problem is obtained similarly as in
Section 4.3.1: find uh ∈W k

h such that

Ah(uh,vh) + Jh(uh,vh) = Lh(vh) ∀vh ∈W k
h , (5.17)



126 Chapter 5. Unfitted domain decomposition

with W k
h = [V k

h ]2. The linear forms Ah and Lh are defined as

Ah(uh,vh) = a(uh,vh)− b(uh,vh) + b(vh,uh),

Lh(vh) =
2∑
i=1

(f ,vi)Ωi .

The term Jh(uh,vh) = J1
h(u1

h,v
1
h) + J2

h(u2
h,v

2
h) is the ghost penalty

J ih(uih,v
i
h) = γg

∑
F∈Fi

G

k∑
l=1

〈µih2l−1JDl
nF
uihKF , JD

l
nF
vihKF 〉F .

The bilinear forms a and b are defined as

a(uh,vh) =
2∑
i=1

[
(2µiε(u

i
h), ε(vih))Ωi + (λi∇ · uih,∇ · vih)Ωi

]
,

b(uh,vh) = 〈{2µε(uh) · n}, JvhK〉Γ + 〈{λ∇ · uh}, Jvh · nK〉Γ.

5.3.1 Inf-sup stability

As specified at the beginning of this chapter the interface Γ is considered as plane. Any
function z = (z1, z2) ∈W k

h is expressed in the two dimensional generic frame (x, y) and
z1, z2 ∈ V k

h . The function z can also be decomposed such that z1 ∈ W k
1 and z2 ∈ W k

2

with W k
1 = [V k

1 ]2 and W k
2 = [V k

2 ]2. The interface Γ is parallel to the x-axis then for τ
and n respectively the tangent and normal unit vectors to the plane interface Γ we have
z1 = z · τ and z2 = z · n. We introduce the function v1

j such that v1
j = (α1v

1
1, α2v

1
2)T .

We define v1
1 = ν1χj and v1

2 = ν2χj with ν1, ν2 ∈ R and χj as defined in (5.5). In order
to be able to use Lemma 3.1.1, the function v1

j has the properties

meas(Γj)−1

∫
Γj

∂v1
1

∂y
ds = h−1Ju1K

Γj
, meas(Γj)−1

∫
Γj

∂v1
2

∂y
ds = h−1Ju2K

Γj
, (5.18)

with uih = (ui1, u
i
2)T . Using Lemma 3.1.1 it is straightforward to show

‖∇v1
1‖0,P 1

j
. h−

1
2 ‖JuhK

Γj · τ‖0,Γj , ‖∇v1
2‖0,P 1

j
. h−

1
2 ‖JuhK

Γj · n‖0,Γj . (5.19)

Let the norms

|||w|||2 =

2∑
i=1

[
µi‖∇wi‖20,Ωi

+ λi‖∇ ·wi‖20,Ωi

]
+ γ‖JwK‖20,Γ + Jh(w,w),

‖w‖2∗ = |||w|||2 +
2∑
i=1

[
µih‖∇wi · n‖20,Γ + µih‖∇ ·wi‖20,Γ

]
.

First we give two technical Lemmas, proof are provided in appendix D.
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Lemma 5.3.1. There exists C > 0 independent of h, µi and λi (i = 1, 2), but not of
the mesh geometry, ∀uh ∈ W k

h , for v
1
j ∈ W 1

1 as defined above and ∀ε, α1, α2 ∈ R∗+, the
following inequality holds

〈ω1λ1∇ · v1
j , JuhK · n〉Γj & α2γ

(
1− Cα2

2ε

)λ1

µ1
‖JuhK

Γj · n‖20,Γj
− γCα

2
1

2ε

λ1

µ1
‖JuhK

Γj · τ‖20,Γj

− 2εω1λ1‖∇u1
h‖20,P 1

j
− 2εω2

λ1µ2

µ1λ2
λ2‖∇u2

h‖20,P 2
j
.

Lemma 5.3.2. There exists C > 0 independent of h, µi and λi (i = 1, 2), but not of
the mesh geometry, ∀uh ∈ W k

h , for v
1
j ∈ W 1

1 as defined above and ∀ε, α1, α2 ∈ R∗+, the
following inequality holds

〈2ω1µ1ε(v
1
j ) · n, JuhK〉Γj ≥ α2γ

(
2− 3Cα2

2ε

)
‖JuhK

Γj · n‖20,Γj
− 3εω1µ1‖∇u1

h‖20,P 1
j

+ α1γ
(

1− Cα1

2ε

)
‖JuhK

Γj · τ‖20,Γj
− 3εω2µ2‖∇u2

h‖20,P 2
j
.

Lemma 5.3.3. For uh,vh ∈ W k
h with vh = uh +

∑Np

j=1(v1
j , 0), v1

j defined by (5.18),
there exist a positive constant β0 such that

β0|||uh|||2 ≤ Ah(uh,vh) + Jh(uh,vh).

Proof. Substituting the function vh we get

(Ah + Jh)(uh,vh) = (Ah + Jh)(uh,uh) +

Np∑
j=1

[Ah(uh,v
1
j ) + Jh(uh,v

1
j )],

with
Ah(uh,v

1
j ) = (2µ1ε(u

1
h), ε(v1

j ))P 1
j ∩Ω1

+ (λ1∇ · u1
h,∇ · v1

j )P 1
j ∩Ω1

− 〈{2µε(uh) · n},v1
j 〉Γj − 〈{λ∇ · uh},v1

j · n〉Γj

+ 〈2ω1µ1ε(v
1
j ) · n, JuhK〉Γj + 〈ω1λ1∇ · v1

j , Juh · nK〉Γj .

Using the estimate (5.9) and Korn inequality (4.13) we obtain

(Ah + Jh)(uh,uh) =
2∑
i=1

[
2µi‖ε(uih)‖20,Ωi

+ λi‖∇ · uih‖20,Ωi

]
+ Jh(uh,uh)

≥
2∑
i=1

[
2Cµi‖∇uih‖20,Ω∗i + λi‖∇ · uih‖20,Ωi

]
.
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Using the Cauchy-Schwarz inequality, (5.9) and (5.19) we get

(2µ1ε(u
1
h), ε(v1

j ))0,P 1
j ∩Ω1

+ Jh(uh,v
1
j )

≤ εµ1‖∇u1
h‖20,P 1

j
+
µ1

ε
‖∇v1

j‖20,P 1
j

≤ εµ1‖∇u1
h‖20,P 1

j
+ γ
(

1 +
µ1

µ2

)(Cα2
1

ε
‖JuhK

Γj · τ‖20,Γj
+
Cα2

2

ε
‖JuhK

Γj · n‖20,Γj

)
.

Similarly we have

(λ1∇ · u1
h,∇ · v1

j )P 1
j ∩Ω1

≤ ελ1‖∇ · u1
h‖20,P 1

j ∩Ω1
+
(

1 +
µ1

µ2

)λ1

µ1

(Cα2
1

2ε
‖JuhK

Γj · τ‖20,Γj
+
Cα2

2

2ε
‖JuhK

Γj · n‖20,Γj

)
.

Using the Cauchy-Schwarz inequality, (3.19) and (5.19) we have

〈{2µε(uh) · n},v1
j 〉Γj ≤ εω1µ1‖∇u1

h‖20,P 1
j

+ εω2µ2‖∇u2
h‖20,P 2

j

+
Cα2

1

ε
γ‖JuhK

Γj · τ‖20,Γj
+
Cα2

2

ε
γ‖JuhK

Γj · n‖20,Γj
.

Similarly we have

〈{λ∇ · uh},v1
j · n〉Γj ≤ εω1λ1‖∇u1

h‖20,P 1
j

+ εω2λ2
λ2µ1

µ2λ1
‖∇u2

h‖20,P 2
j

+
Cα2

1

2ε
γ
λ1

µ1
‖JuhK

Γj · τ‖20,Γj
+
Cα2

2

2ε
γ
λ1

µ1
‖JuhK

Γj · n‖20,Γj
.

Using Lemmas 5.3.1, 5.3.2 and collecting all the terms we get

Ah(uh,vh) ≥
2∑
i=1

[
2Cµi‖∇uih‖20,Ω∗i + λi‖∇ · uih‖20,Ωi

]
−

Np∑
j=1

[
εµ1‖∇u1

h‖20,P 1
j

+ ελ1‖∇ · u1
h‖20,P 1

j ∩Ω1

]
− εω1(4µ1 + 3λ1)

Np∑
j=1

‖∇u1
h‖20,P 1

j

− εω2

(
4µ2 + λ2

(
2
λ1µ2

µ1λ2
+
λ2µ1

λ1µ2

)) Np∑
j=1

‖∇u2
h‖20,P 2

j

+ α1

(
1− Cα1

ε

(5

2
+

3λ1

2µ1
+
(

1 +
λ1

2µ1

)µ1

µ2

))
γ

Np∑
j=1

‖JuhK
Γj · τ‖20,Γj

+ α2

(
2 +

λ1

µ1
− Cα2

ε

(7

2
+

3λ1

2µ1
+
(

1 +
λ1

2µ1

)µ1

µ2

))
γ

Np∑
j=1

‖JuhK
Γj · n‖20,Γj

.
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Let us define the constants

Ca = 2Cµ1 − ε(µ1 + ω1(4µ1 + 3λ1)),

Cb = 2Cµ2 − εω2

(
4µ2 + λ2

(
2
λ1µ2

µ1λ2
+
λ2µ1

λ1µ2

))
,

Cc = α1

(
1− Cα1

ε

(5

2
+

3λ1

2µ1
+
(

1 +
λ1

2µ1

)µ1

µ2

))
,

Cd = α2

(
2 +

λ1

µ1
− Cα2

ε

(7

2
+

3λ1

2µ1
+
(

1 +
λ1

2µ1

)µ1

µ2

))
.

Using (5.10) and (5.9) we obtain

Ah(uh,vh) ≥ (Ca − C(Cc + Cd)ω1µ1)(‖∇u1
h‖20,Ω1

+ J1
h(u1

h,u
1
h)) + λ1(1− ε)‖∇ · u1

h‖20,Ω1

+ (Cb − C(Cc + Cd)ω2µ2)(‖∇u2
h‖20,Ω2

+ J2
h(u2

h,u
2
h)) + λ2‖∇ · u2

h‖20,Ω2

+
Ccγ

2

Np∑
j=1

‖JuhK · τ‖20,Γj
+
Cdγ

2

Np∑
j=1

‖JuhK · n‖20,Γj
.

Following the proof of Lemma 4.3.3 with h1 = h2 = h, the parameters ε, α1 and α2 can
be chosen in such a way that all the terms of this expression are positive.

Theorem 5.3.1. There exists a positive constant β such that for all functions uh ∈W k
h

and for h < h0, the following inequality holds

β|||uh||| ≤ sup
vh∈Wk

h

Ah(uh,vh) + Jh(uh,vh)

|||vh|||
.

Proof. The proof is obtained by using similar arguments as in the proofs of Theorems
4.3.1 and 5.2.1.

5.3.2 A priori error estimate

Lemma 5.3.4. If u ∈ [H2
∂(Ω1)]2× [H2

∂(Ω2)]2 is the solution of (5.16) and uh ∈W k
h the

solution of (5.17) the following property holds

Ah(u− uh,vh)− J(uh,vh) = 0, ∀vh ∈W k
h .

Proof. The proof is done using similar arguments as for Lemma 4.3.4 and using that
Ah(uh,vh) + Jh(uh,vh) = Lh(vh),∀vh ∈W k

h .

Lemma 5.3.5. Let w ∈ [H2
∂(Ω1)]2 × [H2

∂(Ω2)]2 + W k
h and vh ∈ W k

h , there exists a
positive constant M such that

Ah(w,vh) ≤M‖w‖∗|||vh|||.
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Proof. The proof follows the same arguments as the proof of Lemma 4.3.5 with h1 =

h2 = h and (5.9) to handle the terms over Ω∗1 and Ω∗2.

Theorem 5.3.2. If u ∈ [Hk+1
∂ (Ω1)]2 × [Hk+1

∂ (Ω2)]2 is the solution of (5.16) and uh ∈
W k
h the solution of (5.17) then there holds

|||u− uh||| . inf
wh∈Wk

h

‖u−wh‖∗.

Proof. Same as Theorem 3.3.2 using Lemma 5.3.4, Theorem 5.3.1 and Lemma 5.3.5.

Corollary 5.3.1. If u ∈ [Hk+1
∂ (Ω1)]2 × [Hk+1

∂ (Ω2)]2 is the solution of (5.16) and uh ∈
W k
h the solution of (5.17), then there holds

|||u− uh||| ≤ Cµλhk|u|k+1,Ω,

where Cµλ is a positive constant that depends on µ, λ and the mesh geometry.

Proof. Combining arguments from the proofs of corollaries 3.3.1, 4.3.1 and using (5.1),
(5.3) we obtain the estimate

‖u− Ihu‖∗ . (µ
1
2
1 + λ

1
2
1 )hk|u1|k+1,Ω1 + (µ

1
2
2 + λ

1
2
2 )hk|u2|k+1,Ω2 . (5.20)

Then we use Theorem 5.3.2 with wh = Ihu to conclude.

Proposition 5.3.1. Let u ∈ [Hk+1
∂ (Ω1)]2 × [Hk+1

∂ (Ω2)]2 be the solution of (5.16) and
uh the solution of (5.17), then

‖u− uh‖0,Ω ≤ C ′µλhk+ 1
2 |u|k+1,Ω,

where C ′µλ is a positive constant that depends on µ, λ and the mesh geometry.

Proof. Let z satisfy the adjoint problem

−2µi∇ · ε(zi)− λi∇(∇ · zi) = ui − uih in Ωi , i = 1, 2,

zi = 0 on ∂Ω ∩ Ωi , i = 1, 2,

JzK = 0 on Γ,

Jσ(z) · nK = 0 on Γ,

We assume the following elliptic regularity [85] for this problem

µ1‖z1‖2,Ω1 + µ2‖z2‖2,Ω2 . ‖u− uh‖0,Ω. (5.21)

Similarly as in the proof of Proposition 4.3.1, the L2-error can be written as

‖u− uh‖20,Ω = Ah(u− uh, z)− 2〈{2µε(z) · n}, Ju− uhK〉Γ
− 2〈{λ∇ · z}, J(u− uh) · nK〉Γ.
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The orthogonality relation of Lemma 5.3.4 gives

Ah(u− uh, z) = Ah(u− uh, z − Ihz) + Jh(uh, Ihz).

Similarly as in the proof of Proposition 5.2.1

Jh(uh, Ihz) . ‖u− Ihu‖∗h(µ
1
2
1 |z

1|2,Ω1 + µ
1
2
2 |z

2|2,Ω2).

Using Jz − IhzK|Γ ≡ 0 we deduce that

Ah(u− uh, z − i1SZz)

=

2∑
i=1

[
(2µiε(u

i − uih), ε(zi − i1SZzi))Ωi + (λi∇ · (ui − uih),∇ · (zi − i1SZzi))Ωi

]
+ 〈2{µε(z − i1SZz) · n}, Ju− uhK〉Γ + 〈{λ∇ · (z − i1SZz}, Ju− uhK · n〉Γ

. ((1 + ω1)
1
2 (µ

1
2
1 + λ

1
2
1 )h|z1|2,Ω1

+ (1 + ω2)
1
2 (µ

1
2
2 + λ

1
2
2 )h|z2|2,Ω2)(1 + λ

1
2
1 µ
− 1

2
1 + λ

1
2
2 µ
− 1

2
2 )|||u− uh|||.

The global trace inequalities ‖ε(zi) ·n‖0,Γ . ‖zi‖2,Ωi and ‖∇ · zi‖0,Γ . ‖zi‖2,Ωi , lead to

|〈2{µε(z) · n}, Ju− uhK〉Γ|+ |〈{λ∇ · z}, Ju− uhK · n〉Γ|

. h
1
2 (ω

1
2
1 (µ

1
2
1 + λ

1
2
1 )‖z1‖2,Ω1

+ ω
1
2
2 (µ

1
2
2 + λ

1
2
2 )‖z2‖2,Ω2)(1 + λ

1
2
1 µ
− 1

2
1 + λ

1
2
2 µ
− 1

2
2 )|||u− uh|||.

Collecting the estimates and applying Corollary 5.3.1 and (5.20) the proof follows by
using the regularity estimates (5.21).

Remark 5.3.1. The order of the constants Cµλ and C ′µλ are the same as in the previous
chapter for the fitted domain decomposition case.

5.4 Incompressible elasticity

The incompressible elasticity problem with discontinuous parameters considered is ex-
pressed as

−∇ · σ(ui, pi) = f in Ωi , i = 1, 2,

−∇ · ui = 0 in Ωi , i = 1, 2,

ui = 0 on ∂Ω ∩ Ωi , i = 1, 2,

JuK = 0 on Γ,

Jσ(u, p) · nK = 0 on Γ,

(5.22)
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with f ∈ [L2(Ω)]2 and
∫

Ωi
pi dx = 0 for i = 1, 2, the stress tensor is expressed as

σ(u, p) = 2µε(u)− pI2×2.

In a subdomain Ωi the viscosity is denoted as µi (and µ1 ≤ µ2). The finite element
formulation of this problem is obtained similarly as in Section 4.4.1: find uh ∈ W k

h and
ph ∈ Qkh such that

Ah[(uh, ph), (vh, qh)] + Jh[(uh, ph), (vh, qh)] = Lh(vh, qh) ∀vh ∈W k
h ×Qkh, (5.23)

with Qkh = Qk1 ×Qk2 such that

Qki = {qh ∈ Q∗i : qh|K ∈ Pk(K) ∀K ∈ Th}, k ≥ 1,

and Q∗i = {q ∈ L2(Ω∗i ),
∫

Ωi
q dx = 0}. The linear forms Ah and Lh are expressed as

Ah[(uh, ph), (vh, qh)] = a[(uh, ph), (vh, qh)]− b(uh,vh, ph) + b(vh,uh, qh)

+ Sh(uh, ph, qh),

Lh(vh) =
2∑
i=1

(f ,vi)Ωi + Λh(f , qh).

The bilinear forms a, b are such that

a[(uh, ph), (vh, qh)] =
2∑
i=1

[
(2µiε(u

i
h), ε(vih))Ωi − (pih,∇ · vih)Ωi + (∇ · uih, qih)Ωi

]
,

b(uh,vh, ph) = 〈2µ1ε(u
1
h) · n, JvhK〉Γ − 〈p1

h, Jvh · nK〉Γ.

As we work with equal order interpolation we stabilise the problem with Sh and Λh

Sh(uh, ph, qh) =
2∑
i=1

γ

µi

∑
K∈Ω∗i

∫
K
h2(−2µi∇ · ε(uih) +∇pih)∇qih dx,

Λh(f , qh) =
2∑
i=1

γ

µi

∑
K∈Ω∗i

∫
K
h2f∇qih dx.

The ghost penalty term Jh is defined such that Jh[(uh, ph), (vh, qh)] = Jh(uh,vh) +

Ih(ph, qh) with Jh(uh,vh) = J1
h(u1

h,v
1
h) + J2

h(u2
h,v

2
h) and Ih(ph, qh) = I1

h(p1
h, q

1
h) +
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I2
h(p2

h, q
2
h) and

J ih(uih,v
i
h) = γgµi

∑
F∈Fi

G

k∑
l=1

h2l−1〈JDl
nF
uihKF , JD

l
nF
vihKF 〉F ,

Iih(pih, q
i
h) =

γg
µi

∑
F∈Fi

G

p∑
l=1

h2l+1〈JDl
nF
pihKF , JD

l
nF
qihKF 〉F .

Note that as in Section 4.4 the weights are considered as

ω1 = 1, ω2 = 0. (5.24)

The following estimate is proven in [89]

µ−1
i h2‖∇qih‖20,Ω∗i . h2µ−1

i ‖∇q
i
h‖20,Ωi

+ Iih(qih, q
i
h) . µ−1

i h2‖∇qih‖20,Ω∗i . (5.25)

5.4.1 Inf-sup stability

Let the norm

|||(w, %)|||2 =
2∑
i=1

(µi‖∇wi‖20,Ωi
+ h2µ−1

i ‖∇%
i‖20,Ωi

) + µ1h
−1‖JwK‖20,Γ + Jh[(w, %), (w, %)].

Lemma 5.4.1. For uh,vh ∈W k
h with vh = uh+

∑Np

j=1(v1
j , 0), v1

j defined by (5.18), and
qh = ph, there exist a positive constant β0 such that the following inequality holds

β0|||(uh, ph)|||2 ≤ Ah[(uh, ph), (vh, qh)] + Jh[(uh, ph), (vh, qh)].

Proof. Applying the definition of vh we obtain

(Ah + Jh)[(uh, ph), (vh, qh)] = (Ah + Jh)[(uh, ph), (uh, ph)]

+

Np∑
j=1

[
Ah[(uh, ph), (v1

j , 0)] + Jh[(uh, ph), (v1
j , 0)]

]
with

Ah[(uh, ph), (v1
j , 0)] = (2µiε(u

1
h), ε(v1

j ))P 1
j ∩Ω1

+ (∇p1
h,v

1
j )P 1

j ∩Ω1

− 〈2µ1ε(u
1
h) · n,v1

j 〉Γj + 〈2µ1ε(v
1
j ) · n, JuhK〉Γj .

Combining the proofs of Lemma 4.3.3 and Theorem 3.3.1 we obtain the following bounds

(Ah + Jh)[(uh, ph), (uh, ph)] ≥
2∑
i=1

[
2C(1− ε′)µi‖∇uih‖20,Ω∗i +

γ

µ i

(
1− Cγ

4ε′

)
h2‖∇pih‖20,Ω∗i

]
,
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(∇p1
h,v

1
j )P 1

j
≤ ε

µ1
h2‖∇p1

h‖20,P 1
j

+ µ1h
−1
(Cα2

1

2ε
‖JuhK

Γj · τ‖20,Γj
+
Cα2

2

2ε
‖JuhK

Γj · n‖20,Γj

)
,

(2µ1ε(u
1
h), ε(v1

j ))0,P 1
j ∩Ω1

+ Jh(uh,vj)

≤ εµ1‖∇u1
h‖20,P 1

j
+ µ1h

−1
(Cα2

1

ε
‖JuhK

Γj · τ‖20,Γj
+
Cα2

2

ε
‖JuhK

Γj · n‖20,Γj

)
,

〈2µ1ε(u
1
h) · n,v1

j 〉Γj ≤ εµ1‖∇u1
h‖20,P 1

j

+ µ1h
−1
(Cα2

1

ε
‖JuhK

Γj · τ‖20,Γj
+
Cα2

2

ε
‖JuhK

Γj · n‖20,Γj

)
.

From Lemma 5.3.2 considering the new weights (5.24) and using the assumption µ2 ≥ µ1

〈2ω1µ1ε(v
1
j ) · n, JuhK〉Γj ≥ α2

(
1− 3Cα2

4ε

)
µ1h

−1‖JuhK
Γj · n‖20,Γj

+ α1

(1

2
− Cα1

4ε

)
µ1h

−1‖JuhK
Γj · τ‖20,Γj

− 3εµ1‖∇u1
h‖20,P 1

j
.

Collecting all the terms, using (5.10), (5.25) and (5.9) we get

Ah[(uh, ph), (vh, qh)] ≥ (Ca − C(Ce + Cf ))(µ1‖∇u1
h‖20,Ω1

+ J1
h(u1

h,u
1
h))

+ Cbh
2(µ−1

1 ‖∇p
1
h‖20,Ω1

+ I1
h(p1

h, p
1
h))

+ (Cc +
µ1

µ2
C(Ce + Cf ))(µ2‖∇u2

h‖20,Ω2
+ J2

h(u2
h,u

2
h))

+ Cdh
2(µ−1

2 ‖∇p
2
h‖20,Ω2

+ I2
h(p2

h, p
2
h))

+
Ce
2

Np∑
j=1

µ1h
−1‖JuhK · τ‖20,Γj

+
Cf
2

Np∑
j=1

µ1h
−1‖JuhK · n‖20,Γj

,

with the constants
Ca = 2C(1− ε′)− 5ε,

Cb = γ
(

1− Cγ

4ε′
− ε

γ

)
,

Cc = 2C(1− ε′),

Cd = γ
(

1− Cγ

4ε′

)
,

Ce = α1

(1

2
− 11Cα1

4ε

)
,

Cf = α2

(
1− 13Cα2

4ε

)
.

Following the proof of Lemma 4.3.3 with h1 = h2 = h, the parameters ε, α1 and α2 can
be chosen in such a way that all the terms of this expression are positive.

Theorem 5.4.1. There exists a positive constant β such that for all functions (uh, ph) ∈
W k
h ×Qkh, the following inequality holds

β|||(uh, ph)||| ≤ sup
(vh,qh)∈Wk

h×Q
k
h

Ah[(uh, ph), (vh, qh)] + Jh[(uh, ph), (vh, qh)]

|||(vh, qh)|||
.
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Proof. Using the definitions of vh and qh from in the previous proof we have

|||(vh, qh)|||2 . |||(uh, ph)|||2 +

Np∑
j=1

|||(v1
j , 0)|||2,

with
|||(v1

j , 0)|||2 = µ1‖∇v1
j‖20,P 1

j ∩Ω1
+ µ1h

−1‖v1
j‖20,Γj

+ Jh(vj ,vj)

we get |||(vh, qh)||| . |||(uh, ph)||| using similar arguments as in the proof of Theorem
5.3.1.

5.4.2 A priori error estimate

Lemma 5.4.2. If (u, p) ∈ ([H2
∂(Ω1)]2 × [H2

∂(Ω2)]2) × H1(Ω) is the solution of (5.22)
and (uh, ph) ∈W k

h ×Qph the solution of (5.23) the following property holds

Ah[(u− uh, p− ph), (vh, qh)]− Jh[(uh, ph), (vh, qh)] = 0, ∀(vh, qh) ∈W k
h ×Qkh.

Proof. The proof is done using similar arguments as for Lemma 4.4.2 and using that
Ah[(uh, ph), (vh, qh)] + Jh[(uh, ph), (vh, qh)] = Lh(vh),∀vh ∈W k

h .

Similarly as in Section 4.4.3 we introduce an interpolant such that Iϑv = (I1
hv

1, I2
ϑv

2)

and I2
ϑv

2 = I2
hv

2 +
∑Np

j=1 ϑjχ
2
j , with ϑj ∈ R and χ2

j = (χ2
j , χ

2
j )
T ∈ W 1

2 such that for
each node xi ∈ Th we have

χ2
j (xi) =

{
0 for xi /∈ I2

j

1 for xi ∈ I2
j ,

(5.26)

ϑj is chosen such that ∫
Γj

(u2 − I2
ϑu

2) · n ds = 0, (5.27)

for j = 1, . . . , Np. Then we can write

ϑj =

∫
Γj

(u2 − I2
hu

2) · n ds∫
Γj
χ2
j · n ds

.

We note that h . |
∫

Γj
χ2
j ds|, then using the trace inequality (3.1) and the approximation

property (5.3), we obtain
∑Np

j=1 |ϑj |2 . h2k|u2|2k+1,Ω2
where we used similar arguments

as in (4.27). Then we deduce

‖u2 − I2
ϑu

2‖0,Ω2+h‖∇(u2 − I2
ϑu

2)‖0,Ω2

+ h2
( ∑
K∈Th

‖D2(u2 − I2
ϑu

2)‖20,K
) 1

2
. hk+1|u2|k+1,Ω2 ,

(5.28)

where we used the same arguments as in Section 4.4.3.
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Theorem 5.4.2. If (u, p) ∈ ([Hk+1
∂ (Ω1)]2 × [Hk+1

∂ (Ω2)]2) × Hk(Ω) is the solution of
(5.22) and (uh, ph) ∈W k

h ×Qkh the solution of (5.23), then there holds

|||(u− uh, p− ph)||| ≤ hk(Cuµ|u|k+1,Ω + Cpµ|p|k,Ω),

where Cuµ and Cpµ are positive constants that depends on µ and the mesh geometry.

Proof. Let Iϑ, and Ih be the interpolation operators as defined previously in this chapter,
the triangle inequality provides

|||(u− uh, p− ph)||| ≤ |||(u− Iϑu, p− Ihp)|||+ |||(Iϑu− uh, Ihp− ph)|||.

Using Theorem 5.4.1 and Lemma 5.4.2 we obtain

|||(uh − Iϑu, ph − Ihp)|||

≤ sup
(vh,qh)∈Wk

h×Q
k
h

Ah[(u− Iϑu, p− Ihp), (vh, qh)]− Jh[(Iϑu, Ihp), (vh, qh)]

|||(vh, qh)|||
.

(5.29)
Using similar arguments as in the proof of Theorem 4.4.2, with the approximations
properties (5.3), (5.28) we obtain

Ah[(u− Iϑu, p− Ihp), (vh, qh)] . |||(vh, qh)|||hk
2∑
i=1

(µ
1
2
i |u

i|k+1,Ωi
+ µ

− 1
2

i |p
i|k,Ωi

).

Using arguments from Theorem 3.4.2 and Corollary 3.4.1 we have

Jh[(Iϑu, Ihp), (vh, qh)] . |||(vh, qh)|||hk
2∑
i=1

(µ
1
2
i |u

i|k+1,Ωi
+ µ

− 1
2

i |p
i|k,Ωi

).

Using these two results we obtain

|||(Iϑu−uh, Ihp− ph)||| . hk(µ
1
2
1 |u

1|k+1,Ω1 + µ
− 1

2
1 |p

1|k,Ω1 + µ
1
2
2 |u

2|k+1,Ω2 + µ
− 1

2
2 |p

2|k,Ω2).

Combining arguments from the proofs of corollaries 5.2.1 and 3.4.1 we obtain

|||(u− Iϑu, p− Ihp)||| . hk(µ
1
2
1 |u

1|k+1,Ω1 + µ
− 1

2
1 |p

1|k,Ω1 + µ
1
2
2 |u

2|k+1,Ω2 + µ
− 1

2
2 |p

2|k,Ω2).

Remark 5.4.1. The order of the constants Cuµ and C ′pµ are the same as in the previous
chapter for the fitted domain decomposition case.
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5.5 Numerical results

In this section we verify numerically the results that has been proven theoretically in
this chapter. The computations are done using the package FEniCS [88] together with
the library CutFEM [28]. The computational domain considered is the unit square
Ω = [0, 1]× [0, 1], the subdomain Ω1 is defined as

Ω1 = {(x, y) ∈ Ω| |(0.5, 0.5)− (x, y)| ≤ 0.3} ,

and Ω2 = Ω\Ω1. For each configuration we test the precision of the penalty-free Nitsche’s
method for unfitted domain decomposition. For each case we consider a manufactured
solution to perform the computations, we consider piecewise affine approximations.

5.5.1 Poisson problem

For this problem the manufactured solution is considered as

u = [(x− 0.5)2 + (y − 0.5)2]2.

The L2 and H1-errors are investigated, we set µ1 = 1 and we consider a range of
values for µ2. Figure 5.4 shows that the slope of the L2-error corresponds to the theory
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Figure 5.4: Poisson problem, P1, µ1 = 1.

(Proposition 5.2.1) for the cases µ1 6= µ2 as we observe a rate of convergence of order
O(h1.5). For µ1 = µ2 a super convergence of order O(h0.5) is observed. The H1-error
shows optimal convergence, no difference is observed as µ2 becomes bigger.
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5.5.2 Compressible elasticity

For this problem the manufactured solution is considered as

u =

(
(x5 − x4)(y3 − y2)

(x4 − x3)(y6 − y5)

)
.

The L2 and H1-errors are investigated, we set µ1 = λ1 = 1 and we consider ranges
of values for µ2 and λ2. Figure 5.5 shows that the L2-error converges with a rate
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Figure 5.5: Compressible elasticity, L2-error, P1, µ1 = λ1 = 1.

slightly larger than O(h1.5). The parameter µ2 has a very small influence on the rate
of convergence whereas if λ2 is too large we observe locking. Figure 5.6 shows that the
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Figure 5.6: Compressible elasticity, H1-error, P1, µ1 = λ1 = 1.

H1-error converges optimally. The parameter µ2 has a negligible influence on the rate
of convergence, as for the L2-error, for λ2 too large locking is observed.
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5.5.3 Incompressible elasticity

For this problem the manufactured solution is considered as

u =

(
sin(πx)cos(πy)

−cos(πx)sin(πy)

)
, p = πcos(πx)sin(πy).

The H1-error of u and the L2-error of p are investigated, we set µ1 = 1 and we consider
a range of values for µ2. Figure 5.7 shows optimal convergence for the H1-error of u.
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Figure 5.7: Incompressible elasticity, P1, µ1 = 1.

The slopes of convergence observed for the L2-error of p is of order O(h1.5), the error is
multiplied by a factor √µ2 as µ2 becomes bigger.





Chapter 6

Fluid-structure interaction

In this chapter we propose a Nitsche based implicit time dependent scheme for fluid
structure interaction. The penalty-free Nitsche’s method is used at the interface to
implement the coupling between the solid domain and the fluid domain. As done for
incompressible elasticity in Chapters 4 and 5 we consider a master/slave configuration.
The fluid domain is considered as the master and the solid domain the slave, as a
consequence the Nitsche mortaring is taken only from the fluid side.

6.1 Linear model problem

The physical domain consists of Ω = Ωf ∪ Ωs ∪ Σ ∈ R2, Ωf and Ωs are respectively
the fluid and solid subdomains and Σ = Ωf ∩ Ωs ∈ R is the interface between the fluid
and the solid considered as plane. Let ∂Ωf and ∂Ωs be the boundaries of the domains
Ωf and Ωs then Γf = ∂Ωf\Σ and Γs = ∂Ωs\Σ. The exterior unit normal to ∂Ωf

and ∂Ωs are denoted n and ns. The fluid is described by the Stokes equations in the
polyhedral domain Ωf ∈ R2. The solid is described by the elastodynamics equations in
the polyhedral domain Ωs ∈ R2. Figure 6.1 shows an example of configuration. The

Σ

Ωf

Ωs

Figure 6.1: Example of computational domain Ω = Ωf ∪ Ωs ∪ Σ.

coupled problem is considered as follows: find the fluid velocity u : Ωf × R+ → R2 and
the fluid pressure p : Ωf × R+ → R, the solid displacement d : Ωs × R+ → R2 and the
solid velocity

.
d : Ωs × R+ → R2 such that

ρf∂tu−∇ · σ(u, p) = 0 in Ωf ,

∇ · u = 0 in Ωf ,

u = 0 on Γf ,

(6.1)
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.
d = ∂td in Ωs

ρs∂t
.
d−∇ · σs(d) = 0 in Ωs,

d = 0 on Γs,

(6.2)

{
σ(u, p) · n = −σs(d) · ns on Σ,

u =
.
d on Σ.

(6.3)

Where ρf and ρs denote the fluid and solid densities. The fluid and solid stress tensors
are respectively defined as

σ(u, p) = 2µε(u)− pI2×2, σs(d) = 2L1ε(d) + L2(∇ · d)I2×2,

where µ denotes the dynamic viscosity of the fluid and L1, L2 the Lamé coefficients of
the solid, we assume L1 & L2 to avoid locking. We set the following initial conditions
u(0) = u0, d(0) = d0 and

.
d(0) =

.
d0.

6.2 Spatial semi-discrete formulation

Let {Th}h be a family of quasi-uniform and shape regular triangulations fitted to Ω, with
mesh parameter h = maxK∈ThhK . We define K as a generic triangle in a triangulation
Th and hK = diam(K) the diameter ofK. The set Fh denotes the faces of a triangulation
Th and nF is the unit normal to the face F with fixed but arbitrary orientation. JwKF =

w+
F − w−F , with w±F = lims→0+w(x ∓ snF ), is the jump of w across the face F . A

triangulation Th covers Ωf and Ωs and is fitted to the Dirichlet boundaries Γf and Γs.
In the upcoming analysis the interface Σ between the fluid and the solid is fitted to the
mesh i.e. the plane interface Σ coincides exactly with faces of the triangulation Th. We
introduce the following spaces of admissible displacements for the solid problem (6.2)

W s = [H1
Γs

(Ωs)]
2,

with H1
Γs

(Ωs) = {w ∈ H1(Ωs) : w|Γs = 0}. For the fluid problem (6.1), the velocity
and pressure spaces are defined as

W f = [H1
Γf

(Ωf )]2, Qf = L2(Ωf ),

with H1
Γf

(Ωs) = {v ∈ H1(Ωf ) : v|Γf
= 0}. We introduce the corresponding spaces of

continuous piecewise affine functions,

W s
h = {wh ∈W s : wh|K ∈ [P1(K)]2 ∀K ∈ Th},

W f
h = {vh ∈W f : vh|K ∈ [P1(K)]2 ∀K ∈ Th},

Qfh = {qh ∈ Qf : qh|K ∈ P1(K) ∀K ∈ Th}.
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Since the choice of velocity and pressure spaces does not satisfy the inf-sup condition, we
consider a pressure stabilisation. As we use piecewise affine approximations we consider
the following Brezzi-Pitkäranta pressure stabilisation [24]

Sh(ph, qh) = γp

∫
Ωf

h2

µ
∇ph∇qh dx. (6.4)

Alternatively the interior penalty stabilisation [35] could be used

S′h(ph, qh) = γp
∑
F∈Ff

h

∫
F

h3

µ
J∇ph · nF KF J∇qh · nF KF ds, (6.5)

with Ffh = {F ∈ Fh | F ∩ Ω̊f 6= ∅}. The spatial semi-discrete formulation of the system
(6.1)-(6.3) is considered such that: for t > 0, find

(uh(t), ph(t),dh(t),
.
dh(t)) ∈W f

h ×Q
f
h ×W

s
h ×W s

h ,

such that
.
dh(t) = ∂tdh(t) and{

ρf (∂tuh,vh)Ωf
+A((uh, ph), (vh, qh)) + ρs(∂t

.
dh,wh)Ωs + as(dh,wh)

− 〈σ(uh, ph) · n,vh −wh〉Σ + 〈uh −
.
dh,σ(vh, qh) · n〉Σ + Sh(ph, qh) = 0

(6.6)

for all (vh, qh,wh) ∈W f
h ×Q

f
h ×W

s
h . Where we have

A((uh, ph), (vh, qh)) = 2µ(ε(uh), ε(vh))Ωf
− (ph,∇ · vh)Ωf

+ (qh,∇ · uh)Ωf
,

as(dh,wh) = 2L1(ε(dh), ε(wh))Ωs + L2(∇ · dh,∇ ·wh)Ωs .

The elastic bilinear form as is associated with the elastic energy norm ‖w‖s = as(w,w)
1
2 .

Remark 6.2.1. The semi-discrete formulation (6.6) is penalty-free in the sense that the
coupling at the interface is done using the Nitsche term 〈uh−

.
dh,σ(vh, qh)·n〉Σ, therefore

no Nitsche penalisation in involved. The penalised version of this scheme is proposed in
[34] where an additional penalty term γµ

h 〈(uh −
.
dh), (vh −wh)〉Σ is considered.

6.3 Fully discrete scheme

In this section we introduce a fully discrete formulation of the spatial semi discrete
scheme introduced in the previous section. The spatial semi-discrete formulation (6.6)
is discretised in time using the first order backward difference. In what follows, τ > 0

denotes the time-step, at step n ∈ N we have tn = nτ and

∂τx
n =

xn − xn−1

τ
.
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Considering the semi-discrete scheme (6.6) and replacing the time derivatives ∂t by the
backward difference ∂τ , it yields to the following time-advancing formulation: for n ≥ 1,
find (unh(t), pnh(t),dnh(t),

.
dnh(t)) ∈W f

h ×Q
f
h ×W

s
h ×W s

h , such that
.
dnh = ∂τd

n
h and{

ρf (∂τu
n
h,vh)Ωf

+A((unh, p
n
h), (vh, qh)) + ρs(∂τ

.
dnh,wh)Ωs + as(dnh,wh)

− 〈σ(unh, p
n
h) · n,vh −wh〉Σ + 〈unh −

.
dnh,σ(vh, qh) · n〉Σ + Sh(pnh, q

n
h) = 0

(6.7)

for all (vh, qh,wh) ∈ W f
h × Q

f
h ×W

s
h . In order to study the consistency of the scheme

(6.7), we multiply (6.1) by vh, qh ∈W f
h ×Q

f
h and (6.2) by wh ∈W s

h , integrate by parts
both systems and use that σ(u, p) · n = −σs(d) · ns on Σ, then we obtain

ρf (∂tu,vh)Ωf
+A((u, p), (vh, qh)) + ρs(∂t

.
d,wh)Ωs + as(d,wh)

− 〈σ(u, p) · n,vh −wh〉Σ = 0.

Using the condition u =
.
d on Σ, for all (vh, qh,wh) ∈W f

h ×Q
f
h ×W

s
h we may write

ρf (∂tu,vh)Ωf
+A((u, p), (vh, qh)) + ρs(∂t

.
d,wh)Ωs + as(d,wh)

− 〈σ(u, p) · n,vh −wh〉Σ + 〈u−
.
d,σ(vh, qh) · n〉Σ = 0.

(6.8)
Subtracting (6.7) and (6.8) we get the following consistency relation.

Lemma 6.3.1. Let (u, p,d,
.
d) be the solution of (6.1), (6.2), (6.3) and (unh, p

n
h,d

n
h,

.
dnh)

the solution of (6.7), at time t = tn the following Galerkin orthogonality holds

ρf (∂τ (un − unh),vh)Ωf
+A((un − unh, ph − pnh), (vh, qh)) + ρs(∂τ (

.
dn −

.
dnh),wh)Ωs

+ as(dn − dnh,wh)− 〈σ(un − unh, pn − pnh) · n,vh −wh〉Σ
+ 〈(un − unh)− (

.
dn −

.
dnh),σ(vh, qh) · n〉Σ

= −ρf ((∂t − ∂τ )un,vh)Ωf
− ρs((∂t − ∂τ )

.
dn,wh)Ωs + Sh(pnh, qh)

for all (vh, qh,wh) ∈W f
h ×Q

f
h ×W

s
h .

6.4 Stability analysis

At time tn, we introduce the total discrete energy Enh and dissipation Dn
h such that

Enh = ρf‖unh‖20,Ωf
+ ρs‖

.
dnh‖20,Ωs

+ ‖dnh‖2s,

Dn
h = ρfτ

−1‖unh − un−1
h ‖20,Ωf

+ ρsτ
−1‖

.
dnh −

.
dn−1
h ‖20,Ωs

+ τ−1‖dnh − dn−1
h ‖2s

+ µ‖∇unh‖20,Ωf
+ µh−1‖(unh −

.
dnh) · n‖20,Σ + γph

2µ−1‖∇pnh‖20,Ωf
.

Remark 6.4.1. If Ωf and Ωs are meshed with two nonconforming triangulations the
interface term becomes µh−1‖(unh − I

.
dnh) · n‖20,Σ with I an interpolant.
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Theorem 6.4.1. Let {(unh, pnh,d
n
h,

.
dnh)}1≤n≤N be the solution of (6.7) at time tn and

(u0
h, p

0
h,d

0
h,

.
d0
h) the initial state, the following stability holds for N > 0

ENh + τ
N∑
n=1

Dn
h . E0

h.

Proof. Let us choose vh = τunh, qh = τpnh + κh and wh = τ
.
dnh, then (6.7) becomes

τρf (∂τu
n
h,u

n
h)Ωf

+ τ(2µε(unh), ε(unh))Ωf
+ τρs(∂τ

.
dnh,

.
dnh)Ωs + τas(dnh,

.
dnh)

+ τSh(pnh, p
n
h)− 〈(unh −

.
dnh) · n, κh〉Σ + (κh,∇ · unh)Ωf

+ Sh(pnh, κh) = 0.

Observe that

τρf (∂τu
n
h,u

n
h)Ωf

=
ρf
2

[
(unh − un−1

h ,unh)Ωf
+ (unh − un−1

h ,unh − un−1
h )Ωf

+ (unh − un−1
h ,un−1

h )Ωf

]
=
ρf
2

[
‖unh‖20,Ωf

− ‖un−1
h ‖20,Ωf

+ ‖unh − un−1
h ‖20,Ωf

]
,

similarly we have

τρs(∂τ
.
dnh,

.
dnh)Ωf

=
ρs
2

[
τ∂τ‖

.
dnh‖20,Ωs

+ ‖
.
dnh −

.
dn−1
h ‖20,Ωs

]
,

τas(dnh,
.
dnh) =

1

2
(τ∂τ‖dnh‖2s + ‖dnh − dn−1

h ‖2s).

Now we define the perturbation κh ∈ Qfh, let PΣ = {K ∈ Th | K ∩ Σ 6= ∅ and K ∈ Ωf},
and for any node xi ∈ Th we have χh ∈ Qfh such that

χh(xi) =

{
0 for xi ∈ Ω\Σ̊
1 for xi ∈ Σ̊,

then κh(xi) = ν(xi)χh(xi) with ν(xi) ∈ R such that κh|Σ = α τµh (
.
dnh − unh) · n. Using

this and the Korn’s inequality we obtain

ρf
2

(τ∂τ‖unh‖20,Ωf
+ ‖unh − un−1

h ‖20,Ωf
) +

ρs
2

(τ∂τ‖
.
dnh‖20,Ωs

+ ‖
.
dnh −

.
dn−1
h ‖20,Ωs

)

+ 2CKτµ‖∇unh‖20,Ωf
+

1

2
(τ∂τ‖dnh‖2s + ‖dnh − dn−1

h ‖2s) + τγph
2µ−1‖∇pnh‖20,Ωf

+ α
τµ

h
‖(unh −

.
dnh) · n‖20,Σ + (κh,∇ · unh)Ωf

+ Sh(pnh, κh) ≤ 0.

For piecewise affine approximations we have the estimate

‖κh‖0,PΣ
. ατµh−

1
2 ‖(unh −

.
dnh) · n‖0,Σ, (6.9)
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using this result, the Cauchy-Schwarz and the Young’s inequality we obtain

(κh,∇ · unh)Ωf
≤ ‖∇unh‖0,Ωf

‖κh‖0,PΣ
≤ ετµ‖∇unh‖20,Ωf

+ α2C
τµ

4εh
‖(unh −

.
dnh) · n‖20,Σ.

Using the inverse inequality of Lemma 2.0.2 and (6.9) we have

Sh(pnh, κh) ≤ Sh(pnh, p
n
h)

1
2Sh(κh, κh)

1
2

≤ ετγph2µ−1‖∇pnh‖20,Ωf
+ α2Cγp

τµ

4εh
‖(unh −

.
dnh) · n‖20,Σ.

Then we obtain

ρf
2

(τ∂τ‖unh‖20,Ωf
+ ‖unh − un−1

h ‖20,Ωf
) +

ρs
2

(τ∂τ‖
.
dnh‖20,Ωs

+ ‖
.
dnh −

.
dn−1
h ‖20,Ωs

)

+ τµ(2CK − ε)‖∇unh‖20,Ωf
+

1

2
(τ∂τ‖dnh‖2s + ‖dnh − dn−1

h ‖2s)

+ τ(1− ε)γph2µ−1‖∇pnh‖20,Ωf
+ α

(
1− αC(1 + γp)

4ε

)τµ
h
‖(unh −

.
dnh) · n‖20,Σ ≤ 0.

We choose ε and α such that all the terms are positive, then taking the sum from t1 to
tN we obtain

ρf‖uNh ‖20,Ωf
+ ρs‖

.
dNh ‖20,Ωs

+ ‖dNh ‖2s + τ
N∑
n=1

[ρf
τ
‖unh − un−1

h ‖20,Ωf
+
ρs
τ
‖
.
dnh −

.
dn−1
h ‖20,Ωs

+ 2µ(2CK − ε)‖∇unh‖20,Ωf
+

1

τ
‖dnh − dn−1

h ‖2s + 2(1− ε)γph2µ−1‖∇pnh‖20,Ωf

+ 2α
(

1− αC(1 + γp)

4ε

)µ
h
‖(unh −

.
dnh) · n‖20,Σ

]
≤ ρf‖u0

h‖20,Ωf
+ ρs‖

.
d0
h‖20,Ωs

+ ‖d0
h‖2s.

6.5 Convergence analysis

We introduce the following result from [76] (Lemma 5.1), this Lemma is a discrete version
of the well known Gronwall inequality.

Lemma 6.5.1. Let τ , B and an, bn, cn, ηn (for integers n ≥ 1) be nonnegative numbers
such that

aN + τ

N∑
n=1

bn ≤ τ
N∑
n=1

ηnan + τ

N∑
n=1

cn +B

for N ≥ 1. Suppose that τηn < 1 for all n ≥ 1. Then there holds

aN + τ

N∑
n=1

bn ≤ exp

(
τ

N∑
n=1

ηn
1− τηn

)(
τ

N∑
n=1

cn +B

)

for n ≥ 1.
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Similarly as in Chapter 2 and 4 we introduce a structure of patch at the interface Σ.
We split the set of elements PΣ into Nf

p smaller disjoint patches P fj with F fj = ∂P fj ∩Σ,
we consider that F fj has at least one inner node and

h . meas(F fj ) . h, h2 . meas(P fj ) . h2.

For any node xi ∈ Th we have

χfh(xi) =

{
0 for xi ∈ Ω\F̊ fj
1 for xi ∈ F̊ fj .

Let P sΣ = {K ∈ Th | K ∩ Σ 6= ∅ and K ∈ Ωs}, we define similarly the patches P sj by
splitting P sΣ into N s

p smaller disjoint patches with F sj = ∂P sj ∩ Σ such that

h . meas(F sj ) . h, h2 . meas(P sj ) . h2,

and we assume that F sj has at least one inner node. For any node xi ∈ Th we have

χsh(xi) =

{
0 for xi ∈ Ω\F̊ sj
1 for xi ∈ F̊ sj .

We introduce the following quantities relative to the errors of the fluid velocity and
pressure

θh = uh − Iαu,

θπ = u− Iαu,

yh = ph − Iβp,

yπ = p− Iβp.

The interpolants Iα and Iβ are such that

Iαu = iSZu+

Nf
p∑

j=1

αjφj , Iβp = iSZp+

Nf
p∑

j=1

βjψj ,

with iSZ the Scott-Zhang interpolant and φj = (χfj , χ
f
j )T , ψj = χfj , the scalars αj ∈ R

and βj ∈ R are chosen such that∫
F f
j

ε(u− Iαu) · n = 0,

∫
F f
j

(p− Iβp)I2×2 · n = 0,

as a consequence we have ∫
F f
j

σ(θπ, yπ) · n = 0. (6.10)
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We introduce the following quantities relative to the errors of the solid displacement and
velocity

ξh = dh − πshd,

ξπ = d− πshd,
.
ξh =

.
dh − Iγ

.
d,

.
ξπ =

.
d− Iγ

.
d,

where πsh denotes the elastic Ritz-projection of the solid [102, 31]. The interpolant Iγ is
defined as

Iγ
.
d = πsh

.
d+

Ns
p∑

j=1

γjϕj ,

with ϕj = (χsj , χ
s
j)
T and γj ∈ R chosen such that∫

F s
j

.
ξπ · n = 0. (6.11)

Note that
.
ξh 6= ∂τξh, therefore we define zh = πsh∂τd− Iγ

.
d, and we have

.
ξh = ∂τξh + zh. (6.12)

Lemma 6.5.2. Let u ∈ [H2(Ωf )]2, p ∈ H1(Ωf ), d ∈ [H2(Ωs)]
2 and

.
d ∈ [H2(Ωs)]

2 the
following approximation estimates holds

‖u− Iαu‖0,Ωf
+ h‖∇(u− Iαu)‖0,Ωf

. h2|u|2,Ωf
,

‖p− Iβp‖0,Ωf
+ h‖∇(p− Iβp)‖0,Ωf

. h|p|1,Ωf
,

‖d− πshd‖0,Ωs + h‖∇(d− πshd)‖0,Ωs . h2|d|2,Ωs ,

‖
.
d− Iγ

.
d‖0,Ωs + h‖∇(

.
d− Iγ

.
d)‖0,Ωs . h2|

.
d|2,Ωs .

Proof. The third estimate follows directly from the approximation property of the Ritz-
projection. Using the construction of Iα and Iβ we have

αj =

∫
F f
j
ε(u− iSZu) · n∫
F f
j
ε(φj) · n

, βj =

∫
F f
j

(p− iSZp)I2×2 · n∫
F f
j
ψjI2×2 · n

.

Since 1 . |
∫
F f
j
ε(φj) · n| and meas(F fj ) = O(h), using the standard approximation

property of the Scott-Zhang interpolant we have

Nf
p∑

j=1

|αj |2 .

Nf
p∑

j=1

∣∣∣ ∫
F f
j

ε(u− iSZu) · n
∣∣∣2 . h

Nf
p∑

j=1

‖∇(u− iSZu)‖2
0,F f

j

. h2|u|22,Ωf
.
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Also h . |
∫
F f
j
ψjI2×2 · n|, then we have

Nf
p∑

j=1

|βj |2 . h−2

Nf
p∑

j=1

∣∣∣ ∫
F f
j

(p− iSZp)I2×2 · n
∣∣∣2 . h−1

Nf
p∑

j=1

‖p− iSZp‖20,F f
j

. |p|21,Ωf
.

Then we obtain using the approximation property of the Scott-Zhang interpolant

‖u− Iαu‖0,Ωf
≤ ‖u− iSZu‖0,Ωf

+
( Nf

p∑
j=1

‖αjφj‖20,P f
j

) 1
2
. h2|u|2,Ωf

+
(
h2

Nf
p∑

j=1

|αj |2
) 1

2
,

‖p− Iβp‖0,Ωf
≤ ‖p− iSZp‖0,Ωf

+
( Nf

p∑
j=1

‖βjψj‖20,P f
j

) 1
2
. h|p|1,Ωf

+
(
h2

Nf
p∑

j=1

|βj |2
) 1

2
.

Using the construction of Iγ we have

γj =

∫
F s
j
(
.
d− πsh

.
d) · n∫

F s
j
ϕj · n

.

Since h . |
∫
F s
j
ϕj · n| and using the standard approximation property of the Ritz pro-

jection we have

Ns
p∑

j=1

|γj |2 . h−2

Ns
p∑

j=1

∣∣∣ ∫
F s
j

(
.
d− πsh

.
d) · n

∣∣∣2 . h−1

Ns
p∑

j=1

‖
.
d− πsh

.
d‖20,F s

j
. h2|

.
d|22,Ωs

. (6.13)

Then using once again the approximation property of the Ritz projection

‖
.
d− Iγ

.
d‖0,Ωs ≤ ‖

.
d− πsh

.
d‖0,Ωs +

( Ns
p∑

j=1

‖γjϕj‖20,P s
j

) 1
2
. h2|

.
d|2,Ωs +

(
h2

Ns
p∑

j=1

|γj |2
) 1

2
.

The estimates for ‖∇(u − Iαu)‖0,Ωf
, ‖∇(p − Iβp)‖0,Ωf

and ‖∇(
.
d − Iγ

.
d)‖0,Ωs follow

similarly using a discrete inverse inequality on P fj or P sj .

For further use we show the following stability of the interpolant Iβ using similar
arguments as in the previous proof and the stability of the Scott-Zhang interpolant

‖∇Iβp‖20,Ωf
. ‖∇iSZp‖20,Ωf

+

Nf
p∑

j=1

‖∇(βjψj)‖20,P f
j

. ‖∇p‖20,Ωf
. (6.14)

We define the two quantities

Enh = ρf‖θnh‖20,Ωf
+ ρs‖

.
ξnh‖20,Ωs

+ ‖ξnh‖2s,

Dnh = µ‖∇θnh‖20,Ωf
+ h2µ−1‖∇ynh‖20,Ωf

+ µh−1‖(θnh −
.
ξnh) · n‖20,Σ.
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We assume that the exact solution of (6.1)-(6.3) has the following regularity for a given
final time T ≥ 0

u ∈ [H1(0, T ;H2(Ωf ))]2,

∂ttu ∈ [L2(0, T ;L2(Ωf ))]2,

p ∈ C0(0, T ;H1(Ωf )),
.
d ∈ [H1(0, T ;H2(Ωs))]

2,

∂tt
.
d ∈ [L2(0, T ;L2(Ωs))]

2.

(6.15)

Theorem 6.5.1. Let (u, p,d,
.
d) be the solution of the coupled problem (6.1)-(6.3), let

{(unh, pnh,d
n
h,

.
dnh)}1≤n≤N be the solution of (6.7) at time tn with initialisation (u0

h,d
0
h,

.
d0
h) =

(Iαu0, πshd
0, Iγ

.
d0). Suppose that (u, p,d,

.
d) has the regularity (6.15), then the following

error estimate holds for N > 0

ENh +
N∑
n=1

Dnh . E0
h + c1τ

2 + c2h
2,

where c1, c2 denote positive constants that depends on the physical parameters and the
regularity of (u, p,d,

.
d) but are independent of h and τ .

Proof. Considering the Galerkin orthogonality of Lemma 6.3.1 and introducing the dis-
crete errors θnh, ynh , ξ

n
h and

.
ξnh

ρf (∂τθ
n
h,vh)Ωf

+A((θnh, y
n
h), (vh, qh)) + ρs(∂τ

.
ξnh,wh)Ωs + as(ξnh,wh)

− 〈σ(θnh, y
n
h) · n,vh −wh〉Σ + 〈θnh −

.
ξnh,σ(vh, qh) · n〉Σ + Sh(ynh , qh)

= ρf ((∂t − ∂τ )un,vh)Ωf
+ ρs((∂t − ∂τ )

.
dn,wh)Ωs + ρf (∂τθ

n
π,vh)Ωf

+A((θnπ, y
n
π), (vh, qh)) + ρs(∂τ

.
ξnπ,wh)Ωs + as(ξnπ,wh)− Sh(Iβpn, qh)

− 〈σ(θnπ, y
n
π) · n,vh −wh〉Σ + 〈θnπ −

.
ξnπ,σ(vh, qh) · n〉Σ.

We choose the test functions such that vh = τθnh, qh = τynh + ζh, wh = τ
.
ξnh, with

ζh|Σ = ς τµh (
.
ξnh − θnh) · n (ζh ∈ Qfh is constructed in the same way as κh in the proof

of Theorem 6.4.1). By definition of the Ritz-projection we have as(ξnπ,wh) = 0, then
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rearranging similarly as in the proof of Theorem 6.4.1 and using (6.12) we obtain

ρf
2

(τ∂τ‖θnh‖20,Ωf
+ ‖θnh − θn−1

h ‖20,Ωf
) + 2CKτµ‖∇θnh‖20,Ωf

+ τγph
2µ−1‖∇ynh‖20,Ωf

+
ρs
2

(τ∂τ‖
.
ξnh‖20,Ωs

+ ‖
.
ξnh −

.
ξn−1
h ‖20,Ωs

) +
1

2
(τ∂τ‖ξnh‖2s + ‖ξnh − ξn−1

h ‖2s)

+ ς
τµ

h
‖(θnh −

.
ξnh) · n‖20,Σ + (ζh,∇ · θnh)Ωf

+ Sh(ynh , ζh)

≤ ρfτ((∂t − ∂τ )un,θnh)Ωf
+ ρfτ(∂τθ

n
π,θ

n
h)Ωf︸ ︷︷ ︸

T1

+ρsτ(∂τ
.
ξnπ,

.
ξnh)Ωs + ρsτ((∂t − ∂τ )

.
dn,

.
ξnh)Ωs︸ ︷︷ ︸

T2

−τas(ξnh, znh)︸ ︷︷ ︸
T3

+τ〈θnπ −
.
ξnπ,σ(θnh, y

n
h) · n〉Σ + τA((θnπ, y

n
π), (θnh, y

n
h))︸ ︷︷ ︸

T4

+ς
τµ

h
〈(θnπ −

.
ξnπ) · n, (θnh −

.
ξnh) · n〉Σ︸ ︷︷ ︸

T5

+(ζh,∇ · θnπ)Ωf︸ ︷︷ ︸
T6

−τ〈σ(θnπ, y
n
π) · n,θnh −

.
ξnh〉Σ︸ ︷︷ ︸

T7

−τSh(Iβpn, ynh)︸ ︷︷ ︸
T8

−Sh(Iβpn, ζh)︸ ︷︷ ︸
T9

.

First we consider the last two terms of the left hand side. The terms (ζh,∇ · θnh)Ω and
Sh(ynh , ζh) are handled in the same way as in the proof of stability

(ζh,∇ · θnh)Ω ≤ ετµ‖∇θnh‖20,Ωf
+ ς2C

τµ

4εh
‖(
.
ξnh − θnh) · n‖20,Σ,

Sh(ynh , ζh) ≤ ετγph2µ−1‖∇ynh‖20,Ωf
+ ς2Cγp

τµ

4εh
‖(θnh −

.
ξnh) · n‖20,Σ.

In order to handle the term T1 we need the following result. Considering a second order
Taylor expansion and its remainder we see that

∂τu
n = τ−1(un − un−1) = ∂tu

n − 1

τ

∫ tn

tn−1

∂ttu(t)(t− (tn − τ))dt,

then using Cauchy-Schwarz inequality we get

(∂tu
n − ∂τun)2 ≤ 1

τ2

∫ tn

tn−1

(t− (tn − τ))2dt
∫ tn

tn−1

(∂ttu(t))2dt =
τ

3

∫ tn

tn−1

(∂ttu(t))2dt.

(6.16)
Using this result, a first order Taylor expansion, the Young’s inequality and Lemma 6.5.2
we get

T1 ≤ ρfτ(‖∂tun − ∂τun‖0,Ωf
+ ‖∂τθnπ‖0,Ωf

)‖θnh‖0,Ωf

≤ ρfT (τ‖∂tun − ∂τun‖20,Ωf
+ τ‖∂τθnπ‖20,Ωf

) +
ρfτ

2T
‖θnh‖20,Ωf

. ρfT (τ2‖∂ttu‖2L2(tn−1,tn;L2(Ωf )) + ‖∂tθπ‖2L2(tn−1,tn;L2(Ωf ))) +
ρfτ

2T
‖θnh‖20,Ωf

. ρfT (τ2‖∂ttu‖2L2(tn−1,tn;L2(Ωf )) + h2‖∂tu‖2L2(tn−1,tn;H1(Ωf ))) +
ρfτ

2T
‖θnh‖20,Ωf

.
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with ‖v‖2L2(tn−1,tn;L2(ω)) =
∫ tn
tn−1
‖v‖20,ωdt, ‖v‖2L2(tn−1,tn;Hs(ω)) =

∫ tn
tn−1
‖v‖2s,ωdt, and tN =

T the final time. Using similar arguments the term T2 can be bounded in the following
way

T2 ≤ ρsτ(‖∂t
.
dn − ∂τ

.
dn‖0,Ωs + ‖∂τ

.
ξnπ‖0,Ωs)‖

.
ξnh‖0,Ωs

≤ ρsT (τ‖∂t
.
dn − ∂τ

.
dn‖20,Ωs

+ τ‖∂τ
.
ξnπ‖20,Ωs

) +
τρs
2T
‖
.
ξnh‖20,Ωs

. ρsT (τ2‖∂tt
.
d‖2L2(tn−1,tn;L2(Ωs)) + ‖∂t

.
ξπ‖2L2(tn−1,tn;L2(Ωs))) +

τρs
2T
‖
.
ξnh‖20,Ωs

. ρsT (τ2‖∂tt
.
d‖2L2(tn−1,tn;L2(Ωs)) + h2‖∂t

.
d‖2L2(tn−1,tn;H1(Ωs))) +

τρs
2T
‖
.
ξnh‖20,Ωs

.

Using that as(ξnh, ξ
n
π) = 0, a triangle inequality, Lemma 6.5.2 and (6.16) we obtain

T3 = τas(ξnh, Iγ
.
dn − ∂τdn) ≤ τ‖ξnh‖s‖Iγ

.
dn − ∂τdn‖s

≤ τ‖ξnh‖s(L
1
2
1 + L

1
2
2 )‖∇(Iγ

.
dn − ∂τdn)‖0,Ωs

≤ τ‖ξnh‖s(L
1
2
1 + L

1
2
2 )(‖∇(Iγ

.
dn −

.
dn)‖0,Ωs + ‖∇(

.
dn − ∂τdn)‖0,Ωs)

≤ τ

2T
‖ξnh‖2s + τT (L1 + L2)(‖∇(Iγ

.
dn −

.
dn)‖20,Ωs

+ ‖∇(∂td
n − ∂τdn)‖20,Ωs

)

.
τ

2T
‖ξnh‖2s + T (L1 + L2)(τh2‖

.
dn‖22,Ωs

+ τ2‖∂t
.
d‖2L2(tn−1,tn;H1(Ωs))).

Using integration by parts, the term T4 can be written as

T4 = τ(2µε(θnπ), ε(θnh))Ωf
+ τ〈θnπ −

.
ξnπ, 2µε(θ

n
h) · n〉Σ︸ ︷︷ ︸

T41

−τ(ynπ ,∇ · θnh)Ωf︸ ︷︷ ︸
T42

−τ(∇ynh ,θnπ)Ωf︸ ︷︷ ︸
T43

+τ〈
.
ξnπ · n, ynh〉Σ︸ ︷︷ ︸

T44

,

using the trace and inverse inequalities and Lemma 6.5.2 we can write

T41 ≤ 2µτ(‖ε(θnπ)‖0,Ωf
‖ε(θnh)‖0,Ωf

+ ‖θnπ −
.
ξnπ‖0,Σ‖ε(θnh) · n‖0,Σ)

. 2µτ‖∇θnh‖0,Ωf
(‖∇θnπ‖0,Ωf

+ h−
1
2 (‖θnπ‖0,Σ + ‖

.
ξnπ‖0,Σ))

. 2Cεµτ‖∇θnh‖20,Ωf
+

2µ

ε
τh2‖un‖22,Ωf

+
µ

ε
τh2‖

.
dn‖22,Ωs

.

also using Lemma 6.5.2

T42 ≤ τ‖ynπ‖0,Ωf
‖∇ · θnh‖0,Ωf

≤ τ

4εµ
h2‖pn‖21,Ω + Cετµ‖∇θnh‖20,Ωf

,

T43 ≤ τ‖∇ynh‖0,Ωf
‖θnπ‖0,Ωf

≤ C ε

µ
τh2‖∇ynh‖20,Ωf

+
µ

4ε
τh2‖un‖22,Ωf

.
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Let ynh
F s
j is the average of ynh on the face F sj , then ‖ynh − ynh

F s
j ‖0,F s

j
. h‖∇ynh‖0,F s

j
, using

this property and (6.11) we can write

T44 =

Ns
p∑

j=1

τ〈
.
ξnπ · n, ynh − ynh

F s
j 〉F s

j
≤

Ns
p∑

j=1

τ‖
.
ξnπ · n‖0,F s

j
h‖∇ynh‖0,F s

j

≤ τh2‖
.
dn‖2,Ωs‖∇ynh‖0,Ωf

≤ µ

4ε
τh2‖

.
dn‖22,Ωs

+ C
ε

µ
τh2‖∇ynh‖20,Ωf

.

The term T5 is controlled using Lemma 6.5.2 such that

T5 ≤ ς
τµ

h
‖(θnπ −

.
ξnπ) · n‖0,Σ‖(θnh −

.
ξnh) · n‖0,Σ

≤ ετµh2(‖un‖22,Ωf
+ ‖

.
dn‖22,Ωs

) + ς2C
τµ

2εh
‖(θnh −

.
ξnh) · n‖20,Σ.

Using that ‖ζh‖0,PΣ
. h

1
2 ‖(θnh −

.
ξnh) · n‖0,Σ we have

T6 ≤ ς
τµ

h
‖ζh‖0,PΣ

‖∇θnπ‖0,Ωf

≤ ς2C
τµ

4εh
‖(θnh −

.
ξnh) · n‖20,Σ + ετµ‖∇θnπ‖20,Ωf

≤ ς2C
τµ

4εh
‖(θnh −

.
ξnh) · n‖20,Σ + ετµh2‖un‖22,Ωf

.

The term T7 can be expressed such that

T7 =−τ〈σ(θnπ, y
n
π) · n,θnh〉Σ︸ ︷︷ ︸

T71

+τ〈σ(θnπ, y
n
π) · n, ∂τξnh〉Σ︸ ︷︷ ︸
T72

−τ〈σ(θnπ, y
n
π) · n, πsh(

.
dn − ∂τdn)〉Σ︸ ︷︷ ︸

T73

−τ〈σ(θnπ, y
n
π) · n,

Ns
p∑

j=1

γjϕj〉Σ︸ ︷︷ ︸
T74

Let θnh
F f
j is the average of θnh on the interval F fj , then ‖θ

n
h − θnh

F f
j ‖

0,F f
j
. h‖∇θnh‖0,F f

j
,

using this property and (6.10) we get

T71 = −
Nf

p∑
j=1

τ〈σ(θnπ, y
n
π) · n,θnh − θnh

F f
j 〉
F f
j
≤

Nf
p∑

j=1

τ‖σ(θnπ, y
n
π) · n‖

0,F f
j
h‖∇θnh‖0,F f

j

≤ τ

2ε
h2(µ‖un‖22,Ωf

+ µ−1‖pn‖21,Ωf
) + Cετµ‖∇θnh‖20,Ωf

.

The term T72 is handled using a summation by parts

N∑
n=1

T72 = 〈σ(θNπ , y
N
π ) · n, ξNh 〉Σ − (σ〈θ1

π, y
1
π) · n, ξ0

h〉Σ −
N∑
n=2

τ〈∂τσ(θnπ, y
n
π) · n, ξn−1

h 〉Σ.
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Using (6.10) and the average on F fj once again and using Korn’s inequality we have

〈σ(θNπ , y
N
π ) · n, ξNh 〉Σ =

Nf
p∑

j=1

〈σ(θNπ , y
N
π ) · n, ξNh − ξNh

F f
j 〉
F f
j

. ‖σ(θNπ , y
N
π ) · n‖0,Σh‖∇ξNh ‖0,Σ

≤ 1

ε
h2(µ‖uN‖22,Ωf

+ µ−1‖pN‖21,Ωf
) + C

εµ

2L1
‖ξNh ‖2s,

similarly

〈σ(θ1
π, y

1
π) · n, ξ0

h〉Σ ≤
1

ε
h2(µ‖u1‖22,Ωf

+ µ−1‖p1‖21,Ωf
) + C

εµ

2L1
‖ξ0

h‖2s,

and by linearity of the operator ∂τ we obtain

τ〈∂τσ(θnπ, y
n
π) · n, ξn−1

h 〉Σ =

Nf
p∑

j=1

〈∂τσ(θnπ, y
n
π) · n, ξn−1

h − ξn−1
h

F f
j 〉
F f
j

. τ‖σ(∂τθ
n
π, ∂τy

n
π) · n‖0,Σh‖∇ξn−1

h ‖0,Σ

≤ Tτ

ε
h2(µ‖∂τun‖22,Ωf

+ µ−1‖∂τpn‖21,Ωf
) + C

ετµ

2TL1
‖ξn−1

h ‖2s.

Using the stability of the Ritz projection, a Taylor expansion and (6.10) one more time
we have

T73 = −
Nf

p∑
j=1

τ〈σ(θnπ, y
n
π) · n, πsh(

.
dn − ∂τdn)− πsh(

.
dn − ∂τdn)

F f
j 〉
F f
j

≤ τ‖σ(θnπ, y
n
π) · n‖0,Σh‖∇πsh(

.
dn − ∂τdn)‖0,Σ

.
τ

2T
h2(µ‖un‖22,Ωf

+ µ−1‖pn‖21,Ωf
) + Tµτ‖∇(

.
dn − ∂τdn)‖20,Ωs

.
τ

2T
h2(µ‖un‖22,Ωf

+ µ−1‖pn‖21,Ωf
) + Tµτ2‖∂t

.
d‖2L2(tn−1,tn;H1(Ωs)).

Finally using (6.13) and classical inequalities

T74 ≤ τh
1
2 ‖σ(θnπ, y

n
π) · n‖0,Σh−

1
2 ‖

Ns
p∑

j=1

γjϕj‖0,Σ

.
τ

2
h2(µ‖un‖22,Ωf

+ µ−1‖pn‖21,Ωf
) + µτh−2

Ns
p∑

j=1

‖γjϕj‖20,P s
j

.
τ

2
h2(µ‖un‖22,Ωf

+ µ−1‖pn‖21,Ωf
) + µτh2‖

.
dn‖22,Ωs

.
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Using the stability of the interpolation operator Iβ (6.14) the term T8 is bounded such
that

T8 ≤ τSh(Iβpn, Iβpn)
1
2Sh(ynh , y

n
h)

1
2

≤ τγph2µ−1‖∇Iβpn‖0,Ωf
‖∇ynh‖0,Ωf

≤ τγp
4εµ

h2‖∇pn‖20,Ωf
+ ετγph

2µ−1‖∇ynh‖20,Ωf

≤ τγp
4εµ

h2‖pn‖21,Ωf
+ Cετγph

2µ−1‖∇ynh‖20,Ωf
.

Using similar arguments, the inverse inequality and the properties of ζh we obtain

T9 ≤ Sh(Iβpn, Iβpn)
1
2Sh(ζh, ζh)

1
2

≤ γph2µ−1‖∇Iβpn‖0,Ωf
‖∇ζh‖0,PΣ

≤ Cγph
1
2 ‖∇pn‖0,Ωf

ςτ‖(θnh −
.
ξnh) · n‖0,Σ

≤ ετγp
µ
h2‖pn‖21,Ωf

+ Cς2γp
τµ

4εh
‖(θnh −

.
ξnh) · n‖20,Σ

Collecting the terms T1-T9 and taking the sum from t1 to tN we get

ρf
2
‖θNh ‖20,Ωf

+
ρs
2
‖
.
ξNh ‖20,Ωs

+
1

2

(
1− εC µ

L1

)
‖ξNh ‖2s + τ

N∑
n=1

[ρf
2τ
‖θnh − θn−1

h ‖20,Ωf

+
ρs
2τ
‖
.
ξnh −

.
ξn−1
h ‖20,Ωs

+
1

2τ
‖ξnh − ξn−1

h ‖2s + µ(2CK − 5εC)‖∇θnh‖20,Ωf

+ h2µ−1(γp − 2εC(1 + γp))‖∇ynh‖20,Ωf
+ ς

µ

h

(
1− ςC 2 + γp

2ε

)
‖(θnh −

.
ξnh) · n‖20,Σ

]
≤
ρf
2
‖θ0

h‖20,Ωf
+
ρs
2
‖
.
ξ0
h‖20,Ωs

+
1

2

(
1 + ε

µ

L1

)
‖ξ0

h‖2s

+ CTτ2(ρf‖∂ttu‖2L2(0,T ;L2(Ωf )) + ρs‖∂tt
.
d‖2L2(0,T ;L2(Ωs))

+ (L1 + L2 + µ)‖∂t
.
d‖2L2(0,T ;H1(Ωs)))

+ CTh2(ρf‖∂tu‖2L2(0,T ;H1(Ωf )) + ρs‖∂t
.
d‖2L2(0,T ;H1(Ωs)))

+ Cτh2
N∑
n=1

[
T (L1 + L2)‖

.
dn‖22,Ωs

+ µ(1 + T−1)‖un‖22,Ωf
+

1 + T−1 + γp
µ

‖pn‖21,Ω

+ µ‖
.
dn‖22,Ωs

+ Tµ‖∂τun‖22,Ωf
+ Tµ−1‖∂τpn‖21,Ωf

]
+ Ch2(µ‖u1‖22,Ωf

+ µ−1‖p1‖21,Ωf
+ µ‖uN‖22,Ωf

+ µ−1‖pN‖21,Ωf
)

+ C
τ

T

N∑
n=1

[ρf
2
‖θnh‖20,Ωf

+
ρs
2
‖
.
ξnh‖20,Ωs

+
1

2

(
1 + ε

µ

L1

)
‖ξnh‖2s

]
,

with ς and ε chosen in the right way. Then we conclude applying Lemma 6.5.1 with

an =
ρf
2
‖θNh ‖20,Ωf

+
ρs
2
‖
.
ξNh ‖20,Ωs

+
1

2

(
1− εC µ

L1

)
‖ξNh ‖2s, ηn = max

( 1

T
,

1

T

L1 + εµ

L1 − εCµ

)
.
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We define the energy and dissipation errors such that

En = ρf‖un − unh‖20,Ωf
+ ρs‖

.
dn −

.
dnh‖20,Ωs

+ ‖dn − dnh‖2s,

Dn = µ‖∇(un − unh)‖20,Ωf
+ h2µ−1‖∇(ph − pnh)‖20,Ωf

+ µh−1‖(unh −
.
dnh) · n‖20,Σ.

Corollary 6.5.1. Under the assumptions of Theorem 6.5.1 the following error estimate
holds for N > 0

EN +
N∑
n=1

Dn . E0 + c̃1τ
2 + c̃2h

2,

where c̃1, c̃2 denote positive constants that depends on the physical parameters and the
regularity of (u, p,d,

.
d) but independent of h and τ .

Proof. Applying triangle inequality we get

En ≤ Enh + ρf‖un − Iαun‖20,Ωf
+ ρs‖

.
dn − πsh

.
dn‖20,Ωs

+ ‖dn − Iγdn‖2s,

Dn ≤ Dnh + µ‖∇(un − Iαun)‖20,Ωf
+ h2µ−1‖∇(pn − Iβpn)‖20,Ωf

.

The claim follows directly by applying the interpolation results of Lemma 6.5.2 and
Lemma 6.5.2.

6.6 Extension to the unfitted case

In the previous sections the fluid-solid interface Σ coincides exactly with faces of the
triangulation Th. In this section we present the tools needed to extend the stability
and the convergence to the unfitted case when Σ does not coincide with Th. In this
case we let Ω∗f = {K ∈ Th | K ∩ Ωf 6= ∅}, Ω∗s = {K ∈ Th | K ∩ Ωs 6= ∅} and
Gh = {K ∈ Th | K ∩ Σ 6= ∅}. First, the pressure stabilisation (6.4) (or (6.5)) has to be
considered on the full domain Ω∗f such that

Sh(ph, qh) = γp

∫
Ω∗f

h2

µ
∇ph∇qh dx.

As in the fitted case this term ensures the stabilisation of the pressure over the physical
domain, in the unfitted framework it also ensures the stability of the coupling over the
unfitted boundary playing the role of the pressure ghost penalty (see Chapters 3 and 5)
at the interface. The fluid velocity needs to be stabilised at the interface for K ∩ Ωf

small, once again we use the ghost penalty [25]

Jfh (uh,vh) = γg
∑
F∈Ff

G

∫
F
µhJ∇uh · nF KF J∇vh · nF KF ds,
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with FfG = {F ∈ Gh | F ∩ Ωf 6= ∅}. This ghost penalty operator brings additional
control of the fluid velocity in the domain Ω∗f , such that

µ‖∇vh‖20,Ω∗j . µ‖∇vh‖20,Ωj
+ Jfh (vh,vh).

In the same way the solid displacement is stabilised at the interface such that

Jsh(dh,wh) = γg
∑
F∈Fs

G

∫
F

(L1 + L2)hJ∇dh · nF KF J∇wh · nF KF ds,

with FsG = {F ∈ Gh | F ∩ Ωs 6= ∅}, and

µ‖∇wh‖20,Ω∗j . µ‖∇wh‖20,Ωj
+ Jfh (wh,wh).

The interface patches introduced in the analysis need to be extended, their structure
is identical to the patches introduced in Chapters 3 and 5. In another hand extension
operators Ef2 : H2(Ωf )→ H2(Ω∗f ), Ef1 : H1(Ωf )→ H1(Ω∗f ) need to be used for the fluid
velocity and pressure such that ‖Ef2v‖2,Ω∗f . ‖v‖2,Ωf

and ‖Ef1q‖1,Ω∗f . ‖q‖1,Ωf
. For the

solid displacement and velocity Es2 : H2(Ωs) → H2(Ω∗s) such that ‖Es2v‖2,Ω∗s . ‖v‖2,Ωs .
For the fluid velocity and pressure, these extensions operators brings control on Ω∗f\Ωf

and similarly for the solid velocity and displacement on Ω∗s\Ωs. In Chapters 3 and 5
the tools presented here are introduced to show the stability and convergence of unfitted
schemes, considering these analyses we claim that the analysis done in this chapter is
straightforward to extend to the unfitted case.

6.7 Numerical results

In order to verify numerically the accuracy of the implicit scheme (6.7) we consider
the two dimensional pressure wave propagation benchmark [54, 49, 34] for the coupling
of a two dimensional fluid with a one dimensional elastic solid. The analysis above
covers the case where the fluid and solid domains are both two dimensional, however,
[34] presents an analysis for the case of a one dimensional solid for a penalised version
of (6.6) which is directly applicable to the penalty-free scheme considered here. The
fluid domain is defined as Ωf = [0, L] × [0, R], the solid domain is considered as one
dimensional Σ = [0, L]× {R}. In the system of equations (6.1)-(6.3) the relations (6.2)
and (6.3) are replaced by

ρs∂t
.
d+Led = −σ(u, p) · n in Σ,

.
d = ∂td in Σ,

u =
.
d on Σ,

d = 0 on Γs.



158 Chapter 6. Fluid-structure interaction

The generalised one dimensional elastic string equation is considered then d = (0, d2) and
Led = (0,−λ1∂xxdy+λ0dy)

T with λ1 = Eε
2(1+ν) and λ0 = Eε

R2(1−ν2)
where ε is the thickness

of the solid, E is the Young modulus and ν denotes the Poisson ratio. The unfitted case
is considered, Figure 6.2 shows the configuration of the mesh. At the beginning of the

Ωf

Σ

Figure 6.2: Pressure wave mesh, the solid domain is the bold line.

simulation, we impose half a sinusoid of pressure with maximal amplitude 2 × 104 on
the side [0, R] × 0 between time t = 0.0 and t = 0.005. The pressure is fixed to zero
on the side [0, R] × L and a symmetry condition is imposed on the lower boundary
0 × [0, L]. The stabilisation parameters are considered such that γg = 1.0, γp = 10−3.
The fluid is characterised by the following material parameters ρf = 1.0, µ = 0.035,
the parameters of the solid are taken such that ρs = 1.1, ε = 0.1, E = 0.75 × 106 and
ν = 0.5. The computations are done using the package FreeFem++ [75], Figure 6.4
shows the pressure profiles and the displacement of the solid at different times during
the simulation. In order to show the convergence of the scheme as h and τ are refined
we generate a reference solution with a fitted configuration where the solid Σ fits exactly
with the upper boundary of the mesh. For this reference solution h = 3.125 × 10−3

and τ = 10−6. To generate a convergence curve, we refine simultaneously the mesh
size h and the time step τ with τ = O(h). We also compare the slope of convergence
obtained with the scheme considered in [34] that considers the classical Nitsche’s method
(symmetric with penalty parameter 103). Figure 6.3 shows that the convergence rate
observed corresponds to what has been shown in Corollary 6.5.1. The penalty-free scheme
performs very slightly better than the classical Nitsche scheme in terms of absolute error,
with the advantage that for the penalty-free scheme, no Nitsche penalty parameter had
to be investigated in order to get the expected convergence of the scheme.
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Figure 6.3: Classical Nitsche’s method versus penalty-free Nitsche’s
method, time convergence history of the solid displacement at t = 0.015,

τ = O(h).



160 Chapter 6. Fluid-structure interaction

(a) t = 0.0025

(b) t = 0.005

(c) t = 0.0075

(d) t = 0.01

(e) t = 0.0125

(f) t = 0.015

Figure 6.4: Pressure profiles, the black straight line is the profile of d,
the second black line is the exaggerated displacement is 5× d.



Chapter 7

Conclusions & Further work

In this thesis, we have investigated several frameworks for the penalty-free Nitsche’s
method, in this final chapter we highlight the main results of the thesis and we present
the future directions that will be investigated. These future investigations are either
precise ideas that are already ongoing work, or future projects that are mostly ideas that
needs to be refined. In the thesis, several penalisations has been introduced to ensure
the stability of the schemes proposed (i.e. pressure stabilisation & ghost penalty), we
call the method penalty-free in the sense that we have removed the penalty term relative
to the Nitsche’s method (see Section 1.2.2). We considered the two dimensional case,
the extension to the three dimensional case would need some arguments of the proofs to
be refined.

7.1 Fictitious domain method

The fictitious domain method as investigated in Chapter 3 is often called Cut Finite
Element Method. The boundary is allowed to cut arbitrarily elements of the mesh. We
have introduced the ghost penalty in order to regain stability which is lost because of
the possible small elements pieces that result from the cut.

7.1.1 Results

In this thesis we have shown theoretically the optimal convergence of the H1-error and
the convergence of the L2-error with suboptimality of order O(h

1
2 )

‖u− uh‖1,Ω . hk|u|k+1,Ω, ‖u− uh‖0,Ω . hk+ 1
2 |u|k+1,Ω.

The theory has been extended to compressible and incompressible elasticity. Numerical
investigations have been performed and illustrate the convergence for first order approxi-
mations. Higher order approximations have not been considered due to the fact that the
library CutFEM [28] considers yet only a piecewise affine approximation of the boundary.
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7.1.2 Boundary value correction

In order to handle the loss of accuracy generated by the piecewise affine approximation
of the boundary, a boundary value correction method has been introduced recentely
in [39]. The principle of the method involves a Taylor expansion in the formulation in
order to approximate the solution at the boundary. In this method, the Nitsche’s method
is used to enforce the boundary conditions, in a paper in preparation, we extend this
method to the penalty-free Nitsche’s method [T. Boiveau, E. Burman, S. Claus and M.
G. Larson, Fictitious domain method with boundary value correction using penalty-free
Nitsche method ]. The domain Ωh with boundary Γh is the approximation of the domain
Ω with piecewise affine approximation of the boundary, and Tk(u) is the Taylor expansion
of order k of u at the boundary. For Vh a H1-conforming finite element space attached
to a mesh that covers but not fits with Ω and Ωh. For the Poisson problem (3.14) the
finite element formulation reads: find uh ∈ Vh for all vh ∈ Vh such that

(∇uh,∇vh)Ωh
−〈∇uh ·nh, vh〉Γh

+ 〈∇vh ·nh, Tk(uh)〉Γh
= (f, vh)Ωh

+ 〈∇vh ·nh, g ◦ ph〉Γh
,

with nh the unit normal vector to Γh and g ◦ph the projection of the boundary condition
g on Γh. The ghost penalty has to be added similarly as in Chapter 3.

7.2 Domain decomposition

In Chapters 4 and 5 domain decomposition is considered, the fictitious domain method
from Chapters 3 is the key that makes the analysis of the unfitted case very close to
the fitted case. In both chapters we have shown a theoretical convergence in the broken
norms such that

‖u− uh‖1,Ω . hk|u|k+1,Ω, ‖u− uh‖0,Ω . hk+ 1
2 |u|k+1,Ω.

The theory has been extended to compressible and incompressible elasticity. Numerical
results are provided for first and second order piecewise approximation in the fitted case,
and only first order approximation in the unfitted case, because of the piecewise affine
description of the interface as explained in the previous section. The study of fitted
and unfitted domain decomposition for the Poisson case presented in this thesis will be
reported in an article that is currently in preparation [T. Boiveau, Fitted and unfitted
domain decomposition using penalty-free Nitsche method for the Poisson problem with
discontinuous material parameters].

7.2.1 Fitted domain decomposition

An important result to highlight for the fitted domain decomposition study is that the
analysis is robust regardless of the material parameters discontinuity. Another interesting
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result is that the analysis is robust regardless of the ratio h1/h2 with h1 and h2 the mesh
parameters of the subdomains Ω1 and Ω2 as defined in Chapter 4.

7.2.2 Unfitted domain decomposition

In the unfitted configuration the interface is allowed to cross the elements of the mesh,
however, as for the fitted case the analysis for unfitted domain decomposition is robust
regardless of the material parameters discontinuity. An extension of the boundary value
correction as presented in Section 7.1.2 could be designed for this case in order to handle
the piecewise affine approximation of the interface.

7.3 Fluid-structure interaction

In Chapter 6 we have introduced an implicit scheme for time dependent fluid structure
interaction, the scheme considers a master/slave configuration for the coupling with the
fluid as the master and the solid as the slave. At the interface the penalty-free Nitsche’s
method is used in order to enforce the coupling.

7.3.1 Results

Stability and optimal convergence have been shown theoretically for the scheme, the
convergence result reads:

EN +

N∑
n=1

Dn . E0 + c1τ
2 + c2h

2,

with En and Dn respectively the energy and dissipation errors at time {tn}1≤n≤N as
defined in Section 6.5. The positive constants c1, c2 depends on the physical parameters
and the regularity of the exact solution. h and τ are respectively the mesh parameter
and the time step.

7.3.2 Further inversigations

In a paper in preparation [T. Boiveau, E. Burman, B. Fabrèges, M. A. Fernández, M.
Landajuela, Penalty-free immersed boundary methods for incompressible fluid-structure
interaction] we will study the case of thin structures for several penalty-free schemes.

• An implicit scheme as presented in Section 6.7.

• An explicit scheme as presented in [27].

• A semi-implicit scheme inspired from [50, 51, 98, 7].

• An explicit scheme inspired from the immersed boundary method [95, 19].
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In this article we will present various numerical examples, we will also show the stability
and optimal convergence for all the schemes except the explicit scheme from [27] for which
we have not been able to find a proof. The proofs of stability and convergence for this
explicit scheme remains an open problem, investigating the convergence for this scheme
would be interesting given its numerical convergence properties observed in Figure 1.8.
Another extension of this work is to investigate the time dependant fluid-fluid interaction
[52], the analysis would be an extension of the results from Chapter 6.

7.4 General remarks

In this final section we highlight some advantages and limitations of the new method
introduced in this thesis. An important point is the nonsymmetric property of the
method, this leads to a lack of adjoint consistency and a suboptimality of order O(h

1
2 )

for the L2-error. Also, the coercivity of the problem is lost by removing the penalty
term, however inf-sup stability can be proven using a boundary mortaring. The great
advantage of the method is that no arbitrary parameter has to be chosen in order to get
stability, optimal convergence of the error in theH1-norm can be proven. The application
to the fictitious domain framework is straightforward, the domain decomposition case
shows interesting properties such as convergence independent of the physical parameters
of the subdomains. As mentioned in the introduction, for fluid-structure interaction the
explicit coupling shows optimal convergence when the penalty-free Nitsche coupling is
used which is not the case when the classical Nitsche’s method is used.



Appendix A

Functional analysis

Definition A.0.1. A Banach space is a normed vector space whose associated metric is
complete.

Definition A.0.2. A Hilbert space is an inner product space whose associated norm
defines a complete metric.

A.1 Lebesgue spaces

Definition A.1.1. Let Ω be an open subset of Rn and assume 1 < p < +∞, Lp (Ω) is
a space of integrable functions

Lp (Ω) =

{
v : Ω→ R |

∫
Ω
|v(x)|p dx < +∞

}
The space Lp (Ω) is a Banach space, its norm is defined as

‖v‖Lp(Ω) =

(∫
Ω
|v(x)|p dx

) 1
p

The space L2 (Ω) is a Hilbert space with inner product (·, ·)Ω defined as

(u, v)Ω =

∫
Ω
u(x)v(x) dx,

associated with the norm ‖v‖0,Ω = ‖v‖L2(Ω).

A.2 Sobolev spaces

Definition A.2.1. Let k be a nonnegative integer and 1 < p < +∞. A Sobolev space
W k,p (Ω) is defined as

W k,p (Ω) = {v ∈ Lp (Ω) | Dαv ∈ Lp (Ω) ∀ |α| ≤ k} .
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The space W k,p (Ω) is a Banach space, its norm is defined as

‖v‖Wk,p(Ω) =

∑
|α|≤k

‖Dαv‖p0,Ω

 1
p

.

The spaceHk (Ω) is a Hilbert space defined asHk (Ω) = W k,2 (Ω), with the inner product

(u, v)Hk(Ω) =
∑
|α|≤k

(Dαu,Dαv)L2(Ω) ,

associated with the norm ‖v‖k,Ω = ‖v‖Wk,2(Ω). The H
k-semi-norm is defined as

|v|k,Ω =

∑
|α|=k

‖Dαv‖20,Ω

 1
2

.

A.3 Standard inequalities

Lemma A.3.1. The Poincaré inequality is defined for all v ∈W 1,p
0 (Ω) with 1 ≤ p < +∞

and Ω a bounded open set such that

‖v‖Lp(Ω) . ‖∇v‖Lp(Ω),

with W 1,p
0 (Ω) = {v ∈W 1,p

0 (Ω) | v|∂Ω = 0}.

Lemma A.3.2. The Minkowski’s inequality is defined for u, v ∈ Lp (Ω) with 1 < p < +∞
by

‖u+ v‖Lp(Ω) ≤ ‖u‖Lp(Ω) + ‖v‖Lp(Ω) .

The Minkowski’s inequality is the trace inequality in Lp (Ω).

Lemma A.3.3. The Hölder inequality is defined for u ∈ Lp (Ω) and v ∈ Lq (Ω), 1 ≤ p,
q ≤ +∞ with 1

p + 1
q = 1

|(u, v)Ω| ≤ ‖u‖Lp(Ω) ‖v‖Lq(Ω) .

Taking p = q = 2 the Hölder inequality leads to the Cauchy-Schwarz inequality.

Lemma A.3.4. The Cauchy-Schwarz inequality is defined for u, v ∈ L2 (Ω) by

|(u, v)Ω| ≤ ‖u‖0,Ω ‖v‖0,Ω .

Lemma A.3.5. The Korn’s inequality is defined for all v ∈ [H1(Ω)]2 with Ω ∈ R2 such
that

‖v‖1,Ω . ‖ε(v)‖0,Ω + ‖v‖0,Ω.
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Lemma A.3.6. The second Korn’s inequality is defined for all v ∈ [H1
0 (Ω)]2 with Ω ∈ R2

such that
‖v‖1,Ω . ‖ε(v)‖0,Ω.





Appendix B

Main notations

Basic notations

C Constant of order O(1), may change at each occurence
meas (E) Lebesgue measure of E ⊂ Rn

v|E Restriction of the function v to the set E
a . b a ≤ Cb
∂Ω is the boundary of the domain Ω

Ω∗ {K ∈ Th | K ∩ Ω 6= ∅}
(a, b)Ω

∫
Ω ab dx

〈a, b〉∂Ω

∫
∂Ω ab ds

‖ · ‖s,ω Usual Sobolev norm in Hs(ω) with s ≥ 0

| · |s,ω Usual Sobolev semi-norm in Hs(ω) with s ≥ 0

n,n Unit normal vector
τ, τ Unit tangent vector
nF Unit normal vector to a face F
JvKF v+

F − v
−
F , with v

±
F = lims→0+v(x∓ snF ), jump across F

vI meas(I)−1
∫
I v ds

Vectors and matrices

u One dimensional variable of R
u Two-dimensional variable of R2

u · v Dot product
uT Transpose of u
In×n Identity matrix with n rows and columns

Interface related symbols

vi Variable related to Ωi

JvK v1 − v2

{v} ω1v
1 + ω2v

2

〈v〉 ω2v
1 + ω1v

2

ω1, ω2 Weights related to Ω1 and Ω2

169



170 Appendix B. Main notations

Differential operators

(x1, . . . , xd) Coordinates in Rd

∂tu Time derivative of u
∂iu Partial derivative of u with respect to xi
∂iju Second-order derivative of u with respect to xi and xj
Dα ∂α1

1 . . . ∂αd
d u where α = (α1, . . . , αd) ∈ Nd is a multi index

Dαn Dα · n
|α| Length of α = (α1, . . . , αd) ∈ Nd, α1 + · · ·+ αd

∇u Gradient of u, (∂1u, . . . , ∂du)T ∈ Rd

∇u Gradient of u ∈ Rd, (∂jui)1≤i,j≤d ∈ Rd×d

∇ · u Divergence of u ∈ R,
∑d

i=1 ∂iui ∈ R, if u ∈ R×,
(∑d

j=1 ∂juij

)T
1≤i≤d

∈ Rd

∆u Laplacian of u ∈ R,
∑d

i=1 ∂iiu ∈ R
∆u Laplacian of u ∈ Rd,

(∑d
j=1 ∂jjui

)
1≤i≤d

∈ Rd

ε(u) 1
2(∇u+ (∇u)T )

Mesh-related notations

Th Triangulation of the domain Ω

T ih Triangulation of the domain Ωi (Chapter 4)
K Generic triangle of a triangulation
F Generic face of a triangulation
hK diam (K)

h maxK∈ThhK (Chapters 2,3,5,6)
hi maxK∈T i

h
hK

h max(h1, h2) (Chapter 4)
Pk(K) Polynomial of order less than or equal to k on K
xi Generic node of a triangulation

Spaces

H1
g (Ω) {v ∈ H1(Ω) : v|∂Ω = g}

Weak imposition of boundary conditions

V k
h {vh ∈ H1(Ω) : vh|K ∈ Pk(K), ∀K ∈ Th} k ≥ 1

W k
h {vh ∈ [H1(Ω)]2 : vh|K ∈ [Pk(K)]2, ∀K ∈ Th} k ≥ 1

Qkh {qh ∈ L2(Ω) : qh|K ∈ Pk(K), ∀K ∈ Th;
∫

Ω qh dx = 0} k ≥ 1
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Fictitious domain

V k
h {vh ∈ H1(Ω∗) : vh|K ∈ Pk(K),∀K ∈ Th} k ≥ 1

W k
h {vh ∈ [H1(Ω∗)]2 : vh|K ∈ [Pk(K)]2,∀K ∈ Th} k ≥ 1

Qkh {qh ∈ L2(Ω∗) : qh|K ∈ Pk(K),∀K ∈ Th;
∫

Ω qh dx = 0} k ≥ 1

Domain decomposition

Vi {v ∈ H1(Ωi) : v|∂Ω = 0}
V k
i {vh ∈ Vi : vh|K ∈ Pk(K) ∀K ∈ T ih}, k ≥ 1

V k
h V k

1 × V k
2

Hk
∂ (Ωi) {v ∈ Hk(Ωi) : v|∂Ω = 0}

Wi [Vi]
2

W k
i [V k

i ]2

W k
h W k

1 ×W k
2

Qi {q ∈ L2(Ωi),
∫

Ωi
q dx = 0}

Qki {qh ∈ Qi : qh|K ∈ Pk(K) ∀K ∈ T ih}, k ≥ 1

Qkh Qk1 ×Qk2

Unfitted domain decomposition

V ∗i {v ∈ H1(Ω∗i ) : v|∂Ω = 0}
V k
i {vh ∈ V ∗i : vh|K ∈ Pk(K) ∀K ∈ Th}, ∀k ≥ 1

V k
h V k

1 × V k
2

Hk
∂ (Ωi) {v ∈ Hk(Ωi) : v|∂Ω = 0}

W k
i [V k

i ]2

W k
h W k

1 ×W k
2

Q∗i {q ∈ L2(Ω∗i ),
∫

Ωi
q dx = 0}

Qki {qh ∈ Q∗i : qh|K ∈ Pk(K) ∀K ∈ T ih}, k ≥ 1

Qkh Qk1 ×Qk2





Appendix C

General concepts

In this section the well-posedness is defined in the sense introduced by Hadamard [66].
Let us define an abstract problem. LetW and V be Hilbert spaces equipped respectively
with the norms ‖·‖W and ‖·‖V . Let L (E,F ) the vector space of the bounded linear
operators from E to F . Let f ∈ V ′ = L (V,R) be a continuous linear form, we write
f (v) instead of 〈f, v〉V ′,V for simplicity, with 〈·, ·〉V ′,V the duality pairing. Let a ∈
L (W × V,R) be a continuous bilinear form. We consider the following abstract problem.

Find u ∈W such that a (u, v) = f (v) ∀v ∈ V. (C.1)

Taking W = V we get the following abstract problem

Find u ∈ V such that a (u, v) = f (v) ∀v ∈ V. (C.2)

Theorem C.0.1. (Lax-Milgram) Let a ∈ L (V × V,R) and f ∈ V ′. Assume that the
bilinear form a (·, ·) is coercive, i.e.,

∃α > 0 such that a (v, v) ≥ α ‖v‖2V ∀v ∈ V.

Then the problem (C.2) is well-posed with a priori estimate

∀f ∈ V ′, ‖v‖V ≤
1

α
‖f‖V ′ .

Let us define a discrete abstract problem. Let Vh and Wh be two finite-dimentional
spaces equipped with the norms ‖·‖Vh and ‖·‖Wh

. Using Galerkin method we construct
the approximation of the abstract problem (C.1)

Find vh ∈ Vh such that ah (vh, wh) = fh (wh) ∀wh ∈Wh. (C.3)

Note that ah is an approximation of the bilinear form a and fh an approximation of the
linear form f . The discrete inf-sup condition condition is written as

∃β > 0, inf
wh∈Wh

sup
vh∈Vh

ah (vh, wh)

‖vh‖Vh ‖wh‖Wh

≥ β. (C.4)
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Theorem C.0.2. Assume that

• ah is bounded on Vh ×Wh and fh is continuous on Wh.

• The discrete inf-sup condition (C.4) is fulfiled.

• Vh and Wh have the same dimension.

Then the approximate problem (C.3) is well-posed, and the a priori estimate ‖uh‖Vh ≤
1
β ‖fh‖Wh

holds.



Appendix D

Technical proofs

Lemma 2.2.1

Proof. In the rotated frame (ξ, η) by applying (2.27) we can write

〈λ∇̂ · v̂j , ûh · n̂〉Fj = λ

∫
Fj

(
α1
∂v̂1

∂ξ
+ α2

∂v̂2

∂η

)
û2 ds

= λ

∫
Fj

α1
∂v̂1

∂ξ
û2 + α2h

−1(û2
Fj )2 ds+ λ

∫
Fj

α2
∂v̂2

∂η
(û2 − û2

Fj ) ds.

We observe that ∂v̂1
∂ξ = ∇̂ · (v̂1, 0)T. Using the trace inequality, the inverse inequality and

(2.28), we can show

‖∂v̂1

∂ξ
‖0,Fj . h−1‖uhFj · τ‖0,Fj ,

we also note that
∫
Fj

∂v̂1
∂ξ ds = 0, using these properties and the inequality (2.11), it

follows that

λ

∫
Fj

α1
∂v̂1

∂ξ
û2 ds = λ

∫
Fj

α1
∂v̂1

∂ξ
(û2 − û2

Fj ) ds

≤ Cα1h
−1λ‖uhFj · τ‖0,Fj‖(uh − uhFj ) · n‖0,Fj

≤ Cα2
1

4ε

λ

h
‖uhFj · τ‖20,Fj

+ ελ‖∇uh‖20,Pj
.

We also have ∂v̂2
∂η = ∇̂ · (0, v̂2)T, using (2.27) and (2.28) we obtain similarly

λ

∫
Fj

α2
∂v̂2

∂η
(û2 − û2

Fj ) ds ≤ Cα2
2

4ε

λ

h
‖uhFj · n‖20,Fj

+ ελ‖∇uh‖20,Pj
,

λ

∫
Fj

α2h
−1(û2

Fj )2 ds = α2
λ

h
‖uhFj · n‖20,Fj

.
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Lemma 2.2.2

Proof. In the rotated frame (ξ, η), applying (2.27), we can write similarly as in the
previous proof

〈2µε̂(v̂j) · n̂, ûh〉Fj = µ

∫
Fj

α1
∂v̂1

∂η
û1 + α2

∂v̂2

∂ξ
û1 + 2α2

∂v̂2

∂η
û2 ds

= µ

∫
Fj

α1h
−1(û1

Fj )2 + α2
∂v̂2

∂ξ
û1 + 2α2h

−1(û2
Fj )2 ds

+ µ

∫
Fj

α1
∂v̂1

∂η
(û1 − û1

Fj ) ds+ 2µ

∫
Fj

α2
∂v̂2

∂η
(û2 − û2

Fj ) ds.

Term by term we obtain

µ

∫
Fj

α1h
−1(û1

Fj )2 ds = α1
µ

h
‖uhFj · τ‖20,Fj

,

µ

∫
Fj

2α2h
−1(û2

Fj )2 ds = 2α2
µ

h
‖uhFj · n‖20,Fj

,

µ

∫
Fj

α1
∂v̂1

∂η
(û1 − û1

Fj ) ds ≤ Cα2
1

4ε

µ

h
‖uhFj · τ‖20,Fj

+ εµ‖∇uh‖20,Pj
,

2µ

∫
Fj

α2
∂v̂2

∂η
(û2 − û2

Fj ) ds ≤ Cα2
2

ε

µ

h
‖uhFj · n‖20,Fj

+ εµ‖∇uh‖20,Pj
.

We observe that ∂v̂2
∂ξ = ∇̂(0, v̂2)T · τ . Using the trace inequality, the inverse inequality

and (2.27), we can show the stability

‖∂v̂2

∂ξ
‖0,Fj . h−1‖uhFj · n‖0,Fj .

Note that since
∫
Fj

∂v̂2
∂ξ ds = 0, we have

µ

∫
Fj

α2
∂v̂2

∂ξ
û1 ds = µ

∫
Fj

α2
∂v̂2

∂ξ
(û1 − û1

Fj ) ds ≤ Cα2
2

4ε

µ

h
‖uhFj · n‖20,Fj

+ εµ‖∇uh‖20,Pj
.

Lemma 3.3.2

Proof. The bilinear form can be written as

〈λ∇ · vj ,uh · n〉Γj = 〈λ∇ · vj ,uh · (n− nΓj )〉Γj + 〈λ∇ · vj ,uh · nΓj 〉Γj .
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Using the bound ‖n− nΓj‖L∞(Γj) . h and the trace inequality we obtain

〈λ∇ · vj ,uh · (n− nΓj )〉Γj ≤ λ‖∇ · vj‖0,Γj‖uh · (n− nΓj )‖0,Γj

. λh‖∇ · vj‖0,Γj‖uh‖0,Γj

. λh‖∇vj‖0,Pjh
− 1

2 ‖uh‖0,Γj .

Similarly as in the proof of lemma 2.2.1,

〈λ∇̂ · v̂j , ûh · n̂
Γj 〉Γj = λ

∫
Γj

α1
∂v̂1

∂ξ
û2 + α2h

−1(û2
Γj )2 ds+ λ

∫
Γj

α2
∂v̂2

∂η
(û2 − û2

Γj ) ds.

Term by term we have

λ

∫
Γj

α1
∂v̂1

∂ξ
û2 ds ≤ Cα2

1

4ε

λ

h
‖uhΓj · τΓj‖20,Γj

+ ελ‖∇uh‖20,Pj
.

λ

∫
Γj

α2
∂v̂2

∂η
(û2 − û2

Γj ) ds ≤ Cα2
2

4ε

λ

h
‖uhΓj · nΓj‖20,Γj

+ ελ‖∇uh‖20,Pj
,

λ

∫
Γj

α2h
−1(û2

Γj )2 ds = α2
λ

h
‖uhΓj · nΓj‖20,Γj

.

The claim holds under the condition h0 ≤ O(1).

Lemma 3.3.3

Proof. We can write

〈2µε(vj) · n,uh〉Γj = 〈2µε(vj) · (n− nΓj ),uh〉Γj + 〈2µε(vj) · nΓj ,uh〉Γj .

Using the bound ‖n− nΓj‖L∞(Γj) . h and the trace inequality

〈2µε(vj) · (n− nΓj ),uh〉Γj ≤ 2µ‖ε(vj) · (n− nΓj )‖0,Γj‖uh‖0,Γj

. 2µh‖∇vj‖0,Γj‖uh‖0,Γj

. 2µh‖∇vj‖0,Pjh
− 1

2 ‖uh‖0,Γj .

Then similarly as lemma 2.2.2

〈2µε̂(v̂j) · n̂
Γj
, ûh〉Γj = µ

∫
Γj

α1h
−1(û1

Γj )2 + α2
∂v̂2

∂ξ
û1 + 2α2h

−1(û2
Γj )2 ds

+ µ

∫
Γj

α1
∂v̂1

∂η
(û1 − û1

Γj ) ds+ 2µ

∫
Γj

α2
∂v̂2

∂η
(û2 − û2

Γj ) ds.
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Term by term we have

µ

∫
Γj

α1h
−1(û1

Γj )2 ds = α1
µ

h
‖uhΓj · τΓj‖20,Γj

,

µ

∫
Γj

2α2h
−1(û2

Γj )2 ds = 2α2
µ

h
‖uhΓj · nΓj‖20,Γj

,

µ

∫
Γj

α1
∂v̂1

∂η
(û1 − û1

Γj ) ds ≤ Cα2
1

4ε

µ

h
‖uhΓj · τΓj‖20,Γj

+ εµ‖∇uh‖20,Pj
,

2µ

∫
Γj

α2
∂v̂2

∂η
(û2 − û2

Γj ) ds ≤ Cα2
2

ε

µ

h
‖uhΓj · nΓj‖20,Γj

+ εµ‖∇uh‖20,Pj
,

µ

∫
Γj

α2
∂v̂2

∂ξ
û1 ds ≤ Cα2

2

4ε

µ

h
‖uhΓj · nΓj‖20,Γj

+ εµ‖∇uh‖20,Pj
.

The claim holds under the condition h0 ≤ O(1).

Lemma 4.3.1

Proof. Using the property (4.16) and the fact that
∫
F 1
j

∂v1
1

∂x ds = 0 we get

〈ω1λ1∇ · v1
j , JuhK · n〉F 1

j
=

∫
F 1
j

α1ω1λ1
∂v1

1

∂x
(Ju2K− Ju2K

F 1
j )

+ α2ω1λ1
∂v1

2

∂y
(Ju2K− Ju2K

F 1
j ) + α2ω1λ1h

−1
1 (Ju2K

F 1
j )2 ds.

Where we can write the last term as

α2ω1λ1h
−1
1

∫
F 1
j

(Ju2K
F 1
j )2 ds = α2γ

λ1

µ1
‖JuhK

F 1
j · n‖20,F 1

j
.

We observe that ∂v1
2

∂y = ∇ · (0, v1
2)T, then using (4.17) we obtain

‖∂v
1
2

∂y
‖0,F 1

j
. h−1

1 ‖JuhK
F 1
j · n‖0,F 1

j
.
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Using this result with inequality (2.11) and the trace inequality

N1
p∑

j=1

∫
F 1
j

α2ω1λ1
∂v1

2

∂y
(Ju2K− Ju2K

F 1
j ) ds

.

N1
p∑

j=1

α2ω1λ1h
−1
1 ‖JuhK

F 1
j · n‖0,F 1

j
‖(JuhK− JuhK

F 1
j ) · n‖0,F 1

j

.

N1
p∑

j=1

α2γ
λ1

µ1
‖JuhK

F 1
j · n‖0,F 1

j
(‖u1

h − u1
h

F 1
j ‖0,F 1

j
+ ‖u2

h − u2
h

F 1
j ‖0,F 1

j
)

≤ γ λ1

µ1

N1
p∑

j=1

(Cα2
2

2ε
‖JuhK

F 1
j · n‖20,F 1

j
+ ε‖u1

h − u1
h

F 1
j ‖20,F 1

j

)
+ εγ

λ1

µ1

N2
p∑

j=1

‖u2
h − u2

h

F 2
j ‖20,F 2

j

≤ γ λ1

µ1

Cα2
2

2ε

N1
p∑

j=1

‖JuhK
F 1
j · n‖20,F 1

j
+ εω1λ1

N1
p∑

j=1

‖∇u1
h‖20,P 1

j
+ εω2

λ1µ2

µ1λ2
λ2

N2
p∑

j=1

‖∇u2
h‖20,P 2

j
.

Also ∂v1
1

∂x = ∇ · (v1
1, 0)T, using (4.17) we get

‖∂v
1
1

∂x
‖0,F 1

j
. h−1

1 ‖JuhK
F 1
j · τ‖0,F 1

j
,

we obtain similarly the bound

N1
p∑

j=1

∫
F 1
j

α1ω1λ1
∂v1

1

∂x
(Ju2K− Ju2K

F 1
j )

≤ γ λ1

µ1

Cα2
1

2ε

N1
p∑

j=1

‖JuhK
F 1
j · τ‖20,F 1

j
+ εω1λ1

N1
p∑

j=1

‖∇u1
h‖20,P 1

j
+ εω2

λ1µ2

µ1λ2
λ2

N2
p∑

j=1

‖∇u2
h‖20,P 2

j
.

We conclude by collecting the bounds for each term.

Lemma 4.3.2

Proof. Using (4.16) and the fact
∫
F 1
j

∂v1
2

∂x ds = 0

〈2ω1µ1ε(v
1
j ) · n, JuhK〉F 1

j
=

∫
F 1
j

α1ω1µ1
∂v1

1

∂y
(Ju1K− Ju1K

F 1
j ) + α1ω1µ1h

−1
1 (Ju1K

F 1
j )2

+ 2α2ω1µ1
∂v1

2

∂y
(Ju2K− Ju2K

F 1
j ) + 2α2ω1µ1h

−1
1 (Ju2K

F 1
j )2

+ α2ω1µ1
∂v1

2

∂x
(Ju2K− Ju2K

F 1
j ) ds.
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Where we have

α1ω1µ1h
−1
1

∫
F 1
j

(Ju1K
F 1
j )2 ds = α1γ‖JuhK

F 1
j · τ‖20,F 1

j
,

2α2ω1µ1h
−1
1

∫
F 1
j

(Ju2K
F 1
j )2 ds = 2α2γ‖JuhK

F 1
j · n‖20,F 1

j
.

Since ∂v1
1

∂y = ∇(v1
1, 0)T · n, using (4.17) we have

‖∂v
1
1

∂y
‖0,F 1

j
. h−1

1 ‖JuhK
F 1
j · τ‖0,F 1

j
.

Similarly as in the proof of 4.3.1

N1
p∑

j=1

∫
F 1
j

α1ω1µ1
∂v1

1

∂y
(Ju1K− Ju1K

F 1
j ) ds

.

N1
p∑

j=1

α1γ‖JuhK
F 1
j · τ‖0,F 1

j
(‖u1

h − u1
h

F 1
j ‖0,F 1

j
+ ‖u2

h − u2
h

F 1
j ‖0,F 1

j
)

≤
N1

p∑
j=1

γ
Cα2

1

2ε
‖JuhK

F 1
j · τ‖20,F 1

j
+ εγ

N1
p∑

j=1

‖u1
h − u1

h

F 1
j ‖20,F 1

j
+ εγ

N2
p∑

j=1

‖u2
h − u2

h

F 2
j ‖20,F 2

j

≤ γCα
2
1

2ε

N1
p∑

j=1

‖JuhK
F 1
j · τ‖20,F 1

j
+ εω1µ1

N1
p∑

j=1

‖∇u1
h‖20,P 1

j
+ εω2µ2

N2
p∑

j=1

‖∇u2
h‖20,P 2

j
.

Also ∂v1
2

∂x = ∇(0, v1
2)T · τ , then using (4.17) we have

‖∂v
1
2

∂x
‖0,F 1

j
. h−1

1 ‖JuhK
F 1
j · n‖0,F 1

j
,

we obtain similarly the bound

N1
p∑

j=1

∫
F 1
j

α2ω1µ1
∂v1

2

∂x
(Ju2K− Ju2K

F 1
j ) ds

≤ γCα
2
2

2ε

N1
p∑

j=1

‖JuhK
F 1
j · n‖20,F 1

j
+ εω1µ1

N1
p∑

j=1

‖∇u1
h‖20,P 1

j
+ εω2µ2

N2
p∑

j=1

‖∇u2
h‖20,P 2

j
.
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Similarly as in the proof of 4.3.1 we have

N1
p∑

j=1

∫
F 1
j

2α2ω1µ1
∂v1

2

∂y
(Ju2K− Ju2K

F 1
j ) ds

≤ γCα
2
2

ε

N1
p∑

j=1

‖JuhK
F 1
j · n‖20,F 1

j
+ εω1µ1

N1
p∑

j=1

‖∇u1
h‖20,P 1

j
+ εω2µ2

N2
p∑

j=1

‖∇u2
h‖20,P 2

j
.

We conclude by collecting all the terms.

Lemma 5.3.1

Proof. Using the property (5.18) and the fact that
∫

Γj

∂v1
1

∂x ds = 0 we get

〈ω1λ1∇ · v1
j , JuhK · n〉Γj =

∫
Γj

α1ω1λ1
∂v1

1

∂x
(Ju2K− Ju2K

Γj
)

+ α2ω1λ1
∂v1

2

∂y
(Ju2K− Ju2K

Γj
) + α2ω1λ1h

−1(Ju2K
Γj

)2 ds.

Where we can write the last term as

α2ω1λ1h
−1

∫
Γj

(Ju2K
Γj

)2 ds = α2γ
λ1

µ1
‖JuhK

Γj · n‖20,Γj
.

We observe that ∂v1
2

∂y = ∇ · (0, v1
2)T, then using (5.19) we obtain

‖∂v
1
2

∂y
‖0,Γj . h−1‖JuhK

Γj · n‖0,Γj .

Using this result with inequality (3.12) and the trace inequality∫
Γj

α2ω1λ1
∂v1

2

∂y
(Ju2K− Ju2K

Γj
) ds

. α2ω1λ1h
−1‖JuhK

Γj · n‖0,Γj‖(JuhK− JuhK
Γj

) · n‖0,Γj

. α2γ
λ1

µ1
‖JuhK

Γj · n‖0,Γj (‖u1
h − u1

h

Γj‖0,Γj + ‖u2
h − u2

h

Γj‖0,Γj )

≤ γ λ1

µ1

Cα2
2

2ε
‖JuhK

Γj · n‖20,Γj
+ εγ

λ1

µ1

(
‖u1

h − u1
h

Γj‖20,Γj
+ ‖u2

h − u2
h

Γj‖20,Γj

)
≤ γ λ1

µ1

Cα2
2

2ε
‖JuhK

Γj · n‖20,Γj
+ εω1λ1‖∇u1

h‖20,P 1
j

+ εω2
λ1µ2

µ1λ2
λ2‖∇u2

h‖20,P 2
j
.

Also ∂v1
1

∂x = ∇ · (v1
1, 0)T, using (5.19) we get

‖∂v
1
1

∂x
‖0,Γj . h−1‖JuhK

Γj · τ‖0,Γj ,
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we obtain similarly the bound∫
Γj

α1ω1λ1
∂v1

1

∂x
(Ju2K− Ju2K

Γj
) ds

≤ γ λ1

µ1

Cα2
1

2ε
‖JuhK

Γj · τ‖20,Γj
+ εω1λ1‖∇u1

h‖20,P 1
j

+ εω2
λ1µ2

µ1λ2
λ2‖∇u2

h‖20,P 2
j
.

We conclude by collecting the bounds for each term.

Lemma 5.3.2

Proof. Using (5.18) and the fact
∫

Γj

∂v1
2

∂x ds = 0

〈2ω1µ1ε(v
1
j ) · n, JuhK〉Γj =

∫
Γj

α1ω1µ1
∂v1

1

∂y
(Ju1K− Ju1K

Γj
) + α1ω1µ1h

−1(Ju1K
Γj

)2

+ 2α2ω1µ1
∂v1

2

∂y
(Ju2K− Ju2K

Γj
) + 2α2ω1µ1h

−1(Ju2K
Γj

)2

+ α2ω1µ1
∂v1

2

∂x
(Ju2K− Ju2K

Γj
) ds.

Where we have

α1ω1µ1h
−1

∫
Γj

(Ju1K
Γj

)2 ds = α1γ‖JuhK
Γj · τ‖20,Γj

,

2α2ω1µ1h
−1

∫
Γj

(Ju2K
Γj

)2 ds = 2α2γ‖JuhK
Γj · n‖20,Γj

.

Since ∂v1
1

∂y = ∇(v1
1, 0)T · n, using (5.19) we have

‖∂v
1
1

∂y
‖0,Γj . h−1‖JuhK

Γj · τ‖0,Γj .

Similarly as in the proof of 5.3.1∫
Γj

α1ω1µ1
∂v1

1

∂y
(Ju1K− Ju1K

Γj
) ds

. α1γ‖JuhK
Γj · τ‖0,Γj (‖u1

h − u1
h

Γj‖0,Γj + ‖u2
h − u2

h

Γj‖0,Γj )

≤ γCα
2
1

2ε
‖JuhK

Γj · τ‖20,Γj
+ εγ‖u1

h − u1
h

Γj‖20,Γj
+ εγ‖u2

h − u2
h

Γj‖20,Γj

≤ γCα
2
1

2ε
‖JuhK

Γj · τ‖20,Γj
+ εω1µ1‖∇u1

h‖20,P 1
j

+ εω2µ2‖∇u2
h‖20,P 2

j
.

Also ∂v1
2

∂x = ∇(0, v1
2)T · τ , then using (5.19) we have

‖∂v
1
2

∂x
‖0,Γj . h−1‖JuhK

Γj · n‖0,Γj ,
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we obtain similarly the bound∫
Γj

α2ω1µ1
∂v1

2

∂x
(Ju2K− Ju2K

Γj
) ds

≤ γCα
2
2

2ε
‖JuhK

Γj · n‖20,Γj
+ εω1µ1‖∇u1

h‖20,P 1
j

+ εω2µ2‖∇u2
h‖20,P 2

j
.

Similarly as in the proof of 5.3.1 we have∫
Γj

2α2ω1µ1
∂v1

2

∂y
(Ju2K− Ju2K

Γj
) ds

≤ γCα
2
2

ε
‖JuhK

Γj · n‖20,Γj
+ εω1µ1‖∇u1

h‖20,P 1
j

+ εω2µ2‖∇u2
h‖20,P 2

j
.

We conclude by collecting all the terms.
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