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Computational fluid dynamics (CFD) models have been broadly used during the last twenty years to engineer
and understand fluidized beds. Nevertheless, there is some controversy about the rigor of their current validation
methodologies (Powder Technol. 139 (2004), 99). A robust tool to determine whether or not a model
reproduces—let alone, can predict—the dynamics of a fluidized bed is still missing. This is especially relevant
for the validation of the fluid-particle closures that are emerging with the help of direct numerical simulation.
More than a decade ago, it was demonstrated experimentally that regular patterns emerge in pulsed fluidized
beds under certain experimental conditions. These patterns are not a singular feature of the dynamics, such as
average bubble size or bed expansion, but form as a result of a precise coupling betweenmulti-scale physical phe-
nomena. Remarkably, CFD has not been able, so far, to reproduce the experimental bubble patterns convincingly.
In this work, we want to bring to the attention of the fluidization community the power of pattern formation in
fluidized beds as a tool for model validation. As a proof of concept, we apply this validation test to two-fluid
models. Our two-fluid simulations reproduce bubble properties reasonably well, but fail to reproduce the exper-
imentally witnessed patterns, suggesting that the physics of the fluidized state are not correctly captured by this
approach, under any of its common implementations.

© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Gas–solid fluidized beds are widely used in industrial processes
where good heat and mass transfer are of paramount importance. The
mixing and transport properties of these reactors originate from non-
linear physical phenomena occurring at multiple spatio-temporal
scales, resulting in complex dynamics [1] that greatly complicate fluid-
ized bed control and scale-up [2].

Computational fluid dynamics (CFD) has been broadly used
during the last twenty years to facilitate the engineering and under-
standing of fluidization processes [2–6]. Two main approaches can
be distinguished: two-fluid models (Eulerian–Eulerian) and discrete
particle models (Eulerian–Lagrangian). In two-fluidmodels, both the
gas and particle phases are treated mathematically as interpen-
etrating continua, and one solves for the local solids concentration
instead of the particle trajectories [3]. Averaging the instantaneous
equations in a suitable way allows one to use a coarser mesh and
longer time steps, decreasing the computational effort at the cost of
introducing unknowns into the governing equations. The model
m.coppens@ucl.ac.uk
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must be completed by defining closure laws—topological, constitutive,
and transfer laws— which can be derived from empirical information,
phenomenological models and micromechanical theories. Two-fluid
models are broadly used in the fluidization field since they can simulate
systems up to 1 m or more in a reasonable amount of time.
However, they are deemedmore useful for predicting qualitative trends
than absolute values mainly due to the inaccuracies of the closure
laws [2].

Discrete particle models apply the discrete treatment to a dispersed
phase, which is resolved by tracking particles individually following
Newton's laws of motion. These models can be divided into discrete
element models (DEM) and direct numerical simulations (DNS). In
DEM, the mesh size of the Eulerian grid is at least one order of magni-
tude larger than the particle size [5]. Particles are treated as point
sources and sinks of momentum, requiring the use of closures to solve
the gas–particle interaction. This approach can simulate systems up to
0.1mandhelp to unravel the influence of particle–particle, gas–particle,
and particle–wall interactions in the formation andmixing of heteroge-
neous flow structures. On the contrary, the size of the Eulerian grid in
DNS is at least one order of magnitude smaller than the particle size
[7,8]. Gas–particle interactions are resolved by imposing a stick bound-
ary condition at the surface of a particle. DNS is the only approach that
does not require the implementation of closures, because it does not
involve averaging. Although it is the most computationally expensive
the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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simulation technique, one of its appeals is that it can help to develop the
closure laws for fluid–particle interactions necessary to simulate larger
systems [6].

CFD validation has progressed in parallel tomodel development, and
is subject to intense discussion [9–11]. Simple models based on empir-
ical correlations are considered helpful when they are able to predict
an experimental phenomenon under a limited range of physical
conditions. More fundamental models, including the main physical
mechanisms, such as themodels included in commercial CFD packages,
are expected to represent the process over a broad range of conditions
in a more reliable way. A large variety of physical systems and models
complicate a systematization of the validation procedure. In addition,
the substantiation test that a model must pass to be considered valid
often depends on the expectations for the model and, sometimes,
even on the researchers' interests [9,11]. Grace and Taghipour [11]
provided several guidelines for CFD validation in an effort to avoid the
excessive claims that are common in the literature. Examples are:
covering a broader range of conditions, performing proper error analy-
sis, and seeking expert opinion to determine whether or not there is
agreement between the experimental and modeled phenomenon.
Some of these guidelines can be fulfilled with good experimental and
numerical practices, whereas other ones remain inherently subjective.
There is no consensus on how broad the experimental space must be,
what phenomena themodelmust explain to be considered fully validat-
ed, or when simulated and experimental traits can be considered in
“reasonable agreement”. Models are typically tested by comparing the
experimental and theoretical bubble properties [12–16], void fraction
[17,18], particle velocity [13,19–22], segregation [18], time-averaged
solid/gas volume fractions [13], bed expansion [13,14], pressure fluctu-
ations [23–25], andmass flux profiles [26]. These are different manifes-
tations of the system dynamics that are, ultimately, what the model
should be able to reproduce.

More than a decade ago, Coppens et al. [27,28] demonstrated exper-
imentally that a pulsated gas flow could induce the formation of regular
bubble patterns in gas–solid fluidized beds. In quasi-2D beds, that is,
thin in one horizontal dimension, bubbles rise forming hexagonal
configurations (Fig. 1), whereas, in shallow 3D beds, regular patterns
form on the top surface resembling those observed in vibrated granular
media [29,30]. Independently of the bed geometry, experimental
bubble patterns are sub-harmonic; bubbles alternate their positions in
each pulse and the pattern is repeated after two pulses. Pattern
formation in fluidized beds has remained highly unexplored and is not
Fig. 1. Quasi-2D bed of sand fluidized with air at u0/umf = 1.3 (left) and u0/umf = 1.3 + 0.5s
evident. The movies of these snapshots are included in the Supplementary Material.
understood yet, although preliminary studies point at phase locking
(synchronization) as a possible mechanism [27]. The theory of dynam-
ical synchronization is too vast to be described here in detail, but the
main idea is that a periodic external force can stabilize certain states
of chaotic dynamics, represented by orbits in a strange attractor [31].
Hence, synchronization depends on the properties of the external
force and attractor topology, such as local trajectories, and phase dy-
namics. Simulating synchronization in a chaotic fluidized bed requires
a model that captures at least the main features of the attractor, which
are intimately related to the multi-scale dynamics of the underlying
physical system.

Few attempts have beenmade in this direction. Kawaguchi et al. [32]
studied pulsed fluidization usingDEM. They reported that pulsation fre-
quencies of 4–5Hz induced regularity in the bubble behavior for Geldart
B particles. A row of two large bubbles at fixed positions was stably
formed in each pulse; however, the sub-harmonic, alternating behavior
that is characteristic of the experimental patterns was not observed.
[33] also conducted DEM of fluidization of Geldart B particles, finding
that frequencies of 5–10 Hz increased the regularity of the bubble dy-
namics. However, their results are far from the clear experimental pat-
terns, something the authors attribute to the thin bed—one particle
diameter—and insufficient simulation time.

It is remarkable that CFD simulations have not been able to
convincingly reproduce, so far, the experimental bubble patterns.
Patterns are not one feature of the dynamics, but emerge from the
coupling between dynamics occurring at multiple spatio-temporal
scales [34]. To reproduce the patterns, the model must capture the
underlying physics of the fluidized state in a proper manner. This allows
to validate CFD models based on their ability to reproduce the
experimentally witnessed regular patterns. In addition, regular patterns
(bubbles patterns in quasi-2D beds or surface patterns on 3D beds) are
easy to identify visually, preventing the artifacts introducedbymanyexper-
imental and analysis techniques, and facilitating the comparison between
themodeled and experimental system. Although the synchronization phe-
nomenon influidizedbeds is a promising tool for CFDvalidation, it has been
largely ignored by the fluidization community, so far.

In this work, we show the power of pattern formation for CFD
validation using two-fluid models as a case study. Two-fluid models
are extensively used in the fluidization field [2,3,13,17,22], and their
low computational effort compared to other approaches makes them
a natural first choice for our purpose. More complex CFD models, such
as DEM, will also be tested in the future.
in(2π4t) (right). The hexagonal bubble configuration generated by the oscillating flow is
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2. Two-fluid model implementation

2.1. Governing equations

Two-fluid models consider both gas and solid phases as interpen-
etrating continua [3,2]. The governing equations describing the
conservation of mass (continuity equations) and linear momentum
(Navier–Stokes equations) can be found in Table 1.

The stress tensor of both phases is modeled using the Newtonian
strain–stress relation �T ¼ �p�Iþ �τ . The viscous contribution for the

solid phase is �τs ¼ ϕμs½∇us þ ð∇usÞT� þ ϕðλs � 2
3 μsÞ∇ � us

�I , where μs
and λs are the shear and bulk viscosity, respectively.

Particle–particle interactions are modeled according to the kinetic
theory of granular flow (KTGF) [35]. This approach assumes that the
motion and fluctuating kinetic energy for fluidized particles and mole-
cules in a dense gas is analogous; therefore, the fluctuating component
of particle velocity can be described defining a granular temperature,Θ.
The term �Ts : ∇us in the balance of granular temperature (Table 1) rep-
resents conversion of mean-flow energy into fluctuating kinetic energy
owing to the presence of strain. The term ∇⋅(-κ∇Θ) accounts for diffu-
sion offluctuating kinetic energy,γ represents energy dissipation due to
inelastic collisions, and 3βΘ is the net rate of transfer of fluctuation en-
ergy between the two phases [36].

The KTGF treats inter-particle collisions as instantaneous and binary,
something that is satisfied in relatively dilute environments and rapid
flows, i.e., the viscous regime. Here, particles undergo transient colli-
sions and the momentum transfer is due to collision and translation.
This regime is characterized by a solid pressure ps

ν and a shear viscosity
μs,ν = μs,col + μs,kin that includes the two named mechanisms for
momentum transfer. On the contrary, particles in the plastic regime
bear continuous contact instead of instantaneous collisions, leading to
a frictional mechanism for momentum transfer. Classical KTGF would
under-predict the solid phase pressure and viscosity in the plastic re-
gime, so it is necessary to couple it with frictional stress models for
the solid phase. The most common practical implementation is to
assume that the onset to the plastic regime occurs when the solid
volume fraction exceeds a frictional packing limit, ϕc. Then,

μs ¼
μs;col þ μs;kin
μs;col þ μs;kin þ μs;fr

for ϕbϕc
for ϕ≥ϕc

�
ð1Þ

and

ps ¼
pνs
pνs þ pfrs

for ϕbϕc
for ϕ≥ϕc

�
ð2Þ

Expressions for all the closures can be found in Appendix A.

2.2. Closures

It is out of the scope of this work to test the pattern formation
capabilities of all closures available in the literature. Instead, we are
narrowing down this study by focusing on some of the most common
Table 1
Governing equations for two-fluid model.

Continuity equation for gas phase
∂t(ρgε) + ∇⋅(ρgεug) = 0
Continuity equation for solid phase
∂t(ρsϕ) + ∇⋅(ρsϕus) = 0
Momentum conservation equation for gas phase
∂tðερgugÞ þ ∇ � ðερgugugÞ ¼ ∇ � �Tg þ ερggþMg

Momentum conservation equation for solid phase
∂tðϕρsusÞ þ ∇ � ðϕρsususÞ ¼ ∇ � �Ts þ ϕρsgþMs

Granular temperature equation
3
2 ½∂tðϕρsΘÞ þ ∇ � ðϕρsusΘÞ� ¼ �Ts : ∇us � ∇ � ð�κ∇ΘÞ � γ � 3βΘ
closures used in two-fluid simulations. In particular, we take the work
of [22] as a representative example of a standard two-fluid approach.
Since the authors conducted fluidized bed experiments also under a
quasi-2D geometry, and validated many closures of two-fluid models
experimentally. We use some of the closures the authors discuss there
to ensure a correct combination and satisfactory performance of the
two-fluid model implemented in the present work.

2.2.1. Interfacial force
The interfacial momentum exchange term is assumed to consist of

buoyancy and drag forces. Other components, such as Saffmann and
Magnus forces are considered negligible. The drag force is modeled
according to Gidaspow's correlation [37] which integrates the correla-
tions of [38] and ofWen and Yu [39] via a switch function. The equations
for the drag force closure can be found in Appendix A.5.

The total interfacial force is

Mg ¼ −β ug−us
� �þ ϕ∇pg

Ms ¼ β ug−us
� �

−ϕ∇pg
for the gas phase
for the solid phase ð3Þ

2.2.2. Frictional stress
Schaeffer's closure for the frictional viscosity [40], coupled with

Syamlal's correlation for the frictional pressure [41], has been used
thoroughout this study (Eq. (A.7)). A correct description of the plastic
regime is fundamental to our simulations since some of themost stable
experimental patterns occur approximately for a minimum velocity
close to umf [42,28]. This implies that the bed operates periodically
close to the minimum fluidization velocity, where particles are in
continuous contact and frictional mechanisms dominate over kinetic
and collisional ones.

2.3. Numerical settings

2D simulations were run in Ansys Fluent 12. The pressure-based
solver was selected for low-speed incompressible flows, phase coupled
SIMPLE algorithm for the relation between pressure and velocity,
second-order upwind for momentum and granular temperature,
first-order upwind for volume fraction, and a first order implicit scheme
for temporal discretization. Gradients were calculated with a Green–
Gauss node-based scheme, which adopts the arithmetic average of the
nodal values on each grid cell.

A sensitivity analysis was performed to choose the optimal time step
and cell size. Time steps of 5 × 10-4s and 10-4 s, and grid sizes of 2.5 mm
and 5 mm did not show differences in axial bubble size profile and
average bed height. Based on these results, the grid was refined with
uniform square cells of 5 mm size. The time step is 5 × 10-4 s, with a
maximum of 200 iterations per time step to ensure convergence.

2.4. Experimental and simulated conditions

Experimental conditions for pattern formation are taken from [42].
Experiments were conducted in a 40 × 1.5 cm quasi-2D bed equipped
with a porous plate distributor. Sand with a particle size distribution
230-590 μm and average particle size of 360 μm was fluidized with
air at room conditions. The reported minimum fluidization velocity
umf is 0.13 m/s. The initial bed height is approximately 40 cm. The
most stable patterns were observed when operating with a 4 Hz
sinusoidal flow oscillating between umf and 1.8 umf.

In the simulation, the choice of the frictional packing limit ϕc must
approximate the experimental umf, since the drag force depends on
the solids fraction, which, in turn, depends on ϕc. A value of ϕc = 0.6
gives a simulated umf of 0.11 m/s, somewhat smaller than the
experimental value but nearly the same as the theoretical value of
0.10m/s obtained fromWenandYu's correlation [39] for 360 μmmono-
disperse particles. The small difference between the experimental and



Table 2
Parameters for the 2D simulations.

Parameter Value

Particle density, ρs 2500 kg/m 3

Gas density, ρg 1.225 kg/m 3

Gas viscosity, μg 1.8·10-5 Pa s
Particle diameter, ds 360 μm
Restitution coefficient, e 0.9
Angle of internal friction, θ 30°
Frictional packing limit, ϕc 0.6
Initial solid volume fraction, ϕ 0.39–0.41 (random)
Bed width, W 40 cm
Static bed height, H 40 cm
Drag closure [37]
Wall boundary condition No-slip for both phases
Inlet boundary condition Velocity inlet type: u0/umf = A + Bsin(2πft)
Outlet boundary condition Pressure outlet type: 101,325 Pa
Time step 5 × 10-4 s
Cell size 5 mm
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simulated umf can be attributed to the size distribution of the real solid.
In addition,ϕc=0.6 is the frictional packing limit recommended by [41]
when deriving his closure and it has been used by [22] in their work,
which is used as a reference.

A summary of the simulation conditions is shown in Table 2.
2.5. Bubble identification

In a two-fluid simulation, a bubble is defined as a region of the
computational domain which comprises cells where the solid volume
fraction ϕ is lower than a threshold value ϕb. Here, ϕb = 0.2 [43]. The
variation of the solid volume fractionwith time indicates that the steady
state is reached after ~3 s. Bubble identification is therefore carried out
between 3 s and 10 s at the post-processing stage of each time step. A
program was written in house to identify the bubbles in the present
work. The equivalent bubble diameter is obtained from the bubble

area: deq ¼
ffiffiffiffiffiffi
4Ab
π

q
. A minimum equivalent bubble diameter of 1 cm,

equivalent to 4 grid cells, is imposed to remove spurious bubbles.
3. Results and discussion

3.1. Validation under constant gas flow

To ensure that the simulation and closures are correctly implement-
ed, a rudimentary validation test was performed prior to the study of
pattern formation. Simulated bubble size and rising velocity are
compared to the experimental values reported by [22] in a conventional
quasi-2Dbed under the same conditions. For this preliminary validation,
the 2D computational domain is 50 cmwide × 200 cmhighwith a 30 cm
Fig. 2. Experimental and computational bubble size growth (left) and rising velocity (right). Ex
agreement between the experimental and simulated bubble properties is satisfactory.
high initial loading of 700 μm particles. The air velocity is constant and
equal to 0.62 m/s.

In terms of bubble size growth and rising velocity, the computational
and experimental results are in reasonable quantitative agreement
(Fig. 2), which shows that our two-fluid implementation is able to pre-
dict basic features of a conventional fluidized bed. It is worth
mentioning that bubbles in an experimental quasi-2D bed are forced
to have a disk-like shape, i.e., thin in their third dimension. The simula-
tion neglects the boundary effects from both front and back walls by
adapting a quasi-2D bed to a 2D model, which, to a certain extent,
might contribute to the differences in the results.
3.2. Oscillating gas flow

In this section, the response of the simulated bed dynamics to an
oscillating flow of the form u0/umf = A + Bsin(2πft) is discussed.
Variations in the flow frequency f, offset umin/umf= A-B, and amplitude
B are investigated. The selected values for these parameters correspond
to the range where experimental bubble patterns are observed [42]
(Table 3).
3.3. Influence of the pulsed flow frequency, f

Experimental bubble patterns were observed in the range of pulse
frequencies 2.5-7 Hz, and were more stable in the lower part of this
range [42,28]. Experimentally, bubbles still form in a sub-harmonic, reg-
ular fashion, for frequencies above 7 Hz, but they are so small that they
quickly coalesce and the pattern vanishes close to the distributor. For
constant average gas velocity A and offset, the bubble size decreases
with the frequency due to the smaller volume of gas injected in each
pulse, Vp ∝ Aumf/f, whereas the number of coexisting bubbles increases
due to the smaller vertical bubble pitch. In addition, it was suggested
that higher frequencies increase the gas volume fraction of the dense
phase [42,28].

The effect of pulse frequency on the two-fluid simulation results is
displayed in Fig. 3. The computational average bubble size decreases lin-
early from ~1.7 cm to ~1.3 cm, in reasonable quantitative agreement
with the experimental data reported in [42] for the same oscillating
flow. The better aeration of the dense phase for larger frequencies sug-
gested in [42] is not captured by the two-fluid model.

Visual observation reveals that the most regular dynamics are
obtained at around 3-4 Hz. However, at this frequency, the bed still
exhibits quite chaotic behavior, with some episodes of regularity
where three relatively large bubbles at fixed positions are formed at
every pulse. This is similar to the observations reported by [32] in
their DEM simulations, although in our case the regularity is not so
stable. The alternating bubble behavior that characterizes the
experimental bubble patterns is not observed at any frequency.
perimental data are taken from [22]. The error bars represent the standard deviations. The



Table 3
Inlet boundary conditions u0/umf = A+ Bsin(2πft) investigated.

f (Hz) A-B B

2−5 1 0.4
4 1 0.3, 0.4, 0.5
4 0.8, 1 ,1.2 0.4
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3.4. Influence of the pulsed flow amplitude, B

The clearest experimental patterns form for 0.3 b B b 0.5. A smaller
amplitude of the flow generates bubbles near the distributor that are
too small to be stable, whereas a larger amplitude injects too much air
in every pulse, generating additional bubbles that disturb the pattern.
It is reported that, in a 15 cm deep bed, for a constant frequency f =
4 Hz and average flow A = 1.4, the bubble size increases linearly from
1.3 cm for B = 0.1, to 1.6 cm for B = 0.42 [42].

Different from [42], we test the influence of the amplitude B by
keeping the flow offset A-B constant and equal to 1, instead of keeping
the average A constant, as our recent insights suggest that maintaining
the flow offset is more important than the average flow for pattern
formation. It is observed that the computed bubble size increases with
the amplitude for constant offset and frequency (Fig. 4). Considering
the gas as incompressible, the equivalent bubble diameter in quasi-2D
beds can be estimated from the volume of gas injected during each
pulse. Assuming that the dense phase is at minimum fluidization condi-
tions, the bubble size can be estimated from the average flow A, this is:

deq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4Wumf

Nbπf
A−1ð Þ

s
ð4Þ

where Nb is the number of bubbles generated at each pulse.

For an offset of A-B = 1, Eq. (4) converts to deq∝
ffiffiffiffiffiffiffi
B

Nb f

q
. Therefore, B

and 1/f have a similar influence on the bubble size, as these two param-
eters increase the volume of gas injected during each pulse.
Fig. 3. Influence of the pulse frequency on the average bubble size (left axis) and solids
packing in the dense phase (right axis). Open symbols represent computational values,
whereas close symbols stand for experimental values from [42]. The error bars represent
the standard deviations. Snapshots correspond to f = 2,3,4 and 5 Hz, from left to right.
Offset A-B = 1 and amplitude B = 0.4.
It is not possible to carry out a one-to-one comparison between our
simulated bubble size and Regelink's observations [42], as they keep the
average flow A constant instead of the offset A-B. However, both the
bubble size and trend are similar.

3.5. Influence of the gas velocity offset, A-B

Pattern formation in quasi-2D beds occurs in a very narrow range of
flow offsets [42], where most stable patterns manifest themselves for a
minimum flow between umf and 1.2 umf. Regular patterns are also
observed when working with minimum flows below umf, but they are
less stable. A too small offset would completely defluidize the bed at
every flow minimum; any memory about the previous dynamical
state is lost and the pattern is not observed.

Both experiments and our simulations show that for a constant flow
amplitude and frequency, the average bubble size grows when increas-
ing the offset. This can be attributed to an increase of the average flow A,
which in turn causes larger volume of gas to be injected in each pulse
(Eq. (4)). There is good quantitative agreement between experimental
and simulated bubble size (Fig. 5). The simulated bubble size shows a
rapid growth when the offset is increased from 0.9 to 1 as the bed tran-
sitions from a partially to a fully fluidized state.

3.6. Discussion

None of the simulations conducted in this study has been able to
reproduce structured bed dynamics, let alone the regular bubble
patterns observed experimentally. Remarkably, our simulations would
pass many of the validation tests performed in the literature, as bubble
dynamics and minimum fluidization velocity are well captured for a
variety of conditions. These results highlight the power of pattern for-
mation as a tool for model validation compared to classical validation
techniques.

Two-fluid models have helped to design and understand fluidized
beds during the last twenty years; however, the correctness of applying
a continuum approach to model granular matter, which is, inherently,
intermittent, is debatable. From a practical point of view, current two-
fluid models are weak at capturing the solid motion in quasi-2D beds
[22]. The regular patterns emerge under circumstances where the par-
ticulate phase oscillates close to the minimum fluidized state, alternat-
ing between fluid-like and solid-like behaviors. In this regard, most of
the particulate phase is observed to be in the plastic regime (Fig. 6), so
much of the solid–fluid alternating behavior of a patterned bed must
be captured by the frictional tensor, which is key to any two-fluid
model. Closures available in the literature for the frictional normal stress
Fig. 4. Influence of the gas velocity offset on the average bubble size. The error bars
represent the standard deviations. Snapshots correspond to B = 0.3, 0.4, and 0.5, from
left to right. Offset A-B = 1 and frequency f = 4 Hz.



Fig. 5. Influence of the pulsed flow offset A-B on the fluidization dynamics. The open
symbols represent the computational values, whereas the close symbols stand for the
experimental values from [42]. The error bars represent the standard deviations.
Snapshots correspond to A-B = 0.9, 1.0, and 1.2, from left to right. Amplitude B = 0.4
and frequency f = 4 Hz.
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might differ by orders ofmagnitude [4] and are, perhaps, oversimplified,
especially at low fluidization velocities.

In summary, a correct prediction of local solid motion, velocity
fluctuations and force chains is of significant importance to obtain
these periodic patterns. A more detailed description of the solid phase,
using discrete element methods, is advised to improve the prediction
of the solid phase.
4. Conclusions

In this paper, we have demonstrated how to apply pattern formation
in fluidized beds as a tool for CFD model validation, in particular for 2D
two-fluid models. It can be concluded that the representative two-fluid
model implemented in this work succeeds in capturing bubble dynam-
ics, but completely fails to reproduce the experimental regular bubble
patterns. These results suggest that two-fluid approaches cannot cap-
ture the underlying physics of the fluidized state, especially at low gas
velocities. This does not discredit the use of two-fluidmodels in general;
however, they are strikingly unable to reproduce the experimentally
observed bubble patterns, pointing to deficiencies in their assumptions
that are relevant in practical circumstances.
Fig. 6. Fraction of the dense phase in the plastic regime. The selected case corresponds to
offset A-B=0.4, amplitude B=0.4, and frequency f=4Hz. Data are sampled during the
10th second of simulation time, containing 4 periods of pulsation (1 s). Snapshot shows
the spatial distribution of solids in the plastic regime (ϕ N ϕc), where the frictional
contribution is included.
One approach is to move towards more fundamental models, espe-
cially with the help of direct numerical simulations (DNS) and discrete
element model. These are allowing to develop more accurate closures
for fluid–particle interaction that can be implemented in coarser ap-
proaches. However, better descriptors of themesoscopic physics are re-
quired as well to bridge the wide range of relevant length scales.
Fundamental models should confront validation procedures tougher
than those currently applied in the literature. In this context, pattern
formation excels as a validation tool, or, more specifically, as a falsifica-
tion test, that is a test for the null hypothesis that themodel is reproduc-
ing experimentally observed fluidized bed dynamics properly.

Notation

A average of oscillating flow, [–]
Ab bubble area, [cm 2]
B amplitude of oscillating flow, [–]
Cd particle drag coefficient, [–]
F total number of frames, [–]
H bed height, [cm]
Nb number of bubbles formed in each pulse, [–]
Tp pulsed flow period, [s]
Vp volume of gas injected in each pulse, [cm3]
W bed width, [cm]
M interphase momentum exchange, [kg/(m2 s2)]
Ī identity matrix, [–]
�T stress tensor, [Pa]
g gravitational acceleration, 9.8 [m/s2]
u velocity, [cm/s]
Re particle Reynolds number, [–]
ds particle size, [μm]
deq equivalent bubble diameter, [cm]
e restitution coefficient, [–]
f frequency of oscillating flow, [Hz]
g0,ss radial distribution function, [–]
p pressure, [Pa]
ps
ν viscous solid pressure, [Pa]

ps
fr frictional solid pressure, [Pa]

t time, [s]
u0 superficial gas velocity, [m/s]
umf minimum fluidization velocity, [m/s]

Greek letters

β drag force coefficient, [kg/(m 3·s)]
τ shear stress tensor, [Pa]
ε volume fraction of gas phase, [–]
γ granular energy dissipation, [W/m 3]
κ granular energy conductivity, [kg/(m·s)]
λs bulk viscosity of solid, [Pa·s]
μ viscosity, [Pa·s]
μs,col collisional viscosity of solid phase, [Pa·s]
μs,fr frictional viscosity of solid phase, [Pa·s]
μs,kin kinetic viscosity of solid phase, [Pa·s]
μs,v viscosity of solid phase in viscous regime, [Pa·s]
ϕ volume fraction of solid phase, [–]
ϕb threshold for bubble recognition, [–]
ϕc frictional packing limit, [–]
ϕmax maximum packing limit, [–]
ψ drag force corrective function exponent, [–]
ρ density, [kg/m3]
Θ granular temperature, [m2/s2]
θ internal friction angle, [°]
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Subscripts

g gas phase
s solid phase
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Appendix A. Closure relationships

A.1. Bulk viscosity

The bulk viscosity expresses the resistance against compression and
is zero for the gas phase. For the solid phase we follow [44]:

λs ¼ 4
3
ϕρsdsg0;ss 1þ eð Þ Θ

π

� �1=2

ðA:1Þ

where e is the restitution coefficient and g0,ss is the radial distribution
function:

g0;ss ¼ 1−
ϕ

ϕmax

� �1=3
" #−1

ðA:2Þ

A.2. Solid pressure

The solid pressure ps prevents the solid phase fromoverpacking. [44]
derived the following expression for the solid pressure in the viscous re-
gime from the kinetic theory of granular flow:

pνs ¼ ϕρsΘþ 2ρs 1þ eð Þϕ2g0;ssΘ ðA:3Þ

[41] define the solid pressure in the plastic regime as:

pfrs ¼ A ϕ−ϕmaxð ÞB ðA:4Þ

Where A = 1025 and B = 10 as suggested in [41]. The maximum
packing limit ϕmax is 0.63, which corresponds to poured random pack-
ing [45].

A.3. Shear viscosity for solid phase

The collisional and kinetic viscosities are defined according to [35]:

μs;col ¼
4
5
ϕρsdpg0;ss 1þ eð Þ Θ

π

� �1=2

ðA:5Þ

μs;kin ¼ 10ρsds
ffiffiffiffiffiffiffi
Θπ

p

96ϕ 1þ eð Þg0;ss
1þ 4

5
g0;ssϕ 1þ eð Þ

� 	2
ðA:6Þ

The frictional viscosity ismodeled according to [40], which is usually
coupled with Eq. (A.8):

μs;fr ¼
pfrs sinθ
2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Ss : Ss

p ðA:7Þ

where Ss ¼ 1
2 ½∇us þ ð∇usÞT� � 1

3 ð∇ � usÞI.
A.4. Diffusion of fluctuating kinetic energy

The [35] model is used for the diffusion coefficient of fluctuating
kinetic energy:

κ ¼ 150ρsds
ffiffiffiffiffiffiffi
Θπ

p

384 1þ eð Þg0;ss
1þ 6

5
ϕg0;ss 1þ eð Þ

� 	2
þ 2ρsϕ

2ds 1þ eð Þg0;ss
Θ
π

� �1=2

ðA:8Þ

The collisional dissipation of energy is modeled according to [44]:

γ ¼ 12 1−e2
� �

g0;ss
ds

ffiffiffi
π

p ρsϕ
2Θ3=2 ðA:9Þ

A.5. Drag force

The drag coefficient is calculated using the closure developed by
[37]. In the very dilute regions of the bed (ε N 0.8):

β ¼ 3
4
Cd

ρg ug


 −uskεϕ

ds
εψ ðA:10Þ

where

ψ ¼ −2:65 ðA:11Þ

Cd ¼ 24
εRe

1þ 0:15 εReð Þ0:687
h i

ðA:12Þ

The relative Reynolds number is defined as:

Re ≡
ρg

μg
ug−



 uskds ðA:13Þ

When ε ≤ 0.8, the drag coefficient takes the form as:

β ¼ 150
ϕ 1−εð Þμg

εd2s
þ 1:75

ρgϕ ug


 −usk
ds

ðA:14Þ

Appendix B. Supplementary data

Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.powtec.2016.03.011.
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