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Abstract 

Current monitoring practices in the railway industry primarily rely on total station and 

prism based methods. This approach requires the installation and maintenance of 

prisms directly onto the structure being monitored which can be invasive and 

expensive. This thesis presents the outcomes of an industrial based doctorate, 

motivated by the Network Rail Thameslink Programme, to investigate the potential of 

terrestrial laser scanning and photogrammetry as an alternative non-contact and 

“target-less” solution to monitoring railway infrastructure. The contributions made by 

this thesis in the context of Network Rail requirements include: a laboratory based 

exploration of the state of the art in target and surface-based measurements; a 

validation of conventional, terrestrial laser scan and photogrammetric surveys of a 

deforming set of brick arches; and a novel prism-less method of track measurement 

using terrestrial laser scanner data. The complete project has been carried out as part 

of the highly complex and dynamic £900m London Bridge Redevelopment Project. 

The thesis comprises of a review of existing monitoring system performance and 

highlights challenges in the adoption of this technology through interviews of leading 

professionals in the monitoring industry. Laboratory tests utilise network adjustment 

prediction and analysis to compare state of the art total station, terrestrial laser 

scanning and close-range photogrammetry instrumentation to both target and target-

less deformation monitoring scenarios. The developed tests allow the performance of 

each technique to be assessed within the context of state of the art and Network Rail 

operational practice and are extensible to developments in each of these technologies. 

Results demonstrate performances to sub-millimetre level and are validated through 

the use of a Leica AT401 laser tracker. Each technique is then explored within the 

London Bridge Redevelopment Project through a series of live monitoring sites where 

their ability to either augment or replace existing survey techniques is evaluated. 

Results from the on-site monitoring of historic brick arch structures demonstrate 

surface measurements compatibility at the millimetre level, highlighting close 

agreement between instrument performance established in the laboratory. 

A key use of prism-based techniques is in the determination of engineering track 

parameters where costly prism systems, both in terms of installation and subsequent 

maintenance, attached to the track are a key concern. Here laboratory validated track 

surface measurement, with terrestrial laser scanning, has been deployed on a 15 metre 

long dual track site and shown to be highly capable of replacing prism systems for the 

determination of accurate track geometry. This work has included a novel optical non-

contact measurement process utilising individual rail cross section designs to 

automatically extract relevant track geometry parameters within 1mm of prism-based 

methods. The method offers excellent potential for incorporation into an automated 

track monitoring system. Outcomes from the thesis have been published in peer-

reviewed journals and conferences. 
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3) 

Producing 2D and 3D 

CAD models of masonry 

arches and rail design 

model, calculating cant 

and twist of track 

P Yes 

CloudCompare 2.5.5.2 Registration of track 

design model to acquired 

TLS point cloud 

OS No 

Geomagic 

Qualify 

2013.0.

1 

Producing deformation 

displacement maps from 

point cloud data 

P Yes 

Geomagic 

Studio 

2013.0.

1 

Producing 3D mesh from 

point cloud data 
P Yes 

Leica 

Geosystems 

Cyclone 

8.1.3 Importing and registering 

TLS data, automatically 

producing cross-sections 

of railway track  

P Yes 

MathWorks 

MATLAB 

R2012a Producing histograms of 

the residuals from point 

cloud registration 

P No 

MicroSurvey 

STAR*NET 

8.1.2 Running least-squares 

network adjustment on 

survey measurements 

P No 

n4ce 2.50c Importing raw survey 

data and converting into 

STAR*NET format 

P Yes 

UCL 

Geomatics 

Lens Distortion 

Correction 

(LDC), 

1.2.1 Correcting images based 

on camera calibration 

using VMS P Yes 

Vision 

Measurement 

System 

(VMS), 

8.5 Camera calibration for 

CRP 
P No 

VisualSFM 0.5.22 Running SfM process 

using CRP images to 

produce a dense 3D 

reconstruction 

OS No 

* “Black box processes”: inability to access and audit key steps and outcomes. For 

example, statistical evidence on least squares fitting and adjustment or a log of 

changes made to input measurement data.
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1 Chapter 1 - Introduction 

This thesis has been submitted as part of an Engineering Doctorate (EngD) which is a 

collaborative research study between University College London (UCL) and Network 

Rail Thameslink Programme. It is a study partly funded by the Thameslink Programme 

and the Engineering and Physical Sciences Research Council (EPSRC), which has 

been hosted by the UCL doctoral training centre of Virtual Environments, Imaging 

and Visualisation (VEIV). 

Network Rail (NR) are the owner and infrastructure manager of most of the rail 

network in England, Scotland and Wales. One of the projects at NR is the Thameslink 

Programme (TLP) which involves a £5billion upgrade of a major railway line through 

Central London. Some stations that have been upgraded include London St Pancras, 

Blackfriars and Farringdon Station. Currently London Bridge Station is going through 

redevelopment, which is due to be completed in 2018, will cost approximately £900m. 

1.1 Motivation for this of research 

The protection of existing infrastructure, e.g. structures, railway lines, stations etc. is 

essential for enabling these upgrades and redevelopments. Therefore structural 

monitoring is a fundamental requirement for safety, protection and operational 

efficiency. Railway monitoring usually consists of total stations measuring to glass 

prisms or targets directly attached to the structure being monitored, which can be 

invasive where drilling or gluing is required. This can result in safety and timing issues 

during installation as well as subsequent maintenance. It also provides discrete point 

information of the target and not necessarily the structure itself. 

Currently the cost for monitoring a major station on the TLP, e.g. London Bridge 

Station, costs £1million per year. From an assurance point of view this seemed to be a 

substantial cost for monitoring alone. There was concern in the effectiveness of 

monitoring systems implemented. In particular there was uncertainty with the benefits 

of using prisms due to the multiple problems associated with their implementation 

during the lifetime of a project. For example, the prisms used for railway track 

monitoring often get kicked/turned during engineering hours, which results in a “null” 

reading from the total station. 
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Therefore, based on the advancement of technology in the surveying industry, NR TLP 

were seeking to investigate the potential of optical non-contact techniques such as 

terrestrial laser scanning and photogrammetry. It was thought that this could offer a 

change in the monitoring implementation process where prism installation and 

maintenance times and costs could be reduced, whilst capturing surface information 

of the structure as opposed to discrete point information of the target. When reviewing 

ongoing research and activities in the field the key issues in the application of these 

technologies are achieving the required accuracy and precision, as well as the analysis 

and communication of deformation monitoring results.  

1.2 Objectives of research 

Based on the motivation of this study, the objectives of this study from a Network Rail 

remit comprised of the following three concerns: 

1. Do these prism issues at TLP, for example, the null readings and high 

maintenance costs, also appear across the railway monitoring industry? 

2. Can prism-free monitoring technologies be applied at the London Bridge 

Station redevelopment project? 

3. Can non-contact techniques replace prisms more widely across the railway 

monitoring industry? 

As a result of these enquiries, the research has followed a two-stage process. Firstly 

laboratory comparisons and capability evaluation of both target and targetless systems 

in order to link performance with established engineering surveying network design. 

Experiments have been designed around leading edge instruments in current use but 

have included tools from engineering metrology, such as laser trackers and target nests, 

in order to challenge the engineering state of the art. These types of instrumentation, 

which are purpose-built for metrology applications, allow an order of magnitude better 

measurement capability to be used as a gold standard against engineering surveying 

techniques, which can be compared in a generic set of tests capable of accommodating 

future instrument developments. 

Close working with NR, including assisting contractors with on-site surveys, was 

required to gain key access to active live railway monitoring sites in order to carry out 

practical evaluation of the techniques so that their fit for purpose to engineering need 

and ability to accommodate challenging site conditions can be included in the 
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experimental work. Out of six sites initially selected for evaluation, the work for this 

thesis has focused on the London Bridge Redevelopment Project and specifically 

around a set of actively deforming historic brick arches and the railway track above 

them. This enabled direct comparison between NR commissioned surveys along with 

a direct link into the NR engineering structure allowing detailed conversations centred 

on engineering need. For example the archway monitoring took place during a period 

of active change whilst changes in the track, expressed in the form of cant and twist 

could be compared with data from commissioned monitoring systems (see Chapter 2 

for an explanation of terminology). 

This combination has supported the development of and answers to the following key 

research questions which when brought together provide an academic rationale to the 

thesis with a clear novel contribution to the state of the art, whilst addressing the key 

points raised by NR at the outset of this study. 

1. Can detection of change from surface-based measurements at a laboratory and 

site-based scale be applied independently to prism-based measurements to 

determine if these are fit for purpose and fulfil engineer’s requirements? 

2. Can non-contact instrumentation performance testing, such as TLS and CRP, 

be carried out to determine if similar levels of accuracy and precision as state 

of the art total stations can be achieved? 

3. What are the advantage and disadvantages of replacing prisms on large scale 

monitoring projects? 

1.3 Contributions to knowledge 

This research makes the following contributions to knowledge: 

1. A method for determining whether total station instrumentation is performing 

within the manufacturer’s specification drawing upon established metrology 

standards and a laser tracker as a “gold standard” baseline. The method can be 

used for instruments of various stages of their lifetime given that 24/7 

monitoring environments are extremely challenging. Since the method is 

founded on network analysis, a simulation mode can be used to ascertain the 

effect in any given monitoring network.  

2. A method for testing state of the art instrumentation capability of point and 

surface-based measurements through laboratory testing. The developed 
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method can be applied to any instrument, target or surface type making it 

capable of testing future instruments which might be based on hybrid designs 

such as the combined scanning total station Leica MS50 and the portable laser 

tracker Leica AT402. 

3. A novel rail fitting technique to allow railway track geometry, required for 

track monitoring, to be extracted has been validated in the laboratory and 

applied on site. This work has been presented at several peer-reviewed 

conferences and cited by other researchers. Extraction of a planar rail surface 

has been achieved to 0.6mm RMS whilst extraction of the complete rail cross-

section has been achieved to better than 1.5mm RMS. This level of detection 

is commensurate with prism-based systems but offers the flexibility of 

extracting profiles and track parameters at user defined spacing within the post-

process stage. The developed method is capable of full automation. 

4. The validation of laboratory tests of measuring brick surfaces through a TLS 

monitoring survey on a site-based scale, independent of the prism based 

methods, to achieve a fit for purpose solution. TLS was able to deliver relative 

movements on a challenging live site environment through ad-hoc surveys. 

Despite an average uncertainty of 7mm between the registrations of epochs, 

the results validated the relative movements through 2D arch profiles as well 

as 3D deformation displacement maps at the millimetre level. This highlighted 

the issue of local vs global point cloud registration in order to detect small 

changes in the presence of very challenging engineering surveying connection 

networks.  

These contributions are summarised in Chapter 7. 

1.4 Thesis outline 

Following the introduction provided in this chapter, the thesis is comprised of six main 

chapters. 

To place the work in context, this thesis commences with a chapter written very much 

in an industry focused style. Chapter 2 provides a background to the Network Rail 

engineering need leading towards the requirements of implementing a monitoring 

scheme on a large-scale project such as TLP. A review of existing monitoring 

performance is presented through interviews of leading professionals in the monitoring 

industry. This overview is followed by a detailed background into the monitoring 
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requirements of the London Bridge Redevelopment Project, which provides the very 

active case studies for this research.  

Chapter 3 reviews the current state of the art engineering surveying techniques used 

for deformation monitoring. It describes the well-established workflow carried out for 

analysing deformation monitoring using more traditional measurements such as total 

stations, including the communication of monitoring data to the relevant parties that is 

fit for purpose. The chapter also describes how emerging technologies such as TLS are 

beginning to be applied as a deformation monitoring tool and the current challenges 

associated with this. 

Chapter 4 discusses the laboratory work carried out in this research to investigate 

instrument capability testing of point and surface-based monitoring using total 

stations, terrestrial laser scanners and close-range photogrammetry. Surface-based 

tests focus on typical surfaces encountered in the railway environment: railway track 

and masonry brick. 

The findings from the laboratory experiments are used to apply surface-based 

monitoring techniques to two live monitoring sites on the London Bridge 

Redevelopment Project independently of the manual/automatic prism-based methods 

provided by the contractor. Chapter 5 shows TLS testing of a section of railway track 

required to be monitored throughout the project in order to accurately extract track 

geometry parameters.  

Chapter 6 applies TLS and CRP to measure the movement of a set of historic brick 

arches which were deforming. The challenges with respect to gaining access to both 

of these sites in order to carry out these tests is discussed.  

Chapters 4, 5 & 6 provide conclusions from the laboratory and site experiments carried 

out. These conclusions are then taken forward in an industry context by addressing the 

question “What does this mean for Network Rail?” in which a list of opportunities and 

challenges for Network Rail is provided. 

Chapter 7 includes key contributions of the research project and opportunities of 

further work in an academic and rail industry context.  
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1.5 Publications from this work 

The following papers and presentations relevant to the research topic have been written 

and presented at academic and industrial conferences and published in peer-reviewed 

academic journals and conference proceedings during the course of the research. 

Journal publications 

Soni, A., Robson, S., Gleeson, B. (2015) Structural monitoring for the rail industry 

using conventional survey, laser scanning and photogrammetry, Applied Geomatics, 7 

(2), 123-138.  

In submission: Soni, A., Corcoran, H., Robson, S., Testing the performance of current 

generation total stations for monitoring, Survey Review 

Conference proceedings 

Soni, A., Robson, S., Gleeson, B. (2015) Optical non-contact railway track 

measurement with static terrestrial laser scanning to better than 1.5mm RMS, FIG 

Working Week 2015, Commission 6: Engineering Surveys 

Soni, A., Robson, S. & Gleeson, B. (2014) Extracting Rail Track Geometry from Static 

Terrestrial Laser Scans for Monitoring Purposes. ISPRS-International Archives of the 

Photogrammetry, Remote Sensing and Spatial Information Sciences, 1, 553-557. 

Soni, A., Robson, S. & Gleeson, B. (2013) Comparison of conventional survey, laser 

scanning and photogrammetry for structural monitoring in the rail industry, 2nd Joint 

International Symposium on Deformation Monitoring 

Industrial conference presentations 

“Emerging technologies in Monitoring”, Instrumentation and Monitoring Conference, 

London (2015) 

“Instrumentation and Monitoring in the Railway Environment”, GeoBusiness, London 

(2014) 

“The potential of laser scanning and photogrammetry for structural monitoring in the 

rail industry”, SPAR Europe, Amsterdam (2013) 

 

 

  



 

7 

 

2 Chapter 2 - Network Rail: an overview of monitoring 

practices 

This Engineering Doctorate (EngD) required close working with Network Rail (NR) 

in order to understand the monitoring context and to gain access to key live sites 

through a complex possession based process. This chapter introduces that context 

including key questions from NR that initiated the funding for this work as an 

NR/EPSRC supported EngD. A significant period of the work was spent working as 

part of an NR team to gain an understanding of the very complex engineering 

requirements, communication chain, procurement, validation and relationship between 

different parties such as the client contractor relationship. Work carried out included 

interviews with key industry figures, presence at NR planning and decision making 

meetings and working on site with contractors. The London Bridge Redevelopment 

Project and its capability to provide two very active case studies, where movement was 

predicted, allowed the EngD to focus on particular key issues. The industrial focus of 

this study has necessitated a chapter written very much in an industry focused rather 

than an academic style. This thesis would not have been possible without the time and 

effort invested in this process. Acknowledgements go to Barry Gleeson at NR for 

facilitating this. 

2.1  Chapter Introduction 

As presented in Chapter 1 the motivation for this study arose from Network Rail 

Thameslink Programme (TLP). It was seen that the cost for monitoring a major station 

at TLP was £1 million per year. Also from a survey assurance point of view there was 

uncertainty in the effectiveness of the monitoring system implemented. In particular 

there was uncertainty of the benefit of using targets, such as glass prisms, due to 

multiple problems associated with their implementation during the lifetime of the 

project. Network Rail has a history of using target-based systems, especially prisms, 

for monitoring any type of structure. Due to this high cost of having a monitoring 

system and frequent issues with prisms, there was an incentive to answer the following 

questions:  

1. Do these prism issues at TLP also appear across the railway monitoring 

industry? 
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2. Can prism-free monitoring technologies be applied at the London Bridge 

Station redevelopment project? 

3. Can non-contact techniques replace prisms more widely across the railway 

monitoring industry? 

The first question, which is associated with current monitoring industry practices, is 

addressed in this chapter by carrying out interviews with key figures in the industry to 

gain an insight into the monitoring practices on other projects at a similar or larger 

scale. After providing background information on Network Rail and the TLP below, a 

brief summary of the outcomes from these interviews is provided in section 2.4. 

The second question is addressed in Chapters 5 and Chapter 6 where surface based 

measurements using TLS and CRP techniques, i.e. without the use of prisms or targets 

attached the surface, are applied. The techniques that are applied are based on the 

laboratory testing carried out in Chapter 4.  

The third question is based on the potential use of these non-contact techniques. Based 

on the outcomes from the site testing in Chapter 5 and Chapter 6 this question is 

addressed in the conclusions of this thesis in Chapter 7. 

2.2  Overview of Network Rail 

Network Rail (NR) are the infrastructure maintainer of the UK’s national rail network. 

They also undertake major infrastructure projects within specialist units under the 

umbrella of Investment Projects. The management of these investment projects is 

achieved through “Governance for Railway Investment Projects” (GRIP). This 

consists of 8 phases beginning with defining the output of the project through to the 

project close out (Network Rail, 2015). Figure 2.1 represents the lifecycle of GRIP. 

The Thameslink Programme is one of these investment projects. 
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Figure 2.1: GRIP Lifecycle – (taken from the Network Rail GRIP Policy Manual - Network 

Rail, 2010) 

GRIPs 1 and 2 involve strategic development of needs between the Department for 

Transport (DfT) in consultation with Network Rail Corporate. Once a major project is 

agreed, an Act of Parliament is generally required to give NR authority to move onto 

the next phase. In this case the TLP got its authority in 2006. Once this is approved, 

GRIP 3 (which is also known as “optioneering”) can commence. The primary outputs 

at GRIP stage gates are shown in Table 2.1. 
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Table 2.1: Network Rail GRIP stage aims and outputs (taken from the Network Rail GRIP 

Policy Manual - Network Rail, 2010) 

2.3  The Thameslink Programme 

The Thameslink Programme (TLP) involves a £6 billion upgrade of the Thameslink 

railway network, which runs from Bedford to Brighton through Central London. The 

scope of the Thameslink railway network in Central London is shown in Figure 2.2. 

Amongst the project's scope, one of the aims is to expand the network by increasing 

the number of car trains delivered between the "core" areas (from London St Pancras 

— London Bridge Station) as well as increasing the frequency of the number of trains 

per hour. This requires the development of major stations within the network over the 

project period which began in 2008 and is proposed to be completed by December 

2018 through 3 main stages (Key Output 0, 1 and 2). Currently the programme is in 

Key Output 2 where the London Bridge Redevelopment Project is the main focus for 
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the phase. More information of the London Bridge Redevelopment Project and its use 

as a case study site for the EngD is provided in section 2.5. 

 

Figure 2.2: Scope of the Thameslink railway network through Central London (image taken 

from Inner Area Tour presentation - Network Rail Thameslink, 2010) 

The TLP project has been broken down into specific work packages: for example 

individual station upgrades have their own work scopes and GRIP stage deliverables 

(e.g. Farringdon, Blackfriars and London Bridge Station). For detailed outputs of each 

project within TLP, a “GRIP Product Matrix” is reviewed and clarified with the TLP 

individual project team. Amongst this detailed list includes outputs directly related to 

monitoring. The GRIP Product Matrix also identifies the required outputs of the GRIP 

stages. 

At GRIP stage 4 the product deliverables can include a monitoring strategy and an 

outline monitoring specification along with the reference design for the single option 

determined from GRIP 3. An asset management plan (AMP), which may also have 

reference to monitoring assets, is also prepared at this stage. The AMP relates to NR 

operational assets which may be affected by works which include replacement, 

decommissioning or re-commissioning. The monitoring specification at GRIP 4 

should include some details of potential impacts in relation to structural or ground 
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movement. The usual format for such impacts is a ground movement assessment. At 

GRIP 5 detailed design is produced, at which point structural calculations and potential 

movement impacts can be calculated more rigorously. It is also the stage when 

construction methods and sequencing can be used to inform the impact timing and 

therefore monitoring requirements from the outline developed at GRIP 4.  

Generally there is a requirement to commence monitoring during GRIP 5 as most 

works require baseline period monitoring prior to commencement of works which 

have the potential for impact. For third parties, such as London Underground, this can 

be as long as 12 months of baseline monitoring. In some projects baseline monitoring 

studies can commence as early as GRIP 3 if circumstances dictate.  

During GRIP 6 the construction activities actually commence and the monitoring 

system becomes live. NR and its contractors have an obligation for an Emergency 

preparedness plan (EPP) to be in place and operational during the works. The EPP is 

developed during GRIP 5 in consultation with affected parties and stakeholders. In the 

event that the monitoring systems report movement which exceeds a defined tolerance, 

the EPP outlines actions to be undertaken depending on the level of severity. This can 

include stopping train services and any works. 

GRIP 7 involves the hand back stage. For monitoring there is usually a period of 

stabilisation post works, which may also be part of an agreement with third parties. 

There is also a requirement to archive data for a period of time (usually years) and 

produce a final report showing actual movement versus predicted movement during 

the works. 

2.3.1 Monitoring strategy and specification 

One of the key aims of most NR Infrastructure Programmes is to cause as little 

disruption as possible to retained assets belonging to Network Rail and its neighbours, 

including operational activities. Any works which have the potential to impact 

structural stability or asset performance require such impacts to be calculated and 

mitigated where possible. At GRIP 4 the purpose of the monitoring strategy is to 

identify the key areas that are the most sensitive, and to propose a strategy that will 

enable NR and its contractors to control and minimise such risks. The TLP aims to 

draw upon and use lessons learnt on previous projects when developing monitoring 

strategies and specifications. As well as defining the key areas to be monitored, the 
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strategy should also outline the asset owners and users, their likely requirements and 

any impacts this has on the programme or schedule of activities. 

The initial monitoring strategy and specification are produced in GRIP 4 once the 

single option has been selected. These are generally produced by designers appointed 

to that stage. Both of these documents have to be reviewed and accepted by all TLP 

assurance engineers and to some extent other stakeholders and third parties. The 

detailed monitoring specification is produced by the designer (who can be a part of the 

design and build team, but not necessarily) during GRIP 5. This document provides 

more detail on the predicted movement impacts, the monitoring system, its accuracy 

and required frequency of measurement. It should also identify a zone of influence and 

the details of assets affected. Baseline survey requirements should also be identified 

and early commencement (prior to construction works) if required. The EPP and the 

AMP also need to be fully agreed during this GRIP stage. This involves liaison with 

third parties depending on the assets affected. It should also be noted that NR 

maintenance asset managers are considered a stakeholder distinct from the 

infrastructure project team itself. Figure 2.3 gives an overview of the standard 

monitoring outputs generally required through the different GRIP stages. 
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Figure 2.3: Monitoring outputs during the GRIP process 

2.3.2 Monitoring implementation 

Based on the time spent understanding monitoring processes during the beginning of 

the EngD, an organogram of the roles required for a monitoring implementation 

process on a large infrastructure project at NR TLP has been produced and is shown 

in Figure 2.4. 
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Figure 2.4: Organogram of monitoring implementation process at TLP 

In this case the client is Network Rail, who are responsible for the project inception 

and scope through the GRIP process (discussed in section 2.2). A client assurance 

manager and additional asset/engineering assurance engineers (if required) is sourced 

from the client side and their responsibility is to oversee the implementation of 

monitoring through the supply chain and ensure the quality of the monitoring data is 

appropriate based on the requirements set by the designer. The construction contractor 

is responsible for implementation of all the monitoring works. In some cases additional 

monitoring can be undertaken independently for verification. Where the contractor 

lacks the technical expertise, in particular for automated monitoring systems, a 

significant amount of this work tends to be subcontracted out to specialist monitoring 

companies.  

For the London Bridge Redevelopment Project, a lack of communication has led to a 

“disconnection” between the rail maintainer, designer, contractors and monitoring 

specialist company. This appears to have resulted in a slow development of the 
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monitoring specification and novel applications applied to the programme1. There was 

also little evidence of alternative systems and their performance, including “post-

monitoring” analysis being tested or discussed. All track and structural monitoring was 

dependent on direct contact methods of measurement (i.e. prisms) which appears to be 

prevalent throughout the UK rail industry. The logistics of accessing railways are such 

that installation and maintenance of these systems can be very time-consuming and 

costly. Coupled with the restrictions imposed by working in parallel to live operations, 

the overall implementation can be a very significant effort. Furthermore the volume of 

measurements and various end users and stakeholders presents additional technical 

and logistical challenges. As stated earlier a major station on NR infrastructure could 

cost up to £1 million per year to monitor for structural movement. The lack of 

qualitative or quantitative analysis makes it hard to determine whether the solutions 

used currently represent the optimum solution or meet the requirements intended. One 

of the reasons for this is the lack of a close-out report, which is a requirement of the 

monitoring specification, which would allow lessons of best practice to be learnt and 

applied to future monitoring projects.  

Based on these findings during the research of the monitoring implementation 

processes at TLP, it was important to understand if these issues were prevalent 

throughout the railway monitoring industry. Therefore interviews were carried out 

with key members of the monitoring industry. The process and outcomes of these 

interviews is described in the next section. 

2.4  Monitoring industry context 

In order to gain a perspective of the monitoring issues observed at TLP, it was 

important to gain context from the monitoring industry to see if the issues arose on 

similar projects. Interviews were carried out on key monitoring specialists across the 

industry based on the organogram shown in Figure 2.4. This was to investigate whether 

these monitoring issues were project specific (e.g. Crossrail, Bond Street Station 

Upgrade, The Shard etc), relevant to someone within that particular role or whether it 

was a theme throughout the monitoring supply chain. Details of the interview process 

                                                 
1 Based on my attendance at decision making meetings regarding the implementation of a monitoring 

scheme 
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and notes taken during the interviews can be found in Appendix B. Due to the varying 

roles of the interviewees within the monitoring supply chain, each person was fairly 

subjective and naturally had their own opinion on where the chain breaks down. 

However there were some common themes that arose from the interviews where 

improvements need to be made to the system as a whole but also throughout the 

monitoring supply chain. A list of these common issue areas are shown in Table 2.2 

which is followed by a summary of each of the findings. 

 

Table 2.2: Summary of findings of monitoring issues from interviews 

2.4.1 Lack of/limited monitoring standards/guidelines 

Within the railway monitoring industry there appears to be a lack of standards to refer 

to when implementing a monitoring scheme on infrastructure typical to the railway 

environment. For example, if a tunnel or retaining wall is required to be monitored, 

there is no standard for setting up a scheme for that structure. There is a consensus in 

that a standard is required, however it can be seen that there could be difficulty in 

developing this type of standard because there are variations in the monitoring 

requirements from project to project. CIRIA (Construction Industry Research and 

Information Association), along with leading experts in their field, have produced best 

practice guides to provide guidance to asset owners, engineers and contractors for the 

maintenance and monitoring of various types of infrastructure, e.g. masonry arch 

bridges (McKibbins et al., 2006), concrete structures (Buenfield at al., 2008) and so 

on. The British Tunnelling Society (BTS) have also produced a best practice guide 

entitled Monitoring Underground Construction: a best guide practice (BTS, 2011). 

This document provides a guide for monitoring underground construction work but is 

not a standard or specification.  

From the surveyors’ and monitoring specialists’ point of view, a lack of monitoring 

standards has often led to a poor specification. It is often the case that there is over 
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specification from the designer based on the uncertainty of the movement expected. 

Therefore it is important for future projects that a standard is met based on lessons 

learnt from previous projects to ensure there isn’t any “overkill” in monitoring, which 

can lead to high costs. Brownjohn (2007) discusses a similar finding when reviewing 

monitoring of civil infrastructure. The author discusses the tendency to over-

instrument where there is no incentive for a careful selection of sensors, mainly due to 

the background of the designer/engineer producing the specifications. During the 

extension of the Jubilee Line one of the interviewees expressed how precise levelling 

(see Chapter 3) was successfully used throughout the project and there was very 

limited manual prism monitoring, which was due to a “tight” monitoring specification. 

However, since the successful development of automatic prism based monitoring from 

manufacturers, it tends to be the default instrumentation specified by the engineer and 

is used on most large scale projects. A suggestion to resolve this is to provide a 

specification for that project in collaboration with all parties/members of the 

organogram (see Figure 2.4), especially the designer, engineer and surveyor. This 

could allow appropriate instrumentation to be selected.  

A process map has been developed by the TLP Central Engineering Team to describe 

the processes required to carry out surveys that are compliant with NR’s TLP 

requirements. As well as providing a workflow, the diagram highlights the roles and 

responsibilities of the client and contractor/supplier, including assurance requirements. 

An extract of this is shown in Figure 2.5. One of the outputs from a monitoring 

standard (which is project specific) could be to provide a similar type of process map 

to ensure all parties understand their roles within that particular monitoring 

implementation scheme. 
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Figure 2.5: Network Rail Thameslink Programme Survey Process Map 

At Network Rail there are standards in place for monitoring railway track adjacent to 

civil engineering works in order to monitor the geometry of the track and assess the 
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quality of it. The document contains trigger thresholds for changes in cant, twist and 

gauge of the track as well as any actions required if the thresholds are exceeded. The 

document considers the need for baseline monitoring, which is project dependent. It 

does advise the use of optical measurements.  

With respect to structural monitoring at NR there is very little provision of a standard 

procedure to follow. Whilst some guidance is shown in NR survey standards 

documentation, it is generally stated that a specific remit is prepared. This is due to the 

unique monitoring situation each project has which requires its own specification and 

is very element specific. From NR’s point of view it is key to assess the integrity of 

the surrounding structures with respect to the works. This assessment will be 

dependent upon the speed of the line that is undergoing work/being monitored. 

Movement would have a higher impact on the high speed lines compared to the slower 

commuter lines.  

2.4.2 Access to railway infrastructure for monitoring 

When interviewing specialists across the monitoring industry it could be seen that there 

were many similarities in the procedures set by clients in order to access railway 

infrastructure, for example Transport for London’s London Underground. The process 

of gaining access to the railway infrastructure requires a lot of paper work, procedures 

to be followed and logistics to overcome. It’s a time consuming and costly exercise, 

but must be taken into consideration when planning the time-scale for installation of a 

monitoring system, in particular the installation of prisms. The following focuses on 

the typical procedures required at NR. The same paperwork and procedures were 

required in order to gain access for the site work testing described in Chapter 5 and 

Chapter 6. Details of the access restrictions and limitations that needed to be overcome 

are described at the beginning of the respective chapters. 

For any instrumentation to be installed for monitoring which may affect the operational 

railway environment, special permission for access to the area is required. Access 

which is required on or near the line involves significant advance planning and 

generally line closures to allow safe access. Closures of lines are termed “possessions” 

or “line blockages”. The work carried out in Chapter 5 involved “piggybacking” onto 

a possession in order to gain access to the track safely.  

For safety reasons worksites within possessions need to be booked 12 weeks in 

advance with a lock down of five weeks in advance to provide certainty of safety co-
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ordination of activities. Work adjacent to equipment which can affect the operation of 

trains (such as signal boxes) can also require line closures. Due to the franchise system 

of train operation, failure to book in sufficient time can lead to costly compensation 

payments. Equally failure to “hand back” the space on time incurs immediate penalties 

per train minute of delay. 

Along with significant notification and planning periods, a significant amount of 

paperwork and safety dedicated staff are required to support work activities. For any 

infrastructure works on the operational railway, a Works Package Planning (WPP) 

system is required which forms part of the compliance with Construction Design and 

Management Regulations (CDM). This document contains details of the work to be 

carried out, site details and briefing arrangements; the permits required, the risks of 

carrying the work out and what emergency arrangements are in place also need to be 

specified. For this study a WPP was produced for the site work carried out for the track 

monitoring testing in Chapter 5. This document can require many edits and changes to 

be approved which can be time consuming, potentially delaying the installation of a 

monitoring system which could be critical. There have been cases where access has 

not been approved in time, which has delayed the works more and has incurred 

unnecessary costs. The WPP must also cover the aspect of maintenance of the system 

if the site needs to be revisited to check or replace any of the targets or instruments. 

2.4.2.1 Installation and maintenance of prism-based monitoring 

Currently prism-based monitoring, using a total station and prism (see Chapter 3) is 

the default technique for any type of structural or track monitoring. The installation 

and maintenance of the system must be covered in the WPP. This type of monitoring 

setup is extremely high maintenance and expensive. Firstly on track, prisms can get 

covered in dirt quickly and require to be cleaned every 4-6 weeks. This requires 

logistics and access to be planned during engineering hours. Maintenance staff or 

workers can sometimes knock them out of position when walking over the track, 

causing them to face a different direction. This leads to a misreading or false trigger 

alarms being set off in the reporting system. If any alarm goes off, it is a requirement 

for the monitoring specialist or engineer to carry out a visual inspection to investigate 

the reality of the situation, which can be time consuming if special access if required.  
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For automated monitoring using Automatic Target Recognition ATR (see Chapter 3), 

prisms are typically installed as arrays across structures or track. An example of a track 

monitoring array is shown in Figure 2.6.  

 

Figure 2.6: Typical prism layout for track monitoring at Network Rail (image taken from the 

London Bridge Station Development Monitoring Specification) 

This in itself is expensive; if a single track needs to be monitored every 3 metres within 

30m of the construction zone, this can lead up easily to hundreds of prisms. Each prism 

can cost from £60-£80 each depending on the manufacturer and quantities ordered. 

Using the example in Figure 2.6 a single array would cost £360-£480 alone. Based on 

the NR standards of monitoring, prism arrays are required every 3,6 or 9 metres 

depending on the movement expected. It is common for the arrays to be installed up 

to 100 metres or so outside the predicted zone of impact. 

Each prism itself has to be installed precisely so that there is a direct line of sight to 

the instrument reading it. This can also be a time consuming and costly exercise, as 

well as adding to the safety risk of having someone on track during this process.  

As well as maintaining the prisms, the total stations are required to be maintained by 

regular calibration. The highest performing instruments are currently designed to work 

continuously for approximately 8,000 hours, i.e. approximately 333 days, when a 

system calibration is required (Groom, 2009). As is normal with technology, a system 

may fail unexpectedly and need replacing immediately. Removing, temporarily 

replacing, fixing and re-installing an instrument can incur a large cost.   
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2.4.3 Data handling 

Data that are collected from the monitoring instrumentation must be reported to the 

engineer to allow a remote inspection of the structure. It is typical for this to be 

delivered to the engineer via an online web interface (see Chapter 3) where alerts are 

delivered through email or SMS. The overall responsibility of delivering the 

monitoring data is the construction contractor. However the reporting system is usually 

developed and maintained by the monitoring contractor due to their expertise in this 

area. Across the industry it can be seen that there are many common issues with the 

data handling in terms of the volume, method of processing and communicating this 

back to the engineers.  

One of the major issues for the automatic prism based monitoring system is the 

communication of data from the instrument to the internet database, which is typically 

through dial-up connection or GPRS. In areas of limited signal/connection, such as 

underground infrastructure, there is often a “traffic jam” of data being fed in which 

requires the system to be reset by physically going to the data-logging box. This box 

(which is in proximity to the total station) is a costly piece of equipment that may not 

be always directly accessible during working hours. This prolongs the time taken to 

re-instate the reporting system, which results in failure of the monitoring system, 

which is unacceptable to the stakeholders considering the reason for implementing 

monitoring.  

The online reporting system provides a simple interface of the monitoring data in its 

raw format in table or graph form. As well as providing limited if any information on 

the quality of the monitoring data being reported, it can be a time consuming process 

for the engineer to examine each bit of data on a large scale project. It is sometimes 

the case that the raw data is presented directly to the engineer, which naturally runs 

the risk of containing errors (see Chapter 3), such as a misreading from the total station 

to the prism due to a passing train. Without this knowledge this could cause the 

engineer to deem this as some movement which would require further investigation. 

An alternative approach could report the data to the engineer in a much smarter way, 

e.g. applying data filtering to the raw data before presenting the results to the engineer.  

2.4.4 Cost 

The cost of structural monitoring implementation of any project can be significant. As 

can be seen above, the costs incurred are contributed from all aspects of the whole 
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strategy currently being used for monitoring: gaining access, installation, the 

instrumentation and technology itself and the maintenance of such equipment and 

reporting. The total estimated cost for monitoring during the entire London Bridge 

Redevelopment Project is £5million over 5 years. Monitoring along the Crossrail 

project, which is a much larger scale tunnelling project, is costing £100million. While 

these costs appear very high, the assurance it provides for asset protection and 

ultimately safe operations (e.g. passenger trains) whilst construction work takes place 

in the vicinity represent huge risks. By having an “improved” specification, which 

determines the sensors and systems that are required, this could allow a more efficient, 

reliable and flexible system, providing a better return on the investment.  

2.4.5 Lack of insight into monitoring data quality 

Deformation monitoring is a major aspect of engineering surveying where there are 

established workflows for processing observations, e.g. from total stations, and 

analysing these observations to determine if the monitoring network design is being 

achieved in reality. From a survey assurance point of view, there is little or no evidence 

of this type of observation analysis. Based on the experience from viewing monitoring 

reports, there is no evidence of reporting simple data quality measures of the 

observations, e.g. a standard deviation, which provides the level of uncertainty in the 

observations. This then needs to be compared back to the requirements of the original 

specification. 

Engineers often demand a 1mm level of accuracy for structural monitoring. The basis 

for this value is unknown but is thought to be associated with the instrument accuracy 

levels stated by the manufacturer. However, these instrumentation specifications are 

only valid under test rather than site conditions, where the physical attachment of the 

target and interconnection between measurements made and the site co-ordinate 

system must be taken into account. The measurement network design is a vital part of 

understanding how the measurement capability matches the engineering requirement 

(see Chapter 3). In parallel, some monitoring specialists tend to have limited 

knowledge in engineering surveying and data quality checking, where their skills tend 

to lie in data management and communication. Based on the experience from attending 

monitoring implementation meetings at TLP, it can be seen that there is very little 

evidence of data quality checking. This is critical to the monitoring scheme as it’s 

possible that observation errors could be misconstrued as movement.  
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2.4.6 Lack of non-contact monitoring method 

One of the key and significant problems with prism based monitoring in the railway 

environment is the prisms themselves: they are attached to the structure being 

monitored - the actual surface of the structure isn’t being monitored. As described 

earlier, if the target is knocked or moved, this doesn’t represent the movement of the 

structure, it is purely alerting the user of the movement of the prism. It is an invasive 

and expensive monitoring technique that requires a substantial amount of maintenance. 

Based on the interviews it can be seen that there is a potential for applying non-contact 

surface monitoring in a railway environment, i.e. through terrestrial laser scanning and 

photogrammetry. However, there needs to be proof of concept for this to be considered 

as a method of monitoring if it is to be considered. All parties usually rely on the 

vendor to apply these technologies to demonstrate these potentials. The main hurdle is 

the transitioning from a traditional system to adopting a more novel approach. 

Therefore the consensus was that there needs to be a proof of concept in parallel with 

the current technologies on a site and answer questions such as: 

• Is it accurate? 

• Which assets could be used for this type of monitoring? 

• What are its capabilities in terms of output? 

• Can it replace manual and/or automatic monitoring? 

In order to answer these kinds of questions, an ideal situation would be to have the 

proposed technique running in parallel with the current monitoring regime so that a 

comparison can be made. However in reality, based on the interview with the project 

designer it would require funding two monitoring methods which the client or the 

construction contractor aren’t likely to fund. 

2.5  Study Focus 

Section 2.4 provided a very brief overview of some of common issues present across 

the monitoring industry, which are not only in existence at NR TLP. Addressing and 

resolving all of these issues is beyond the scope of this study. For example, an internal 

audit at NR would allow an in-depth assessment of each of the role’s requirements 

within the monitoring supply chain. This could then be used to establish how a more 

collaborative approach can be achieved to produce an efficient and cost effective 

monitoring scheme along with a best practice guide. However, by looking at this 



 

26 

 

study’s requirement for investigating a non-contact monitoring technique, some of the 

issues from Table 2.2 can be addressed in this study. These are shown in Table 2.3 

followed by a summary below. 

 

Table 2.3: Monitoring issues that this study allows to be addressed 

As described in section 2.4.2, one of the main logistical issues associated with railway 

monitoring is gaining access to install prisms within the vicinity to track, so that 

continuous measurements can be made to protect the asset. This thesis will focus on 

removing that need for prisms or other targets attached on or near the track by 

investigating the potential of a non-contact and target-less approach. Ultimately, if this 

can be achieved, this would remove the need for installing and maintaining prisms, 

which would result in a reduction for gaining access to railway infrastructure. In turn 

this would hugely benefit the safety aspects associated by removing the need to put 

people on track to place and maintain the prism. 

The cost of a non-contact surface monitoring solution may not reduce the total cost of 

a monitoring project with respect to instrumentation, but it could reduce the cost of 

accessing the track. The cost of a possession to access the track to install the prisms 

costs more than the prisms itself. Also, the removal for the need of prisms through 

having a non-contact and target-less solution will eliminate the costs associated with 

installing and maintaining prisms throughout a project. A full cost benefit analysis 

would be required to determine the return on investment in terms of reliability and 

flexibility of a monitoring system. 

Even though this study does not directly address the issue of the lack of insight into 

the data quality aspect of a monitoring scheme, this thesis reiterates the importance of 

them for deformation monitoring. A comprehensive review of these well-established 

network analysis techniques is provided in Chapter 3. These techniques are then 
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applied in the laboratory and site test chapters - Chapters 4, 5 and 6 - when using total 

station observations. 

This study directly addresses the common issue highlighted in the interviews relating 

to the lack of a non-contact and target-less monitoring method along railway 

infrastructure. Even though there is known to be a potential using state-of-the-art 

technology to measure and monitor surfaces, the methodology of applying it is not 

well-established. This study focuses on the potential of terrestrial laser scanning and 

photogrammetry. The site test work, which was a requirement of the EngD study, 

allows this thesis to focus on this issue. The next section describes the site test that was 

chosen for this thesis: London Bridge Station Redevelopment Project. 

2.6  London Bridge Station Redevelopment Project: site test 

requirement for the study 

When the EngD study was commissioned in 2010, the advanced works for Key Output 

2 (see section 2.3) at London Bridge station was due to start in 2012, with the main 

redevelopment works planned to take place between 2013 and 2018. 

London Bridge station was constructed on a series of masonry arches, built between 

1836 and the end of the 19th century. The station’s most recent remodelling, before 

the works began, comprised of six through tracks and nine terminating tracks, which 

can be seen in Figure 2.7.  
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Figure 2.7: Annotated image of London Bridge Station before redevelopment started 

The new development will comprise of 9 through and 6 terminating tracks as well as 

the train shed roof being removed. The station is required to remain operational during 

all stages of the refurbishment.  

Because of the planned construction work, London Bridge Station provided an 

example of a large scale monitoring project where many typical railway infrastructures 

were required to be monitored continuously throughout the project, particularly the 

railway track and masonry brick arches. Therefore one of the EngD requirements was 

to use London Bridge station as a live site for testing the newer technologies for 

monitoring, with a focus on monitoring railway track and masonry brick arches. 

Detailed information of the engineer’s monitoring requirements required of the 

railway track and masonry arches is provided here. 

2.6.1 London Bridge Station track monitoring requirements 

In order to determine the areas that are most sensitive to the demolition works, a 

ground movement assessment (GMA) was carried out to assess the heave adjacent to 

the demolition zone. Based on the works taking place below the track and at track level 

during various construction phases, Tracks 12 and 13 were required to be monitored 

during the EngD data capture phase. The outcome from this provides an advanced 

warning system of any potential dimensional changes in the track system which require 

closer inspection, whilst ensuring passengers have a safe and smooth journey from A 
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to B. Figure 2.8 provides a set of screenshots representing the construction work taking 

place in the vicinity of the track during the period of this study, including the removal 

of the train shed roof. 

 

Figure 2.8: London Bridge Station undergoing major redevelopment (time-lapse images 

taken from the London Bridge Site-Eye camera) 

According to the London Bridge Monitoring Specification, the following track 

geometry parameters are required to be monitored: 

 Changes in track cant 

 Changes in track twist 

 Gauge 

This thesis focuses on measuring the track cant, twist and gauge based on surface 

measurement of the track. Real-time monitoring is required for all the tracks within 

the demolition sphere of influence zone. Manual track monitoring is required when 

undertaking other constructions works that are likely to affect the track. 
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2.6.1.1 Track cant 

According to the UK Railway Group standards, track cant is “the amount by which 

one running rail is raised above the other running rail” (Railway Group Standard, 

1998). It can be measured at the centre of the rail head and expressed as a difference 

in height. The correct track cant allows trains to steer around curves whilst minimising 

friction and wear to the track, ensuring passengers don’t have a disruptive ride. The 

measurement of track cant is shown in Figure 2.9.  

 

Figure 2.9: Measuring track cant - image created based on UK Railway Group standards 

definition, Railway Group Standard (1998)  

Cant is positive when the outer rail on a curve is raised above the inner rail. Negative 

cant is when the inner rail is raised above the outer rail.  

The engineering requirement of the prism location is shown in Figure 2.6. Currently 

SolData, who are the monitoring specialist contractor on this project, use the following 

approximations shown in Figure 2.10 to calculate track cant and twist based on these 

prism locations. 

Essentially the cant is approximated by assuming the prism (which is attached to the 

sleeper) moves in sync with the track. Therefore any changes in height in the track will 

theoretically propagate through to the sleeper, which is bolted to the track. Other 

examples of track monitoring attach the prism to the web or foot of the track. In this 

case the change in height/vertical distance (in the Z direction) compared to the baseline 

measurement (in this case based on the track design cant) is calculated for each prism 

on both rails. This needs to be multiplied by an appropriate ratio to determine the actual 
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cant of the tracks. A multiplication ratio (1.432m/distance between the prisms in plan) 

is adopted here, where 1.432m is the UK standard gauge value. Cant is usually 

expressed in millimetres. 

 

Figure 2.10: Monitoring contractor approximation of track geometry parameters using 

prisms (image taken from Sol Data’s Geoscope Explorer (version 6.5) within the “Cant and 

Twist explanation” tab) 

2.6.1.2 Track twist 

Track twist is the “variation in cross level over a given distance along the track” 

(Railway Group Standard, 1998). In other words this is the difference in track cant 

over a given distance. It can be expressed as a ratio or in millimetres. Based on the NR 

track monitoring requirements, these distances, also known as a chainage, are at 3, 6, 

9 or 12 metre intervals depending on the level of movement expected in the vicinity 

of that particular bit of track during construction work. During the data acquisition 

phase of the site work there was a mixture of interval measurements required 

depending on the phase of the project and works taking place below or next to the 

track. Based on Figure 2.10 the track twist is estimated from the prisms by applying 

an appropriate ratio based on the interval required and the distance between prisms on 

the same track.  

The monitoring specification for the London Bridge Redevelopment Project requires 

a baseline period of 1 week, from which the mean values of these are used as the zero 

baseline starting values for the track parameter calculations. The document also 
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specifies that the monitoring contractor is responsible for implementing a “robust 

backup manual monitoring plan” in case of disruptions in lines of sight due to passing 

trains. The document specifies that the accuracy of the monitoring “shall be at least 

±1mm”. The reasoning behind this is not specified despite an expected change in cant 

of approximately 2mm. 

2.6.1.3 Gauge 

Based on the European standards of characterisation track geometry, the gauge of the 

track, G, is “the smallest distance between lines perpendicular to the running surface 

intersecting each rail head profile at point P ” (refer to Figure 2.11).  

 

Figure 2.11: Measuring track gauge (image taken from CEN, 2008) 

The change of gauge is another indicator that track movement has taken place, given 

a certain tolerance. Because monitoring prisms are fixed to the sleepers, the actual 

gauge of the track cannot be determined using this particular method. Therefore most 

NR monitoring specifications require periodic manual surveys to be carried out by the 

NR track maintenance engineers to confirm the gauge is at acceptable levels. Based 

on the surface measurement approaches explored in this study, it is thought that the 

gauge can be extracted from the point cloud of the track. 

Chapter 5 presents a case study of applying non-contact optical techniques in order to 

measure the track cant, twist and gauge at London Bridge Station in a location where 

track monitoring was required. 

2.6.2 London Bridge Station arch monitoring requirements 

The arches are required to be monitored during the demolition and construction stages 

of the project. Figure 2.12 shows the arches at street level directly below the track (top 

image) as well as typical examples of the interiors of the arches (bottom left and right 

images).  
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Figure 2.12: Examples of London Bridge Station arches (top image taken from NR TLP 

published TruView) 

During the advanced works, monitoring in the arches was required to ensure the 

structures beneath the tracks were not significantly affected by the increased load from 

the construction of the protection deck, which was installed during the advanced works 

to aid with the removal of the train shed roof. The arches were also required to be 

monitored during the main station development and therefore the monitoring 

requirements vary depending on the stage of the works.  

The arches require the crown and springing points to be monitored so that the 

horizontal strain and angular distortion can be calculated along the transversal and 

longitudinal axes of the arch. Relative movement of the arches was also required to be 

calculated in order to record any rotation of the arches relative to each other. This 

thesis focused on the capability of measuring relative movements using non-contact 

techniques. Figure 2.13 represents the general target arrangement for the arches in 

order to carry out suitable monitoring. 
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Figure 2.13: London Bridge arches monitoring target arrangement 

Even though the arches required to be monitored during different phases of the 

construction, the general frequency required was weekly using manual monitoring. 

This is usually carried out by a surveyor within the survey team from the construction 

contractor. On average 4 weeks of arches monitoring post-construction is required.. 

The data are required to be imported into the monitoring system within 24 hours of 

completion of the survey. An accuracy of at least ±3mm was required.  

Chapter 6 presents a case study of using TLS and CRP for measuring relative 

movement of a set of arches at London Bridge station that required to be monitored 

whilst construction work was taking place.  

2.7     Chapter Summary 

This chapter provides the context of this industrial based EngD study, which is 

sponsored by Network Rail Thameslink Programme (TLP). It can be seen that there 

are significant costs associated with monitoring infrastructure on a project like the 

TLP, based on the significant risks to be managed for asset and operational protection. 

In relation to cost it is unclear if the investment delivers best value, particularly in 

terms of the purchase, installation and maintenance of prism target based systems. It 

is also clear that there is a lot of uncertainty in the quality of this type of data.  

Based on interviews with key figures in the monitoring industry, it can be seen that 

some of these issues are prevalent across the rail monitoring industry. There appears 

to be a disconnection between the rail maintainer, designer, contractors and monitoring 

specialist companies. This has resulted in a slow development of both monitoring 

specifications and innovative solutions being applied within the monitoring industry. 
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One of the reasons for this is because of a lack of collaboration between the members 

of the monitoring supply chain. This aspect goes beyond the scope of this study. 

However, it is thought that by fully understanding the requirements from the engineer 

and allowing a more collaborative decision making process on the performance 

specification requirements, appropriate and innovative instrumentation can result in  a 

more cost effective and efficient monitoring scheme being implemented.  

This study focuses on removing the need for prism-based monitoring by investigating 

the potential of applying TLS and CRP as a tool for surface based measurements for 

monitoring. This would allow the impact of safety, logistical and reliability issues 

associated with prism monitoring to be improved whilst benefitting from the 

application of innovative technologies. 

One of the requirements for this study is to carry out testing on a live monitoring 

project. Due to the fact construction works were taking place throughout the duration 

of the EngD study and it had multiple monitoring scenarios, the London Bridge Station 

Redevelopment Project was chosen. 

In order to gain an understanding of the capabilities of TLS and CRP with respect to 

the current prism based monitoring methods, laboratory testing has been carried out. 

This is presented in Chapter 4 followed by site testing at London Bridge tracks in 

Chapter 5 and the arches in Chapter 6. The next chapter provides an overview of the 

current state of the art of engineering surveying techniques used in deformation 

monitoring.  
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3 Chapter 3 - A review of engineering surveying techniques 

used in deformation monitoring 

Chapter 2 set the context for this study with regards to the monitoring requirement of 

typical railway infrastructure, for example track, arches and tunnels, at Network Rail. 

This chapter considers the technologies and research of the use of techniques applied 

to the railway industry as well as generally in the field of deformation monitoring. 

There are many different types of instrumentation available for deformation 

monitoring such as levelling, total stations, laser scanning and photogrammetry which 

are categorised as geodetic terrestrial-based methods. This study particularly excludes 

geodetic aerial-based methods such as GPS (Global Positioning System)/GNSS 

(Global Navigation Satellite System) and aerial LiDAR systems (Light Detection and 

Ranging) based on the monitoring accuracy requirements at NR as well as the practical 

limitations of the technique when working in a tunnelled and underground 

environment. 

This chapter describes some background information of deformation monitoring 

techniques typically used (section 3.1) and how these measurement systems are 

deployed in surveying and monitoring, particularly in the railway industry (section 

3.2). Traditional methods use network design (section 3.3.1) as a method to compare 

the expected performance of the instrument to the observations carried out in reality. 

Once the measurements have been made, a rigorous analysis procedure (section 3.3) 

of the observations is required to determine whether deformation has taken place or 

not. This information is then required to be communicated to the engineer in a suitable 

and timely manner. These methods of communication is described in section 3.4.  

3.1 Engineering deformation monitoring 

An important function of engineering surveying is the monitoring of man-made 

structures, e.g. dams, bridges, viaducts and high-rise buildings, as well as naturally 

occurring movements, e.g. tectonic, seismic and glacial movements and landslides for 

deformation. The purpose of monitoring these man-made structures and natural 

movements is to assess the safety and performance of a structure brought about by 

loading and ground settlement, verify the expected movements from geological studies 

and most importantly to protect the safety of humans from the potential hazards caused 
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by movement of the structures (Caspary and Rüeger, 2000). Network Rail’s key 

objective is to get passengers from A to B safely and therefore monitoring railway 

track and any infrastructure posing risks to the journey is critical, particularly when 

any construction work is taking place in the vicinity of its railway infrastructure. 

Deformation monitoring is usually applied over a period of time at certain time 

intervals, also known as an epoch. 

Depending on the structure and movements expected, different types of measurement 

techniques are applied for deformation monitoring. These are traditionally divided into 

two groups: geotechnical and geodetic monitoring (Richardus, 1977; Setan, 1995; 

Caspary and Rüeger, 2000) 

Geotechnical deformation monitoring directly measures the change in height 

(settlement gauge), length (extensometer), water pressure (piezometer), tilt 

(inclinometer) and velocity (accelerometer) of a structure or natural feature. These 

instruments usually provide relative movement of the structure in one dimension 

(Setan, 1995) and require direct contact to the structure/asset being monitored. More 

information of geotechnical instrumentation for monitoring can be found in 

“Geotechnical instrumentation for monitoring field performance” by John Dunnicliff 

(Dunnicliff, 1993). 

Geodetic deformation monitoring techniques can produce one, two or three 

dimensional measurements based on two types of network: absolute and relative. 

Absolute monitoring networks consists of points or stations outside of deformable 

areas or zones of impact which are expected to remain stable throughout the 

monitoring process. These stations can then be used when defining the datum and 

provide absolute displacements of the points within the zones of impact/deformable 

areas. Relative monitoring networks are implemented when no stable points can be 

identified and all of the points in the area of interest are likely to undergo deformation 

(Cooper, 1987; Caspary and Rüeger, 2000; Setan and Singh, 2001).  

Geodetic measurements can be divided into aerial and terrestrial based methods. Aerial 

based techniques include SLR (Satellite Laser Ranging), SAR (Sythetic Aperture 

Radar) and also GNSS (Global Navigation Satellite System), whereas terrestrial based 

methods include digital levelling, robotic total stations (TS), TLS (terrestrial laser 

scanning), laser trackers and photogrammetry. This thesis focuses on terrestrial based 
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geodetic methods for measuring deformation and a brief overview of each technique 

is provided in section 3.2. 

The first known applications of geodetic methods for deformation monitoring date 

back to the early twentieth century (Caspary and Rüeger, 2000). Since then authors 

have presented different versions and combinations of the workflow process required 

for determining deformation (Richardus, 1977; Cooper, 1987; Setan, 1995; Bird, 

2009). Overall it can be seen that there are four main stages that are critical in the 

deformation monitoring process. This consists of network design, the selection of 

deformation measurement techniques, deformation analysis followed by data 

information and communication. The remainder of this chapter is structured based on 

these four stages of the monitoring process. The next section provides an overview of 

the measurement systems and how they are deployed within a surveying and 

monitoring environment.  

The deformation network design, measurement, analysis and communication 

processes described focus on observations from traditional and more modern terrestrial 

based geodetic techniques mentioned above. 

3.2 Engineering surveying deformation measurement 

As stated at the beginning of this chapter, this thesis focuses on deformation 

measurements using terrestrial based geodetic techniques, which are deployed within 

engineering surveying. This section provides a brief overview of each of the 

techniques, which are also used in the laboratory and site testing in this thesis: 

levelling, total stations, terrestrial laser scanning, close-range photogrammetry and 

laser trackers. Within each measurement type, the target types and initial data 

processing methods are described. Examples of their deployment within surveying and 

more specifically within deformation monitoring is also provided.  

3.2.1 Levelling 

In surveying, levelling is used to find the change in height, or vertical distance, 

between two points in relation to a horizontal plane or surface, e.g. a datum (Uren and 

Price, 2010). By using either an automatic or digital level along with a levelling staff, 

the vertical distance from the horizontal plane can be established where the heights of 

points are required. An example of using an automatic level and levelling staff is 

shown in Figure 3.1. Automatic levels require the user to manually read, write and 



 

39 

 

calculate the height information, whereas digital levels carry out all reading and data 

processing automatically by using an on-board computer by reading to a bar-coded 

levelling staff. 

 

Figure 3.1: Example of automatic levelling: automatic level (left) to read levelling staff 

(right) at millimetre level 

3.2.1.1 Levelling & deformation monitoring 

With respect to deformation monitoring, levelling provides 1D information of any 

changes in height of a set of points over time. The use of digital levels allows 

measurements to be made to a sub-millimetre level of precision automatically. It is 

common for digital levelling to be carried out on the outer boundaries of a construction 

site where the level of movements, based on the expected zone of impact map, are at 

the millimetre level. It provides an accurate, efficient and simple way of checking for 

this level of movement. This is the current practice for many construction sites. Based 

on the interviews carried out (see section 2.4), during the construction of the Jubilee 

Line Extension, a majority of the monitoring was done through manual precise 

levelling where there was hardly any automatic monitoring and very few prisms for 

manual monitoring. Monitoring specialists thought that the implementation of prism-

based manual/automatic monitoring on projects had on occasion been “overkill”, 

where precise levelling could have easily been implemented as an accurate and cheaper 

alternative. 

Due to the basic level of skills required for digital levelling, it is not vital for a qualified 

surveyor to carry out this work. For example at some of the Crossrail Project sites such 

as Farringdon and Paddington Station, banksmen are often trained to assist the 
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monitoring team on the levelling monitoring requirements. Any type of levelling does 

always require two people to carry out the work and the only automation available is 

the reading of the staff and on-board processing to calculate the changes in height. 

Also, the procedure involves setting the levelling staff up over a point to measure 

deformation and therefore cannot be used where points are inaccessible.  

Precise digital levelling is often used to validate or complement another measurement 

technique to improve the integrity of the height information. For example Erol et al. 

(2004) used precise levelling to validate the height data from GPS when monitoring a 

viaduct, which is known to have weaknesses when deriving the height component of 

a position. It can be seen in Chapter 6 that precise levelling was incorporated into the 

monitoring scheme to validate the total station monitoring when a set of masonry 

arches appeared to be settling in the Z (height) direction unexpectedly. 

3.2.2 Total stations 

Total stations (TS) are used in surveying to measure angles and distances 

simultaneously to a high precision. Based on the measurements, 2D and 3D co-

ordinates can be derived in an arbitrary grid or an established co-ordinate system. In 

land surveying TS are used to produce maps, topographic and detail surveys in 2D and 

3D. Within engineering surveying, total stations are a key tool for setting out and 

deformation monitoring. Figure 3.2 shows a Leica TS15 total station being used to 

monitor the Llyn Brianne dam in Wales as part of the surveying fieldtrip at UCL. 

 

Figure 3.2: An example of a total station on a fixed pillar for deformation monitoring 
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Current state of the art technology provides total stations, e.g. a Leica TS30, with an 

angle accuracy of ±0.5” and distance accuracies of ±1mm + 1 ppm (parts per million). 

Angle measurements are made in the same way as an electronic theodolite, which uses 

a built-in angle encoder. The distance measurements are derived using an 

electromagnetic distance measurement (EDM). An electromagnetic wave or pulse is 

propagated from the instrument through the atmosphere to the glass prism or target 

and back again. There are two way of measuring distances: phase measurement and 

time pulsed. The specifications from the total stations typically used for 

surveying/monitoring and also for this thesis use the phase measurement method. An 

overview of manufacturer’s specifications of the total stations used in this study can 

be found in the Appendix A. Essentially the distance is determined by measuring the 

difference in phase angle between the emitted and reflected signal. The difference is 

typically expressed as a fraction of a cycle, which can be converted into a distance if 

the frequency and velocity of the wave is known (Uren and Price, 2010). The process 

is extremely complex but the concept of the phase measurement process can be 

represented more simplistically in Figure 3.3. 

 

Figure 3.3: Concept of a total station’s phase measurement phase taken from Kahlmann et 

al. (2006) 

3.2.2.1 Total station targeting 

In order to get a strong return signal, the distance measurement must be made to a 

highly reflective target such as a glass prism or target. Total station targets come in 

different shapes and sizes. A sample of these is shown in Figure 3.4 where different 

types of prisms are on the top row and retroreflective targets are shown on the bottom 

row.  
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Figure 3.4: Examples of prism (top) and retroreflective targets (bottom) used with total 

stations 

According to the Leica total station TS30 specification, a distance measurement of up 

to 3.5 kilometres can be made to a prism (see Appendix A). At TLP and other railway 

monitoring projects it is typical to use L-bar prisms (top row, right) for track 

monitoring due to their small size and ability to attach the L-bar to the sleeper of the 

track. However, these require significant maintenance as they often get 

knocked/kicked by workers during engineering hours. Particularly for track 

monitoring, prisms get covered by dirt from passing trains very quickly and require 

frequent cleaning, which can only be done when there is a possession during 

engineering hours. 

A reflectorless distance measurement can also be taken where it’s not possible to 

measure to a reflector, for example if the area is inaccessible or hazardous. Based on 

the manufacturer’s specification the allowable range of measuring in reflectorless 

mode using the same instrument is reduced to approximately 1km. However this value 

is dependent on the atmosphere and visibility as well as the surface being measured. 

For example a white surface would reflect quite easily providing a strong return signal, 

whereas a black surface would not provide an efficient return signal. There is also a 

large laser footprint when using reflectorless mode, particularly at long ranges, and the 

signal strength is reduced which could result in an inaccurate or no measurement (Uren 

and Price, 2010). Experiments on the atmospheric effects of EDM measurements was 

carried out by Garrido-Villén et al. (2015) who concluded that when carrying out 

engineering surveying projects, the range of the instrument must be tested and that 
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manufacturers’ specifications were not always accurate. It was also found that weather 

conditions had an adverse effect on the range of the EDM. 

Over time the capability of TS has improved for the surveying industry. TS, such as 

the Leica TPS1200+, have been fitted with servo-motors to control their horizontal 

and vertical movement, commonly known as robotic total stations. With this built-in 

motor and the Automatic Target Recognition (ATR) function, this allows 

measurements to prisms or targets to be made quickly without the need of manual 

aiming through the telescope. More recently the “motorisation” process was improved 

using piezo-technology which allows the telescope to move very quickly with very 

little noise compared to the older models, as well as improving the ATR function and 

allowing real-time tracking of a moving prism. Other improvements include having 

built-in GPS/GNSS capabilities and an image capture function which has allowed low 

resolution images (~5 megapixel resolution) to be taken from the total station, mainly 

for documentation purposes. A more detailed review of the development of TS from 

various manufacturers from the 1960s onwards can be found in Scherer and Lerma 

(2009). 

3.2.2.2 Total stations & deformation monitoring applications 

Since the introduction of the ATR functionality, literature and industry practices have 

shown an increase in the uptake of TS for deformation monitoring of a wide variety of 

man-made and natural structures.  

Deformation monitoring using TS can either be manual or automatic depending on the 

monitoring frequency requirements. For example, at London Bridge Station the 

masonry brick arches are required to be monitored manually by a surveyor weekly by 

measuring to the prisms on the arches to observe relative movement. This process 

allows quick measurements to be made through the ATR functionality, however it is a 

very traditional method and still requires a surveyor to be physically present with the 

total station which involves manually inputting what is required to be measured. Early 

examples of manual monitoring using TS include Kuhlmann and Glaser (2002) where 

a total station was used to take reflectorless measurements to monitor a bridge using 

benchmark points. The project required movement to be detected as well as to show 

how the shape of the bridge was changing every 6 years. Merkle and Myers (2006) 

used a total station to monitor five bridges during their strengthening process by using 

a reference baseline. The case study showed the benefits of using geodetic equipment 
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for measuring the structure during static loading testing where other geotechnical 

devices were difficult to set up in the environment. 

Automatic monitoring is suitable when monitoring structures is required continuously 

or where it is not safe or practical for a surveyor to be in proximity to the instrument. 

This is very common for the railway industry. A simple overview of the concept of 

current state of the art automatic monitoring systems provided by Leica Geosystems 

is shown in Figure 3.5 . 

 

Figure 3.5: Typical automatic monitoring system configuration – image taken from 

Whitworth (2010) 

This particular automatic monitoring system is provided by Leica which is called 

GeoMos2. This structure shown in Figure 3.5 is not dissimilar to the monitoring tools 

that are provided to Network Rail by specialist monitoring contractors, for example 

Sol Data, Datum and itmsoil. All measurements are stored on a SQL server database. 

Within GeoMos are two modules: Monitor and Analyzer, where Monitor controls the 

operation of the total station and Analyzer is used to visualise the discrete point results 

graphically and/or numerically (Berberan et al., 2007). Monitoring specialists have 

created and developed their own equivalent to these modules. Essentially the total 

station requires power to acquire the data and a method to connect to a database (Figure 

3.5 shows UHF radio but GPRS, Bluetooth, 3G are examples of other methods of 

                                                 
2 URL: http://www.leica-geosystems.co.uk/en/Leica-GeoMoS_4802.htm (last accessed October 2015) 

http://www.leica-geosystems.co.uk/en/Leica-GeoMoS_4802.htm
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connection) where the results can be displayed according to the user requirements 

which have been pre-defined. For example, this can be in changes in co-

ordinates/displacements in X,Y,Z. For monitoring track, track twist and cant (see 

Chapter 2) are usually required, where the SQL database is used to calculate these 

parameters.  

An example of automatic monitoring at London Bridge station is of the railway track. 

Currently major construction works are taking place in the vicinity of the track, which 

remains operational, and therefore monitoring of it is required at all times to ensure 

the safety of passengers. This type of setup involves installing the instrument on a 

weather-proof bracket (if exposed to outdoor conditions) where there is a line of sight 

to the targets on the track. Figure 3.6 provides a typical example of a total station 

monitoring setup in a tunnel environment. 

 

Figure 3.6: Typical automatic monitoring setup using a total station 

The measurement “routine” to observe to the prisms or targets must be initialised 

before the system can be fully automated. This routine is usually done manually, where 

each prism would have to be “read” by a surveyor from the instrument before 

automatic readings can be deployed. However since the development of imaging 

functionality total stations (e.g. the Leica TS15i and Leica MS50) this can now be done 

remotely using an image or live image feed to the total station from a remote controller. 

A communications and power box (including a datalogger) is used to feed power to 
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the instrument as well as record and send the measurement data to a server which is 

then analysed and displayed in formats according to the client/engineer’s requirements 

(e.g. a change in X,Y and/or Z, twist, cant) usually through an online web interface. 

The delivery and communication of monitoring information is described in more detail 

in section 3.4.  

Based on the interviews carried out in Chapter 2 it can be seen that this is often the 

most expensive part of automatic monitoring. The data logger is required to be in 

proximity to the total station. A dial-up connection is used to connect to the server. 

Particularly for underground/tunnel and bridge monitoring, it is often hard to get a 

signal to the dial-up connection which often results in a “jam” in the network for the 

monitoring data. This requires a specialist to access the box and reset the system. 

Therefore this requires special access to this box, which is usually only accessible 

during engineering hours. This affects the reliability of the system particularly due to 

the real-time monitoring requirement. It also incurs a huge cost to gain access to send 

someone during engineering hours, which can be up to once a week depending on the 

quality of the connection. According to Leica the current state of the art monitoring 

instruments (e.g. TS/TM30) are designed to work continuously for approximately 

8,000 hours before a system calibration is required. As is normal with technology, a 

system may fail unexpectedly and would require immediate replacement. Therefore 

this access requirement is also an issue for maintenance of the total station. This also 

requires a replacement total station to be installed whilst the other one is being 

calibrated and then access again to reinstall it once it has been calibrated. This is 

expensive and time consuming with a risk of monitoring measurements not being 

captured sufficiently. Chapter 4 presents an experiment of using total stations with 

varying calibration histories to test their performance and capability for detecting 

displacement. 

One of the earliest uses of automatic monitoring using TS is described by Hill and 

Sippel (2002) where a total station was used to continuously monitor a landslide for 

relative movement. Due to the adverse weather conditions at the altitude of the area, 

continuous monitoring was not possible and therefore only intermittent measurements 

could be analysed. Cosser et al. (2003) and Psimoulis and Stiros (2007) researched the 

potential of automatic dynamic monitoring of bridges using the precise target pointing 

as well as ATR functionality of TS. Due to the rate at which measurements were made 
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(~1Hz), Cosser et al. (2003) found that it was possible to carry out slow dynamic 

deformation monitoring. However with a newer generation total station which had 

better ATR capabilities it was possible for Psimoulis and Stiros (2007) to carry out 

dynamic monitoring with frequency measurements of up to 3Hz. An example of a 

recent large-scale use of automatic monitoring is at Paddington Station for the 

Crossrail project. The Crossrail Project involves the construction of a new railway line 

stretching 118 kilometres, which runs through Central London and has an estimated 

cost of £14.8bn. A total of 52 total stations and over 1,800 prisms were installed in the 

Paddington area to monitor buildings and railway track during the tunnelling process. 

Figure 3.7 depicts the vast monitoring network (white lines) covered by the 52 total 

stations surrounding Paddington Station (Binder, 2014). In this case Leica GeoMos 

was used to collate the data. More information about the network adjustment process 

for this type of project is provided in section 3.3.3. 

 

Figure 3.7: Example of large-scale automatic monitoring network on the CrossRail project 

including 52 total stations - image taken from Binder (2014) 

It can be seen that monitoring using total stations manually and automatically have 

been well established, particularly in the rail industry, and there has been little change 

in this method with respect to monitoring in the last decade or so. This is currently one 

of the default methods of monitoring during railway infrastructure projects such as 

TLP and Crossrail. The only developments have been on the instrumentation side 

where more accurate and faster measurements can be taken from a total station. In 
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order to keep up with the amount of measurements being acquired, there has been an 

increase in the speed of data communication back to the stakeholder or client for 

inspection. Instrumentation suppliers are producing total stations that are more 

intuitive for a non-expert which opens up the market for users, especially for 

deformation monitoring where large construction sites need multiple staff for manual 

monitoring checks. However this can be detrimental when there may be limited 

knowledge of the requirement for the network adjustment/analysis stage. This could 

have a knock-on effect where changes in co-ordinates from previous epochs could be 

taken at face value, rather than taking into consideration other factors such as error 

propagation. 

3.2.3 Terrestrial laser scanning 

Terrestrial laser scanners are able to measure angles and distances to an object surface 

at a high speed using a laser (Light Amplification by Stimulated Emission of 

Radiation) beam in order to produce 3D co-ordinates. Based on metrology 

terminology, it is often referred to as an optical non-contact technique due to its ability 

to measure a surface without the need of physically touching or probing the object, 

which is based on wave optics and the electro-magnetic spectrum. Terrestrial laser 

scanning (TLS) has become an invaluable method of data capture within the surveying 

industry compared to using the more traditional total station. This has resulted in a 

wide variety of applications, including in the railway industry, in which TLS can be 

used to record 3D information accurately. For example the digitisation of cultural 

heritage objects, producing 3D models to provide asset information of a building e.g. 

through BIM (building information modelling), recording crime scenes which allows 

a virtual fly-through and enables this information to be used in court as evidence, 

aiding visual effect sequences by providing 3D geometry for films and television and 

so on. 

Figure 3.8 provides a sample of current state-of-the-art TLS systems available from 

manufacturers including Faro, Leica Geosystems, Topcon, Reigl and Zoller + Fröhlich 

(Z+F). The TLS systems used in this study are Leica and Faro models. More 

information of the instrument specifications can be found in the Appendix A. 
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Figure 3.8: Array of current TLS systems available starting on the left going clockwise: 

Reigl VZ-1000; Topcon GLS-2000; Faro Focus 3D X130 and X330; Leica ScanStation P20; 

Z+F 5010C 

The main advantage of TLS, as opposed to traditional survey techniques, is the ability 

to remotely capture large volumes of 3D data at a high speed with reasonably high 

accuracy. Set against this is that the metric qualities of the 3D data are highly 

dependent on the reflectance and local geometry of the surfaces under observation and 

sample those surfaces in a regular grid dictated by angular instrument settings rather 

than the features being measured. As the technology has matured, manufacturers have 

produced scanners that have become faster with an increasing level of accuracy. 

Current state of the art TLS systems, for example the Leica ScanStation P20, has a 

single 3D point accuracy of approximately 3mm, with an angular accuracy of 8” (see 

Appendix A). The range accuracy is dependent on the principle of distance 

measurement of the system. For TLS there are two main types of technologies for 

distance measurement: phase and time-of-flight measurement. Both types of these TLS 

systems are used in this research.  

The phase measurement method can be compared to that of the total station distance 

measurement described in section 3.2.2 and Figure 3.3. Due to the well-defined return 

signal the range capability of the TLS systems using the phase measurement is around 

100 metres (see Appendix A). From experience of using these types of scanners at 

long ranges, the optimum operating range, based on the quality of the point cloud 

produced, is approximately 60-80 metres. Distance measurement accuracy using the 
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phase measurement is very high at the 1-3mm level (Vosselman and Maas, 2010). The 

scan rate of phase-based TLS systems is very fast at approximately 1 million points 

per second. 

The time-of-flight or pulsed method computes the distance by sending a laser pulse 

from the scanner to the object and detects the time taken between the transmitted and 

received signal. This type of measurement is also used in airborne laser scanning 

systems. Figure 3.9 provides a representation of the time-of-flight principle. 

 

Figure 3.9: Time-of-flight distance measurement principle taken from Kahlmann et al. 

(2006) 

The distance or range, 𝑑, can be calculated by the following equation: 

𝑑 = 𝑐 ×
𝑡

2
 

where 𝑐 is the speed of light and 𝑡 is the time taken between the emitted and received 

signal. 

Time-of-flight scanners allow measurements of larger distances of over 100 metres up 

to 1 kilometre. Due to the pulsed based method, the speed of data capture is much 

slower with scan rates of 50-60,000 points per second (see Appendix A). However, 

during this study in late 2012, the Leica ScanStation P20 scanner was introduced to 

the TLS market with a scan rate of up to 1 million points per second, matching the 

phase based TLS scan rate. It is termed by the manufacturer as an ultra-high speed 

time-of-flight scanner enhanced by Waveform Digitising technology. Despite an 

improvement of the speed of the data capture, the accuracy of the range measurement 

for time-of-flight systems remains slightly lower at around 5-10mm (Vosselman and 
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Maas, 2010). When a new system is released the manufacturer produces a datasheet or 

specification to provide an indication of the performance of the scanner. However 

these do not always provide clear information on the accuracy and precision of the 

system. This is probably due to the vast number of scenarios in which the scanner 

could be used e.g. scanning different surfaces at different ranges. Therefore it can be 

difficult for the manufacturer to condense this information into one specification. Also, 

some of the parameters used in the specification are not consistent between models, 

making it difficult to compare the models from the same manufacturer. 

Since the release of the first terrestrial laser scanner, which is claimed to be the Cyrax 

2500, there has been a huge investment of typical survey equipment providers in the 

development of this technology. At the time of submitting this thesis Leica 

Geosystems have very recently introduced a new set of time-of-flight base scanners 

(ScanStation P30/40) which, according to the manufacturer’s specification, has an 

improvement on the range accuracy down to 1.2mm + 10ppm compared to the ±3mm 

or more range accuracy previously specified. Even though other TLS manufacturers 

are competing with the accuracy and scan rate levels of the system, other features 

which make the system more practical for a surveyor have been incorporated. For 

example Faro have produced the Focus line of TLS systems which are very small and 

light-weight. This makes it easier for scanning in areas with limited access but also 

makes it more portable across larger construction sites. The user interface of the system 

has been designed to allow users other than surveyors to use the system. For example, 

ScanLAB are a company of architects who use these systems for typical and atypical 

surveying jobs with no known surveying background knowledge. This opens up the 

user market for this type of system but it is important that the integrity of the data is 

maintained and that the final output is fit for purpose. Topcon have produced a model 

which can scan but also read to prisms to allow only one instrument to be required on 

site, rather than having a total station purely for measuring targets or geo-referencing 

(see section 3.2.3.1). More recently GPS has been integrated into TLS systems to allow 

geo-referencing of point clouds. This is discussed further in section 3.2.3.1. Reigl have 

focused on having a long range capability of the system, which has been a very useful 

tool for scanning mines for documentation as well as monitoring purposes 

It is now typical for a TLS system to have an on-board camera; this allows a coloured 

point cloud to be formed as well as provide a live-feed for the surveyor to determine 
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areas to scan. The quality of this camera tends to be quite low and has the same 

resolution as a typical mobile phone. If high quality images are required, a digital SLR 

(single lens reflex) camera can be attached onto the scanner (e.g. Canon or Nikon), 

similar to the Reigl scanner setup shown in Figure 3.8. It is possible to stitch these 

images to the point cloud so that there is a colour value for each point scanned. It is 

common practice to produce HDR (high dynamic range) images to stitch to the point 

cloud. This allows a greater dynamic range of brightness and higher resolution 

compared to a standard digital image on-board the scanner. This is particularly useful 

when scanning dark spaces which is typical on construction sites and plants. As HDR 

has become a popular option for imaging when using TLS systems the quality of the 

image sensor on-board is improving. Z + F have produced a scanner with HDR 

technology on-board which is aligned to the laser scanner, producing a HDR image 

for the entire point cloud without the need of attaching a separate camera. Leica have 

followed suit by having on-board HDR capability of the images produced from the on-

board camera.  

Another development was the introduction of a hybrid total station, or “MultiStation”, 

produced by Leica Geosystems in 2013 (see Appendix A). This integrates discrete 

point measurement technology used in a total station along with continuous point 

measurement technology used in TLS systems and a live video feed. The main 

differences to the Topcon’s scanner and prism reading capability is it allows patches 

to be selected by the user for scanning, rather than full 360° scans which need to be 

geo-referenced. Therefore it can be useful where accurate measurements to a prism are 

required, but also areas of the object need to be scanned in more detail. The imaging 

also allows the user to remotely access the total station’s line of sight without being 

next to the instrument. A potential for this is in automatic monitoring where more 

information may be required if there is unusual activity and access to the site is limited 

or time consuming. It also reduces the need for having two separate instruments on 

site to carry out measurements. As this type of instrument is relatively new, there is 

very little literature giving feedback of its capabilities. The only known work at the 

time of submitting this thesis is from Ehrhart and Lienhart (2015) where the use of the 

built-in imaging system for deformation monitoring is explored. This thesis explores 

the use of this model of total station in Chapter 4.  



 

53 

 

It can be seen that there has been a vast development in the technologies incorporated 

into a TLS system. As well as improving the speed and accuracy of the system, more 

practical and user friendly capabilities for the expert and non-expert have been 

incorporated to maximise the potential of applications using TLS. 

3.2.3.1 Terrestrial laser scanning targeting & point cloud processing 

TLS targets come in different shapes and sizes depending on the manufacturer and 

type of TLS system being used. Based on the Leica and Faro TLS systems used in this 

research the main types of targets used in this research are planar and spherical-based 

targets. Examples of these are shown in Figure 3.10.  

 

Figure 3.10: Typical TLS targets - sphere and planar based (not to scale) 

The sphere and tilt and turn targets can be mounted on a tribrach and the smaller HDS 

targets can have an adhesive or magnetic backing to allow attachment to any surface 

type. The HDS (blue and white central circle) targets have a small retro-reflective 

centre which can only be read by Leica time-of-flight scanners. The sphere and black 

and white targets can be captured accurately by most TLS systems and the centres can 

be automatically extracted using point cloud processing software such as Leica 

Cyclone3 or Faro Scene4. Examples of target centre extraction from sphere and black 

and white targets using Leica Cyclone is shown in Figure 3.11. 

TLS targets can be used to accurately overlap scans of a space where multiple scans 

are required, and to ensure the geometry of the area remained intact. With respect to 

                                                 
3 URL: http://hds.leica-geosystems.com/en/Leica-Cyclone_6515.htm (last accessed 17th September 

2015) 

4 URL: http://www.faro.com/en-us/products/faro-software/scene/overview (last accessed 17th 

September 2015) 

http://hds.leica-geosystems.com/en/Leica-Cyclone_6515.htm
http://www.faro.com/en-us/products/faro-software/scene/overview
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deformation monitoring, an entire object or structure is usually required to be 

monitored, therefore numerous scans with multiple scanner setup positions is usually 

required, resulting in the need for accurate registration. 

 

 

Figure 3.11: Target centre extraction of sphere (top) and black and white (bottom) target 

By extracting the centres of TLS targets between multiple scans this allows common 

points between the overlapping point clouds to be transformed into a single co-ordinate 

system using a six-parameter, rigid transformation (Gordon et al., 2001; Vosselman 

and Maas, 2010). An example of a successful registration of four different scans is 

shown in Figure 3.12. Each final scan position in relation to each other is represented 
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by the yellow triangles (indicated with a red circle) and the point cloud from each scan 

is shown in a different colour (i.e. green, yellow, blue and green). 

 

Figure 3.12: Example of point cloud registration in Leica Cyclone 

In order to achieve an accurate registration the following needs to be taken into 

consideration: target position in relation to the scanner and other targets, target type 

and scanning resolution of target (Bercerik-Gerber et al., 2011). A more detailed 

description of TLS systems and target-based registration can be found in “Airborne 

and Terrestrial Laser Scanning” by Vosselman and Maas (2010). Along with the 

target centre extraction, target-based registration can be carried out within point cloud 

processing software, e.g. Leica Cyclone and Faro Scene. Practical application of 

target-based registration using Leica Cyclone is described in Chapter 5 and 6. This is 

the most widely used software for point cloud registration within the surveying 

industry. 

Target-less point cloud or cloud-to-cloud registration is possible without the use of 

targets, for example through the well-established iterative closest point (ICP) method 

(Besl and McKay, 1992) or feature-based methods. ICP is based on the search of pairs 

of nearest points (using a nearest neighbour approach) between two point clouds and 

estimating the rigid transformation, which then allows them to be aligned. The rigid 

transformation is then applied to the “reference” point cloud and the procedure is 

iterated until convergence. The use of the ICP algorithm in this thesis is described in 

more detail in Chapter 6 where cloud-to-cloud registration is applied.  

Feature-based registration uses geometric primitives such as planes, spheres and 

cylinders extracted from the point clouds. Once the parameters of the features have 

been estimated by geometric fitting, the registration parameters are estimated by 
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minimising the sum of the squared differences between model parameters (Vosselman 

and Maas, 2010).  

For the majority of survey projects, particularly on construction sites, the data are 

required to be delivered on a fixed co-ordinate system. For TLS this process is known 

as geo-referencing (Schuhmacher and Böhm, 2005). This can be carried out by co-

ordinating TLS targets or points of interest using a total station which gives millimetric 

accuracy (Allan, 2007; Lerma Garcia et al., 2008; Uren and Price, 2010), or by GPS 

which gives centimetre to metre levels of accuracy (Schuhmacher and Böhm, 2005; 

Reshetyuk, 2010). It can often be hard and time consuming to geo-reference a point 

cloud if targets are not used due to the difficulty in defining a corresponding point 

between a point cloud and a pre-determined reference point. If there is not enough 

overlap between scans, it is difficult for the ICP technique to be initiated (Chow et al., 

2010). More recently technology has also allowed scan geo-referencing via the 

integration of GPS within the scanner, for example a Reigl VZ-6000 (Riegl, 2014) and 

Faro X330 (FARO, 2014) system. 

Since the development of low cost sensors such as the Kinect sensor for the Microsoft 

Xbox 360 console which was released in late 2010, there was a requirement for 

handling real-time point clouds efficiently. This brought about the development of the 

Point Cloud Library (PCL). It is an open-source cross-platform library written in C++ 

to allow point cloud and 3D geometry processing. The PCL framework consists of a 

number of state-of-the art algorithms including filtering, registration, model fitting and 

segmentation of point clouds (Rusu and Cousins, 2011). A more comprehensive list of 

the modular libraries can be seen on the PCL website5 and a screenshot of the libraries 

available are shown in Figure 3.13. 

PCL has allowed users to optimise the performance of point cloud processing and 

easily integrate it into their own project rather than relying on “black box” processing 

software such as Leica Geosystems Cyclone where the libraries of the algorithms used 

for processing, for example point cloud registration, is not easily accessible. Figure 

3.14 represents the basic interface that is used in all the algorithms within PCL. 

                                                 
5 PCL Documentation - http://pointclouds.org/documentation/ (last accessed 22nd September 2015) 

http://pointclouds.org/documentation/
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Figure 3.13: Libraries available in PCL - taken from PCL documentation website 

 

Figure 3.14: Basic interface scheme for PCL code – image taken from Boehm et al. (2013) 

 PCL has become a very useful tool for the robotics community (Rusu and Cousins, 

2011) as well for researchers in point cloud processing. For example, the iQmulus 

project, which is funded by the European Commission, aims to “develop a platform 

that provides the needed functionalities to integrate latest research results in data 

processing and visualisation to tackle important real-life challenges in geospatial 

applications”6. Due to its efficiency and convenience PCL is used as a core library for 

point cloud processing, in particular the feature extraction and classification task 

(Boehm et al., 2013). 

                                                 
6 Quote taken from iQmulus website - http://iqmulus.eu/project-overview/at-a-glance (last accessed 

22nd September 2015) 

http://iqmulus.eu/project-overview/at-a-glance
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3.2.3.2 Examples of the applications of terrestrial laser scanning within the railway 

industry 

Once a point cloud has been registered and geo-referenced, it can be used in many 

different ways to produce deliverables depending on the user/clients requirements. 

Some of these are common across industries, including the railway, heritage and 

construction industry for example. TLS data has been used on the Thameslink 

Programme as far back as 2002 (Gleeson, 2011). 

One example is to deliver the registered point cloud directly to the client (in this case 

NR) through a web-enabled panoramic point cloud viewer, such as Leica TruView7 or 

Faro WebShare8. It provides a rendered view of a point cloud in colour/black and white 

to allow the user to virtually fly-through a scene without having to go and visit it. It 

allows basic 3D measurements to be made as well as superimposing simple 3D models 

into the scene. An example of the Leica TruView availability at TLP of the as-built 

surveys at London Bridge Station is shown in Figure 3.15. It shows how large volumes 

of scan data can be easily accessed by all parties working on TLP. 

As well as producing TruViews of stations and parts of the TLP route, other 

applications of using TLS data along the TLP include producing 3D as-built models 

(which can then be used to produce building information models) and wireframes, 

comparing design models to surface models, 3D virtual reality signal sighting models 

to ensure signals are obstruction free and so on. More information of these examples 

can be found in Gleeson (2011). 

Another example of using TLS data within a railway context is through kinematic 

scanning systems, such as those provided by the Amberg Group. Amberg systems 

provide rail and tunnel surveying solutions which are widely used in the railway 

industry across the world. For example, the Swiss Federal Railways (SBB) often use 

the Amberg Trolley (GRP 5000) to carry out clearance surveys of their vast amount of 

tunnels. This involves putting a TLS scanner onto a trolley and pushing this along track 

or through a tunnel. An example of this is shown in Figure 3.16.  

                                                 
7 URL: http://hds.leica-geosystems.com/en/Leica-TruView_63960.htm  (last accessed 24th October 

2015) 

8 URL: http://www.faro.com/faro-3d-app-center/stand-alone-apps/scene-webshare-server (last 

accessed 24th October) 

http://hds.leica-geosystems.com/en/Leica-TruView_63960.htm
http://www.faro.com/faro-3d-app-center/stand-alone-apps/scene-webshare-server
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Figure 3.15: Example of handling large volumes of point cloud data at TLP using TruView 
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Figure 3.16: Configuration of Amberg Clearance GRP 5000 - image taken from Amberg 

(2015) 

The scanner carries out profile measurements in 2D to provide clearance analysis 

between the measured object and design model. If the scanner position is tracked using 

GPS or a total station, track geometry information such as twist, cant and gauge can 

be extracted. Figure 3.17 provides some screengrabs of the available output from 

clearance analysis as well as the track geometry parameters. Even though this method 

can provide important track monitoring parameters required by the engineer during a 

project like the London Bridge Redevelopment Project, it requires direct access to the 

track without any trains passing (i.e. through possessions) and doesn’t provide real-

time monitoring. It provides more of a condition survey solution of the track and its 

surroundings. Therefore this type of method is deployed on a less regular basis, for 

example annually, to obtain track geometry. 



 

61 

 

 

Figure 3.17: Typical clearance analysis and track parameter output from kinematic TLS of 

railway 

Overall it can be seen that TLS is a very useful tool that allows fast data capture and 

accurate measurements to be made, particularly for the railway industry. It also shows 

how large volumes of data can be displayed in different contexts depending on the 

overall user requirements. Therefore by taking advantage of this tool, there is 

motivation to see whether TLS would be applicable for deformation monitoring of 

railway infrastructure, particularly during major construction projects. The next 

section provides a review of the current state of the art with respect to TLS and 

deformation monitoring.   
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3.2.3.3 Terrestrial laser scanning & deformation monitoring applications 

The ability for TLS to acquire high resolution coverage of an object or surface 

compared to traditional surveying techniques, such as total stations, is an important 

advantage, especially for monitoring the deformation of surfaces. Therefore since the 

development of TLS systems in terms of speed and accuracy there has been a huge 

uptake in the application of deformation monitoring, particularly in the last 5-10 years.  

Case studies show how the benefits of static TLS can be used as a 

monitoring/inspection tool for a wide variety of natural and man-made structures 

during the lifetime of this research study, for example: rockfall events (Abellán et al., 

2009 & 2011; Alba and Scaioni, 2010); dams and locks (Lindenbergh and Pfeifer, 

2005;  Alba et al., 2006; Schneider, 2006); steel beams (Gordon et al., 2005; Park et 

al., 2007); bridges and underpasses (Werner and Morris, 2010; Riveiro et al., 2011; 

Puente et al., 2012; Kopáčik, 2013); and tunnels (Nuttens et al., 2010, 2012, 2014) as 

well as more unique monitoring situations, for example Vezočnik (2009) which 

required a high pressure underground pipeline within a geologically unstable area to 

be monitored.  

Park et al. (2007) describe how structural deformations tend to be relatively small, in 

the order of a few millimetres or centimetres. Based on the instrumentation 

specifications, the analysis tends to take place at the same level of detail as the 

resolution of the scanner (Lindenbergh and Pietrzyk, 2015). This can be overcome by 

exploiting the high redundancy of the observed surfaces. The deformation analysis 

tools using TLS is discussed in more detail in section 3.3.4. 

At the time of starting this study, there was no known literature into the application of 

monitoring railway track. This was due to the sub-centimetre level of accuracy that 

was being achieved, which was restricted by the accuracy requirements close to the 

resolution of the scanner. However, over the past few years vendors have been 

producing TLS systems which are faster and more accurate. This has allowed the 

potential of TLS to be used as a tool for monitoring railway track, particularly in the 

past two years where work by Liu et al. (2013) and Meng et al. (2014) have shown 

millimetric levels of accuracy and precision with regards to measuring railway track 

for monitoring purposes. This study has also looked at the use of static TLS and 

findings in comparison to the above work is described in more detail in Chapter 6. 
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The main advantages of using TLS in these applications was the non-contact 

measurement capability, i.e. the ability to remotely record the surface of a 

structure/object, over a short period of time. However, most of these examples show 

that TLS has been carried out on an ad-hoc basis and there is no known work of using 

TLS for continuous monitoring. There is uncertainty of the capability of the motors 

designed for TLS systems to run continuously. As their application within deformation 

monitoring is relatively new, it is thought that vendors are not designing the 

instruments to run continuously, whereas specialist monitoring total stations are 

designed to run 24 hours a day, 7 days a week. It can be seen that instruments are 

becoming faster and more accurate and the design of these instruments may need to be 

adapted to allow for longer-term monitoring projects. 

Overall it can be seen that as TLS systems are getting more accurate and faster with 

data capture their use within deformation monitoring is emerging. However, the 

process workflow for deformation monitoring is not as established as it is for total 

station and CRP monitoring (see section 3.3) 

3.2.4 Close-range photogrammetry 

Photogrammetry “encompasses methods of image measurement and interpretation in 

order to derive the shape and location of an object from one or more photographs of 

that object” (Luhmann et al., 2014). It allows accurate 3D reconstruction of an object 

in a digital form, for example a point cloud. Photogrammetry is a very traditional 

method of acquiring 3D information and has been used in surveying for many 

applications, particularly for mapping purposes and producing digital terrain models 

using aerial photographs (Burnside, 1979). Close-range photogrammetry (CRP) is 

essentially the use of terrestrial-based images (as opposed to aerial images) at a 

distance of less than 300m from the object of interest to produce a 3D model (Luhmann 

et al., 2014). With advances in electronics, IT, computers and storage capacity, digital 

photogrammetry has allowed high quality and efficient production of 3D models. 

CRP is a non-contact measurement technique which uses central projection imaging 

as its fundamental mathematical model. A representation of the principles for 

photogrammetry is shown in Figure 3.18. The shape and position of an object are 

determined by reconstructing bundles of rays for each image point P’ along with the 

corresponding perspective centre O’, which defines the spatial direction of the ray to 

the corresponding object point P. In order for every image ray to be defined in 3D 
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object space, the image geometry within the camera and the location of the imaging 

system in the object space must be known. 

 

Figure 3.18: Principle of photogrammetric measurement – image taken from Luhmann et al. 

(2014) 

Inner orientation parameters provide the internal geometric model of the camera. 

Based on the model of the pinhole camera, the most important reference location is the 

perspective centre O, in which all image rays pass. Figure 3.19 provides an image of 

the pinhole camera model. The interior orientation defines the position of the 

perspective centre relative to a reference system in the camera, i.e. the image co-

ordinate system, as well as the departures from the ideal central project, i.e. image 

distortion. The most important parameter of the interior orientation is the principal 

distance, c. This is the distance between the image plane and the perspective centre 

(Luhmann et al., 2014). The determination of the inner orientation parameters is also 

referred to as camera calibration. The calibration parameters are estimated by the 

bundle adjustment, which is described below. Depending on the accuracy 

requirements and site conditions, the time and form of calibration varies. This could 

include a one-time factory calibration, annual check and a calibration either before or 

during object measurement/reconstruction (Luhmann et al., 2014). For this study the 

lab work in Chapter 4 allowed calibration to be integrated during object reconstruction, 

whereas the site work in Chapter 6 required calibration immediately before object 

measurement using a calibration object. 
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Figure 3.19: Pinhole camera model - image taken from Luhmann et al. (2014) 

The exterior orientation parameters define the spatial position and orientation of the 

camera with respect to a global co-ordinate system. These are described as angles 

expressing the rotation of the image co-ordinate system with respect to the global 

system and are calculated indirectly, after image co-ordinates of the object points have 

been measured (Luhmann et al., 2014).  

The measured image points correspond to a spatial direction from the projection centre 

to the object point. The length of the direction vector is initially unknown as every 

object point lying on the line of the vector generates the same image point. The object 

point can be located on the image ray. As a result every image generated a spatial 

“bundle of rays”, which is defined by the imaged points and the perspective centre 

(Luhmann et al., 2014). Once these bundle of rays from multiple images are 

intersected, a dense network is created a bundle adjustment can be applied. This is 

termed as an over-determined system of equations which allows an adjustment 

technique which is used to simultaneously estimate the 3D object co-ordinates, interior 

and exterior orientation parameters as well as statistical information about the accuracy 

and reliability. The most widely used adjustment technique used is least squares 

estimation (LSE). This type of adjustment is also used for estimating unknown 

parameters in a network of observations from geodetic techniques, such as total 

stations. The process is described in more detail in section 3.3. 

3.2.4.1 CRP targeting 

As with most geodetic observations, targets are required to measure locations on an 

object. In CRP they can be used to measure control or reference points which allows 

the image scale to be determined when producing object co-ordinates. It also allows 

automatic point identification and measurements as well as accuracy improvement, 
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especially when object feature points cannot be identified accurately on natural 

features.  

There are many different target types and sizes which are dependent upon the image 

configuration, such as the viewing directions, image scale and resolution as well as the 

illumination levels available. The most typically used target type is the retro-reflective 

target which is circular in shape and consists of retro-reflective material, similar to the 

retro-reflective target centres used with TLS systems. The retro-reflective targets must 

be well illuminated to allow a high contrast in the images. Figure 3.20 shows the 

mixture of circular retro-reflective target types used in this study for calibration 

purposes.  

 

Figure 3.20: Retro-reflective photogrammetry targets 

Whilst the use of targets in CRP is established as an accurate, precise and reliable 

measurement technique (Luhmann et al. 2014), its use to generate point clouds from 

natural features is highly dependent on the image quality of those features and the 

geometry of the network of images captured during the survey. All image-based 

methods rely on the identification of common points or regions in two or more views 

with automated matching algorithms determining homologous location. Local image 

texture is essential for successful matching between images (Baltsavias, 1991). In 

structural monitoring applications, which often happen in dark cluttered environments, 

key challenges centre on image geometry and image quality. Image geometry requires 

careful selection of camera views to make sure that every feature appears on at least 

two convergent views. Image quality is highly dependent on being able to illuminate 

all of the features of interest at the time the photography is taken, for example the 

arches imaged in Chapter 6 were illuminated by electronic flash.  

The development and widely accessible software for image matching and 3D 

reconstruction has provided an ideal opportunity to investigate an “ad hoc” method of 
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acquiring a point cloud without the use of targets and comparing it to the output of 

TLS to investigate its potential as a monitoring tool for this environment. One such 

example is Structure-from-Motion (SfM) which has been applied to a variety of 

applications, such as heritage imaging and archaeology (Hess, 2015), as an alternative 

to using the more expensive and less portable TLS system. SfM algorithms were 

developed to allow automatic generations of 3D models from unordered image 

collections. The approach requires multiple images of an object or scene from different 

camera positions. Simultaneously the camera parameters and orientations can be 

calculated through feature detection and full pairwise image matching. This then 

allows a sparse 3D reconstruction point cloud of the object. Dense reconstruction is 

then applied using multiview stereo (MVS) which efficiently filters out noisy data and 

increases the number resolution of the point cloud by two or three orders of magnitude 

(James and Robson, 2012). Despite a dense 3D reconstruction, the point cloud does 

not have any scale or geospatial information. Therefore control measurements of the 

scene are required, which can be easily obtained before or after image acquisition by 

using a total station, for example. Another method of applying scale would be to have 

a scale bar in the scene of a known length.  

There are different open source solutions that carry out SfM. This study uses Visual 

SFM9 which is able to carry out feature detection and full pairwise image matching 

along with a bundle adjustment. Its relatively friendly user interface allows non-

experts in the field to automatically produce a 3D point cloud of an object. SfM is 

capable of producing comparable levels of point cloud quality to TLS but requires 

significant post-processing in comparison to TLS, e.g. Riveiro et al. (2013) and 

Westoby et al. (2012). Unlike TLS, which is a polar measurement technique, CRP will 

fail when a feature of interest is only visible in one image due to occlusion in other 

images in the network. These aspects are encountered and discussed in Chapter 6. 

3.2.4.2 CRP & deformation monitoring applications 

Luhmann et al. (2014) discuss how CRP can be applied for deformation monitoring, 

particularly in environments with access and time restrictions. Traditionally the areas 

to be monitored are targeted within a stable network that contains multiple reference 

points. CRP has the advantage of rapidly capturing a surface from a low cost mobile 

                                                 
9 URL: http://ccwu.me/vsfm/index.html (last accessed September 28th 2015) 

http://ccwu.me/vsfm/index.html
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camera to generate single points or to generate a point cloud for monitoring to be 

carried out. Maas and Hempel (2006) discuss how the techniques of digital 

photogrammetry allow a valuable option of measuring displacements or deformations, 

particularly due to the highly automated data processing as well as high precision 

capabilities. 

Literature shows examples of applying CRP successfully for structural monitoring at 

different scales, from monitoring hair cracks on 10 x 10cm textile reinforced probes 

up to the measurement of structural deflections of complex buildings (Maas and 

Hempel, 2006). Due to time and cost restrictions, components of bridges tend to be 

tested which has led to multiple tests on elements such as beams and columns. 

Whiteman et al. (2002) showed that vertical deflections of a concrete beam could be 

measured with a precision of ±0.25mm at 1σ. The main advantages was the 3D 

deformation information compared to a contact sensor such as linear-variable-

differential transformers LVDT, which provides 1D information. It also showed the 

“unrestricted” measurement range compared to the LVDT. Jiang et al. (2008) provide 

a comprehensive list of examples from previous work that successfully employed 

photogrammetry to measure cracks, deflections and deformations of bridges providing 

sub-millimetre levels of precision. The authors emphasise that the availability of 

inexpensive of-the-shelf cameras and photogrammetry software has made CRP more 

affordable and feasible for bridge engineering applications. However CRP does not 

appear to be a popular approach despite successful demonstration of it on sites and 

comparable levels of accuracy to conventional surveying methods.  

Lee and Basset (2006) described how CRP was used to measure strain of a model 

tunnel in 2D using the displacement co-ordinates photogrammetric targets. The 

method provided reliable and precise data at the micron level when circular retro-

reflective targets were used. With the development of technology and reduction in cost 

of digital cameras and equipment, Alba et al. (2010) were able to monitor a real tunnel 

cross-section for changes in its shape using CRP. The results demonstrated a sub-

millimetre level of accuracy for measuring a tunnel approximately 12 m wide which 

compared to the total station results, providing a cheaper solution with respect to 

instrumentation costs. However multi-epoch analysis showed issues relating to the 

stability of the camera and its calibration.  
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This study looks at the removing the need for attaching targets to a structure that 

requires monitoring and explores the potential of applying SfM. Despite the uptake of 

SfM photogrammetry in many different applications, there is no known literature 

relating to SfM specifically relating to structural monitoring, particularly within a 

railway environment. One of the reasons could be due to the significant amount of 

post-processing required, particularly compared to producing a point cloud from TLS. 

Westoby et al. (2012) found that despite the data acquisition time using SfM being half 

of that compared to TLS, producing the geo-referenced dense point cloud took six 

times longer compared to TLS. The resolution of both datasets were comparable and 

consisted of sufficient resolution in order to reveal bedrock structures.  

Even though SfM doesn’t require targets for the image matching procedure, the initial 

output doesn’t contain any scale information. This requires further measurement or the 

presence of scale bars/ ground control points to ensure the metric accuracy of the point 

cloud, which in turn allows accurate deformation monitoring. Golparvar-Fard et al. 

(2011) scaled the SfM point cloud using a measuring tape and concluded that the SfM 

point cloud accuracy was less than the TLS point cloud and recommended that TLS 

should be used for accurate survey requirements. However the authors did suggest that 

SfM was useful in applications such as “performance monitoring” of a construction 

site to understand the project status or even a post-disaster site where access is 

restricted and hazardous. This study looks further into analysing and comparing point 

cloud quality between TLS and SfM point clouds in the laboratory (Chapter 4) and site 

environment (Chapter 6). 

3.2.5 Laser trackers  

A laser tracker is typically used in high precision metrology applications where there 

is a need for high accuracy and precision of measurements. This tends to be on large 

free-form surfaces, for example aircraft wings during their alignment, in order to 

produce high-precision and range measurements of accuracies at the sub-millimetre or 

better level. Laser trackers are not typically used for engineering surveying monitoring 

due the smaller volume of measurement space. For example, the AT401 laser tracker, 

according to the manufacturer’s specification, has a maximum measurement range of 

80 metres. Although in practice this was found to be approximately 50 metres (see 

Appendix A), whereas a total station can measure ranges of the order of a kilometre. 

The laser tracker tends to be used in the laboratory environment where environmental 



 

70 

 

factors affecting the measurement can be controlled. This instrumentation also tends 

to be a lot more expensive than a total station and is comparable to a high-end laser 

scanner. 

It is only recently that laser trackers have become more portable and even have a 

similar appearance to a total station, as evidenced by Figure 3.21. 

 

Figure 3.21: State of the art total station (left) and laser tracker (right) 

As well as the appearance, the measurement concept is similar to the total station, 

where angle encoders are used to provide horizontal and vertical angle measurements. 

The range or distance is typically measured using an absolute optical ranging-

measuring technique or interferometry. The laser tracker used in this study, the Leica 

Absolute Tracker AT401, contains an absolute distance meter (ADM) which produces 

a much higher level of accuracy compared to the total station, with a distance 

measurement accuracy of 0.01mm. Laser trackers are a contact measuring technique 

and require the use of a target. They use a directed laser beam to measure 3D co-

ordinates of a specialised target called a retro-reflecting corner cube (Luhmann et al., 

2014). The corner cube is typically mounted in a spherical housing and referred to as 

an SMR (spherically mounted retro-reflector), which is shown in Figure 3.22.  
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Figure 3.22: Example of SMR target 

The instrument can be setup on a tripod or stand to measure a set of individual points. 

They can also be used to carry out dynamic tracking of moving objects, for example 

tracking the shape of a deforming object, as long as SMR targets or tooling balls are 

attached.  

Based on the similar measurement processes to a total station and the capability of 

measuring to a network of different target types using nests, the laser tracker allows 

the potential of a gold standard of an order of magnitude or better than a total station. 

This baseline measurement allows a comparison between the total station 

measurements to be made. There are no known methods of this application within 

engineering surveying. Chapter 4 provides a method of using a laser tracker to test the 

performance of different total stations with varying calibration histories using long 

established standardised methods in industrial metrology ((VDI/VDE 2634), which is 

explained in more detail in section 3.3.3.2. This work has led to a key contribution to 

this thesis. 

3.2.6 Summary of engineering surveying measurement techniques 

It can be seen that surveying instrumentation has developed over time, and continues 

to evolve towards more accurate and more automated solutions. For example, 

automatic levels have gone from being a rather manual process whereas more recently 

digital levelling has allowed measurements to be read and processed automatically and 

precisely do determine the change in height. Total stations were developed based on 

angle and range measurement tools to allow an instant 3D co-ordinate to be measured. 

Once total stations were produced their development has continued; the ATR 

functionality has introduced the automation of data capture process up through 

improved target measurement accuracy; only recently a hybrid scanning total station 

has been produced which allows an improvement of target measurement accuracy as 
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well as the capability of surface measurements. A laser tracker has also evolved 

towards a total station setup whilst providing measurement accuracy and precision to 

an order of magnitude higher than a total station. 

Terrestrial laser scanning is able to automatically pick up a surface measurement 

without the use of a target. However the biggest challenge is overcoming the single 

point accuracy which is currently lower than a total station. However, as 

instrumentation provided by the manufacturer is becoming faster and more accurate, 

the application of TLS is starting to have an impact on the deformation monitoring 

industry. There are uncertainties with TLS measurements to different surfaces and 

there is a demand of a “surface library” to gain an understanding of the interaction 

between the laser and various surfaces. 

The concept of photogrammetry dates back to using photography to record a scene 

from a camera. Aerial photogrammetry has been well established in order to carry out 

topographic surveys in order to produce contour maps. Since that time the technique 

has moved forward rapidly paralleling advancements in computer processing 

technology and the move from photographic systems to digital sensing. A significant 

part of CRP is the reducing cost of accessibility to the technique as imaging sensors 

have become consumer items and advances in fully automatic processing have enabled 

users with an internet connection to produce 3D data from images. 

The development of automation and accurate non-contact surface measurement that 

TLS and CRP provides excellent potentials for a targetless deformation monitoring 

approach required by this study. The next section describes the data processing 

methods required to produce accurate information from the measurement acquisition 

process.  

3.3 The role of network adjustment  

3.3.1 Network design 

Any type of survey, including a deformation monitoring survey, is designed, measured 

and computed for a particular purpose. Therefore any survey executed will vary by 

method and costs depending on its purpose. Consequently a selection process of the 

methods, number of measurements, types of instruments and procedures to be used 

must be carried out. This process is known as network design.  



 

73 

 

It is important that this stage is “distinguished from the execution of the survey which 

is carried out as a result of the design” (Cooper, 1987). Once the survey has been 

completed it is important to see whether or not the survey has met the criteria and 

whether it was fit for purpose. As described in Chapter 2, there is little evidence of 

network design being carried out on monitoring network surveys on the Thameslink 

Programme (TLP). The lack of this makes it harder from an assurance point of view 

when establishing whether the monitoring specifications have been met or not.  

In general, for assessing the quality of network design the following things need to be 

considered: economy, precision and reliability. Economy is expressed as the cost of 

carrying out the observations; precision is expressed as the measure of the network’s 

capability in propagating random errors (expressed by the a posteriori covariance 

matrix of the co-ordinates); reliability describes the ability of redundant observations 

to check errors (Grafarend et al., 1985). Network quality is described in more detail in 

3.3.3.2. 

For deformation monitoring networks it is important that the aforementioned is 

considered as well as the expected levels of displacements and the accuracy 

requirements from the system. At TLP the expected displacement levels are 

communicated in the form of a zone of impact map of the site with contour levels of 

movement expected over the project lifetime. The accuracy requirements are then 

specified by the geotechnical engineers which is based on the levels of movement 

expected. However, in reality the expected displacement and accuracy requirements 

are not always known in enough advance of the monitoring deployment which makes 

the design and planning process difficult, especially when trying to be economic. At 

Network Rail apart from specific track monitoring specifications (see Chapter 2) there 

are limited standards with regards to monitoring different types of infrastructure during 

a project, for example arches, viaducts, embankments and so on. This is due to each 

environment or scenario being very different from project to project. Despite limited 

information on the expected deformation levels and accuracies, it is important that a 

network design is carried out to provide some sort of indication of the performance of 

the network and whether it is fit for purpose. Grafarend et al. (1985) describe how the 

analysis of deforming networks with a weak design results in difficulties in 

discrimination between a measurement error and a displacement of a network point. 
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In order to achieve the outputs desired from a deformation monitoring network, the 

process of network design is crucial. In order to solve for all these aspects of network 

design simultaneously, a well-established classification method consisting of 4 steps 

can be used (Grafarend et al., 1985): 

 Zero-Order Design – searching for an optimal datum or co-ordinate system 

 First-Order Design – optimising the location of the points and observation plan 

(provided the precision of the observations is known) 

 Second-Order Design – the optimal distribution of weight to the observations 

in a fixed configuration 

 Third-Order Design – optimal improvement of an existing network or existing 

design by adding additional points or observations 

Substantial work has been carried out in order to develop tools to apply these steps for 

network design through a simulation process. The development of simulation methods 

for network design is not within the scope of this research, but more information can 

be found in Kuang (1996). 

3.3.1.1 Pre-analysis 

Network design can be facilitated by carrying out a pre-analysis. This allows a design 

of the network to be simulated to allow modifications in the network to achieve the 

requirements of the monitoring network without having to physically go and take 

measurements on a site/have actual observations. This is particularly useful for 

deformation monitoring where there are monitoring requirements in terms of accuracy 

that need to be achieved. There are different types of software packages that have been 

developed by authors as well as ones that are commercially available to carry out a 

pre-analysis (Setan, 1997; Bird, 2009). A widely known and commercially available 

software package used in the surveying industry that has pre-analysis capabilities is 

called STAR*NET, which has been developed by MicroSurvey10. It is typically used 

for applying a rigorous network adjustment using levelling, total station and GPS 

observations through least squares estimation. Network adjustment and analysis is 

described in more detail in section 3.3.3. 

                                                 
10 URL: http://www.microsurvey.com/products/starnet/ (last accessed 21st September 2015) 

http://www.microsurvey.com/products/starnet/
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The pre-analysis function allows the user to modify network configurations such as 

instrument and target locations, the number of measurements taken as well as the type 

of each observation being inputted into the network (e.g. distances, angles, heights). It 

also allows the effect of different grades of instruments, for example total stations with 

differing angular and distance accuracies, to be compared. This comparison tool is 

particularly useful for designing a monitoring network to allow an economic and 

precise monitoring design scheme to be established. STAR*NET, through least 

squares estimation, analyses the geometric strength of the network using the 

approximate instrument/target positions as well as the instrument accuracies that are 

supplied, which are sourced from the manufacturer’s specification. Therefore this type 

of network design assumes that an instrument is within calibration and performing as 

expected based on the manufacturer’s specification. In reality, there are errors present 

either in the instrument or observations which must be corrected for in order to produce 

accurate measurements. The different type of error sources and methods of eliminating 

them when applying network adjustment is discussed further in section 3.3.2. 

The predicted accuracy of each of the monitoring target positions can be analysed 

based on the computation of the error ellipses for that particular target/station. An error 

ellipse provides a representation of measurement uncertainty and is derived from 

elements of the covariance matrix of the estimated co-ordinates (described in detail in 

section 3.3.3.1 ). An example of an error ellipse in relation to the estimated station co-

ordinate (Point A) is shown in Figure 3.23. 

 

Figure 3.23: An example of an error ellipse 
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The size of the ellipse is a measure of the precision of the computed point position, i.e. 

a smaller ellipse means that the point has greater precision than a larger ellipse. The 

outputs from STAR*NET provide the dimensions of the ellipse, i.e. the semi-major 

and semi-minor axes. The relative sizes provide an indication of which points in the 

network are weaker than others. The shape and orientation of the ellipse indicates how 

the network can be strengthened. For example, an elongated error ellipse represents a 

larger uncertainty in one of the co-ordinates. This could be improved by an additional 

set of angle or distance measurements to that station. A circular ellipse means that the 

point is balanced in X and Y. For general design purposes the main objective is 

establishing where the uncertainty is at its best and worst; ideally all uncertainties 

would be in the same direction. Overall key information can be gained from error 

ellipses via their variation in size and direction (Kyle et al, 2001). Once the 

station/target co-ordinate error ellipses through the design are within the tolerance of 

the monitoring accuracy requirements, the pre-analysis and network design is 

complete. The design can then be used to compare to the results from the actual 

network measurements. An example of applying network design of an existing 

monitoring network on TLP to see if it is fit for purpose is shown in Chapter 6.  

3.3.2 Outlier detection and system calibration 

As stated earlier, network design is based on the assumption that the instrumentation 

being used to take observations is performing as expected. For example, when 

implementing the pre-analysis tool in STAR*NET, the input instrument parameters 

for network design are usually derived from the manufacturer’s specification. 

However, in reality, there are different types of errors that can occur when carrying 

out measurements. Due to human, instrumental and environmental factors the 

observation data is prone to gross, systematic and random errors. The LSE process 

provides residuals which can contain all these error types. In order to remove these 

errors, assumptions of the stochastic properties of the residuals must be made and 

corrected for. In this case an outlier is defined as a residual (i.e. the difference between 

the estimated value of the observation and its corresponding measured value) (Caspary 

and Rüeger, 2000) and outlier detection can be checked using different statistical 

techniques, of which some are described below. 
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3.3.2.1 Gross errors 

Gross errors are also known as blunders and are considered as errors of a large 

magnitude. These are mainly caused by inexperience of the observer or 

misinterpretation of the results. For example, misreading a levelling staff or sighting 

to the wrong target will produce a blunder. Standard survey practices have been 

designed to allow for blunders to be detected and rejected. For example, repeating 

measurements several times allows any values significantly different from the mean 

to be detected (Kuang, 1996; Uren and Price, 2010). In photogrammetry gross errors 

could include incorrectly numbering images or errors in point identification. Baarda’s 

Data Snooping test can be used as a method of removing gross errors, however it is 

based on the assumption that only one gross error exists at any one time (Caspary and 

Rüeger, 2000). Once the observation has been eliminated the LSE procedure is re-run 

and can be repeated until there are no gross errors present in the observations. For this 

study, along with ensuring redundancy in the observations, the blunder detect tool in 

STAR*NET was used to detect gross errors.  

3.3.2.2 Systematic errors  

Systematic errors are those which follow a pattern or mathematical law that may take 

the form of a constant. They tend to have the same magnitude and sign in a series of 

measurements. The main issue is that the systematic error is part of the measurement 

until a procedure is applied to remove them. A simple example of systematic error 

with a total station is the prism constant. If this is ignored, it is an error that will be 

present in all the observations. This could have a knock-on effect, particularly for 

deformation monitoring observations, where observations could be perceived as 

movement, when in fact there is an instrumentation error present. 

In order to minimise systematic errors in observations, it is essential to carry out 

instrument calibration. Calibration allows error modelling and corrections to be made 

to the proceeding observations. It is recommended that full calibration is carried out 

by the manufacturer for a total station, however due to transportation of the instrument, 

mechanical shock, temperature changes and general wear and tear of the instrument, 

it is critical for a total station to be checked regularly. Methods of instrumentation 

checks, such as horizontal/vertical collimation, tilting axis error and ATR collimation, 

are described in Uren and Price (2010). Newer state of the art instruments can carry 
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out electronic self-calibration on board the total station using these well-established 

technique to measure and correct for systematic errors.  

Since the commercial release of TLS systems, work has been carried out to model 

systematic errors present in TLS systems to allow a self-calibration procedure to be 

applied independently of a manufacturer (Lichti et al, 2000; Reshetyuk, 2006; Al-

Manasir and Lichti, 2015) in a similar manner to a total station self-calibration. These 

include producing models for systematic errors of parameters such as range accuracy 

and precision, single point accuracy and precision as well as elevation angle. As well 

as thorough experimentation, correction models have been based on similarities to 

other surveying instrument construction, e.g. total stations and cameras when being 

used for photogrammetry. Newer TLS systems from Leica Geosystems, such as the 

ScanStation P20, have a self-calibration function on-board the instrument to carry out 

checks by placing targets around a scene in certain positions to carry out specific 

parameter checks, e.g. angular parameters.  

3.3.2.3 Random errors 

Random errors are errors which do not follow a pattern and are not constant. They 

cannot be removed from observations but statistical principles can be applied to 

analyse them. Generally it is assumed that the random errors in observations within 

surveying follow a normal distribution. One of the statistical testing procedures to 

check if the residuals from the LSE are due to random errors in the observations, i.e. 

are normally distributed, is the Chi-Square test (𝜒2). It provides a method to test the 

“goodness of fit” of the random error in the observations to a normal distribution. The 

𝜒2 value can be compared by: 

𝜒2 = ∑
(𝑂𝑖 − 𝐸𝑖)

2

𝐸𝑖

𝑘

𝑖=1

 

Where O is the observed value and E is the expected value. The 𝜒2 value that has been 

calculated can then be compared to values obtained from a chi-squares distribution 

table. The confidence level of 95% for network adjustments is usually carried out with 

a two-tailed test. If the test passes, the null hypothesis is accepted which means there 

are no systematic or gross errors in the observations and the random errors are 

normally distributed. However if the test fails, the data is thought to contain non-

random errors, i.e. systematic errors or blunders, and further inspection and testing of 
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the observation data is required. This type of test is available within the STAR*NET 

adjustment package where the confidence levels can be adjusted based on the project 

requirements. Another example of where the Chi-Square test is applied in this thesis 

can be found in Chapter 5, where residuals from plane fitting of a section of planar 

point cloud of track is plotted to see whether there are any systematic errors present in 

the data. 

3.3.3 Deformation analysis of networks with redundant measurements 

Deformation analysis can be applied on 1D, 2D and 3D monitoring networks. When 

using geodetic methods for deformation analysis, particularly for engineering 

applications, it is typical for a two-step process to be applied (Setan and Singh, 2001): 

1. Independent adjustment of the network of each epoch 

2. Deformation detection between the two epochs  

For geodetic measurements – especially total station observations – the first step, i.e. 

the adjustment process, generally involves least squares estimation (LSE) of each 

epoch (Setan, 1995; Choudhury et al 2009). This is described in more detail in section 

3.3.3.1. Once the adjustment has taken place it is important to check for any outliers 

in the observational data that may be affecting the quality of the output of the 

adjustment. A very brief overview of the different errors present in observations as 

well as methods to remove them was provided in section 3.3.2 . The process of outlier 

removal is an iterative one and can be removed through each iteration of LSE. Once 

outliers have been removed, it is important to understand the quality of the network 

before any deformation detection takes place between two epochs. An overview of 

investigating network quality is described in 3.3.3.2. The second step is typically 

carried out by calculating the changes in co-ordinates between the epochs (Caspary 

and Rüeger, 2000; Setan, 1995).  

Networks that have a higher number of observations than the unknown parameters are 

termed as networks with redundant measurements, where the number of degrees of 

freedom is the number of observations minus the number of unknown parameters. 

Examples of these redundant measurements can be derived from geodetic observations 

and photogrammetry, for example a combination of angle and distance measurements 

using a total station (as discussed in 3.2.2) and the dense network of “bundle of rays” 

in photogrammetry (discussed in section 3.2.4). As there are redundant measurements 

in both of these cases there is no unique solution for the unknown parameters and these 
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can be estimated based on functional and stochastic models using least squares 

estimation (LSE) to determine 3D co-ordinates.  

3.3.3.1 Least squares estimation 

LSE is a well-established adjustment method in surveying. The redundant set of 

measurements are useful for 3 reasons: checking for gross errors/outliers; providing 

the precision of the co-ordinates; gaining an insight into the quality of the network 

together with statistical information about accuracy and reliability. These are well 

established measures within the surveying industry and are described throughout this 

section. 

The functional model relating the measurements and parameters to be estimated can 

be expressed as: 

𝐥 = 𝑓(𝐱) 

where 𝑙 is the vector of the observations and 𝑥 is the vector of the parameters  to be 

estimated. The functions of the equation are non-linear. Using Taylor’s theorem 

(Caspary and Rüeger, 2000), a linearised form of the observation equation can be 

written in matrix form as: 

𝐥 + 𝐯 = 𝐀𝐱̂ 

where 𝐀 is the design matrix, which consists of the derivatives which describe the 

functional relation between the unknown parameters (which are calculated from the 

approximate values). 𝐱 ̂is the vector of unknown parameters, 𝐥 is the vector of the 

observations and 𝐯 is the vector of the residuals (Caspary and Rüeger, 2000).  

The stochastic model is defined by the covariance matrix, 𝐶, because it is the only 

component that contains information about the accuracy of the observations during the 

adjustment process. It is determined based on the standard deviation of the observation 

(𝜎𝑖) and the correlation coefficients between the observations (𝜌𝑖𝑗). Further details on 

deriving the covariance matrix can be found in Caspary and Rüeger (2000), Setan 

(1995), for example. It is useful when determining the quality of the observations once 

LSE has been applied – see section 3.3.3.2. 

The weights of the observations, based on the standard deviation, produce the weight 

matrix, 𝐏. For observations considered to be equal in accuracy, the weights are 

simplified to 𝑝𝑖 = 1 (Luhmann et al, 2014). For observations with varying accuracy, 
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the corresponding weights are estimated from the a priori standard deviations of the 

original observations (𝑠𝑖) and the observation of unit weight (𝑠0) where 𝑝𝑖 =
𝑠0

2

𝑠𝑖
2 for 

observation i. 

The least squares estimation method, also known as the Gauss-Markov linear model, 

is based on the idea that the unknown parameters are estimated with maximum 

probability. It makes an assumption that there are no gross or systematic errors in the 

observations in order to calculate the residuals: 

𝐯𝑇 . 𝐏. 𝐯 ⇒ 𝑚𝑖𝑛 

Therefore for each observation, i, there is one equation which is adjusted using the 

LSE procedure: 

𝑣𝑖 = 𝑥̂ − 𝑙𝑖 

LSE is an iterative process that is performed until corrections to the parameters become 

insignificant, i.e. minimising the sum of the squared residuals (Mikhail, 1976).  

A very brief overview of the LSE method for network adjustment has been provided 

here, however a more detailed description of the process can be found in many 

geodetic network observation/analysis books such as Mikhail (1976), Cooper (1987), 

Setan (1995) and Capsary (2000). 

3.3.3.2 Network quality 

Once the network has been adjusted and screened for observational errors, the quality 

of the network and assessment of the achieved accuracy is important, particularly when 

carrying out deformation analysis. As stated in section 3.3.1, the quality of a network 

is described by precision, reliability and economy. This research focuses on the 

precision and reliability of the observations to ensure that any errors in the data are not 

misconstrued as deformation, whilst achieving the objective with a minimum 

instrument and human effort/cost. 

Network precision measures 

Network precision describes how the precision of the observations affects the results 

through the network geometry. It provides a measure of the network’s characteristics 

in propagating random errors, with the assumption that gross errors and/or systematic 

errors have been removed (Kuang, 1996). A precision measure can either be local or 
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global, where local precision measures focus on a specific set of points in the network 

and global measures refer to the whole network. This thesis uses local precision 

measures when assessing the quality of the network. Generally the variance and 

covariance matrices, derived from the LSE process, provide these precision measures. 

There are many aspects of network precision and the main ones widely used in the 

surveying community are discussed here. 

In a 2D network an immediate local measure of accuracy is the standard deviations of 

the co-ordinates (𝜎𝑥 and 𝜎𝑦) which can be readily computed using the variance (𝜎0
2) 

𝜎𝑥 = 𝜎0√𝑞𝑥𝑥 and 𝜎𝑦 = 𝜎0√𝑞𝑦𝑦 

Where cofactors 𝑞 are the diagonal elements of the covariance matrix. Standard 

deviation of the station co-ordinates provide the uncertainty in the computed co-

ordinates, typically at 1σ.  

Alternatively to the standard deviation a root mean square value (RMS) can also be 

reported. It is the square root of the arithmetic mean of the squares of a set of 

numbers/sample. In this case the set of numbers are the differences between the 

measured and nominal values (residuals). This is frequently used as a precision 

measure output when fitting a geometric primitive to a point cloud using LSE, e.g. 

plane, sphere, and cylinder. This study uses the RMS as a precision quality measure 

when applying plane fitting to point clouds obtained from TLS and CRP point cloud 

data when measuring to the track and brick surface in the laboratory (Chapter 4). When 

applying plane fitting in this study, an open-source point cloud analysis tool, 

CloudCompare11, is used to calculate the RMS as well as extract the residuals. Further 

details of this process is provided in Chapter 4. 

A well-established method of visually displaying the precision of a network is by 

plotting error ellipses, which was briefly described and shown in section 3.3.1.1. Error 

ellipses represent the area of uncertainty around a given points; they can be absolute 

(referring to the uncertainty of one point) or relative (referring to the uncertainty 

between two points). They are generalisations of the standard deviations derived from 

the LSE process. The semi-major and semi-minor axes are functions of the eigenvalues 

                                                 
11 URL: http://www.danielgm.net/cc/ (last accessed October 2015) 

http://www.danielgm.net/cc/
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and eigenvectors, which is a fundamental approach to the analysis of the covariance 

matrix. The interpretation of the size and shape of error ellipses is also provided in 

section 3.3.1.1. Detailed material of all the matrix and precision measure computations 

that have been very briefly described here can be found in Kuang (19996) and Caspary 

and Rüeger (2000). 

Packages such as STAR*NET provide precision quality measures such as standard 

deviations of the computed cop-ordinates as well as plots and geometric information 

of relative and absolute error ellipses in the output listing once the adjustment has 

taken place, where confidence levels can be adjusted by the user according to the 

application. 

Network reliability measures 

Network reliability describes how a network reacts to small biases in the observation 

data. It denotes the robustness of the network and its ability to resist undetectable gross 

errors in the observations. The concept of network reliability originates from Baarda 

(1968). There are two types of checks for reliability in a network: internal and external. 

Internal reliability is associated with the ability of a network to detect gross errors by 

tests of hypothesis made with a specific confidence level, whilst external reliability is 

related to the effect of undetected gross errors on the LSE (Kuang, 1996). As stated 

earlier, in order for LSE to work effectively the data needs to be free of any gross or 

systematic errors and therefore many techniques for “data screening” pre and post-

adjustment have been developed. For example the “blunder detect” function in 

STAR*NET attempts to isolate observation with blunders by successively 

deweighting the observations that do not fit into the network. Further reading of 

network reliability can be found in Caspary and Rüeger (2000) and Kuang (1996). 

Once the outliers have been detected, they can be removed and the adjustment can be 

re-run to improve the output residuals. 

Accuracy measures 

Accuracy “describes the closeness of agreement between a result and a measurement 

standard or accepted reference” (Luhmann et al, 2014). Therefore accuracy measures 

can only be used if a comparison or reference data of higher accuracy is performed. In 

order to establish whether a measuring system is achieving its accuracy, there are long 

established standardised methods in industrial metrology (VDI/VDE 2634). These are 
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usually applicable to co-ordinate measuring machines (CMMs) and instruments with 

optical sensing heads. One of these tests is called length error. The length error, E, is 

the difference between a measured (displayed) length 𝐿𝑚 and the calibrated reference 

length  𝐿𝑟: 

𝐸 = 𝐿𝑚 − 𝐿𝑟 

The length error can be used to analyse the accuracy of a length measurement 

(Luhmann et al, 2014). In Chapter 4 the length error is used to test the accuracy of total 

station instrumentation in the laboratory where the calibrated reference length is 

sourced from a laser tracker, which has a much higher instrumentation accuracy, 

usually by an order of magnitude. 

3.3.3.3 Detection of deformation 

Another rigorous method has been established for estimating the point group 

displacements in a monitoring network, termed congruency testing (Setan and Singh, 

2001). The objective of the test is to detect whether or not the point group being 

considered for deformation has remained stable. The point group can consist of all 

points common between epochs, points establishing the reference points or those 

belonging to a specific part of the network (Caspary and Rüeger, 2000). The procedure 

of congruency testing is not within the scope of this thesis but further reading can be 

found in Setan (1997). Once congruency testing has passed, modelling of deformation 

can be applied. 

As described at the beginning of this section a two-step analysis is usually applied to 

deformation analysis. Once adjustment has been carried out on each epoch 

independently, the detection of displacement between the two epochs can be applied. 

There are different deformation models which can be used based on geodetic 

observations including from total stations and photogrammetry. These include 

measuring the differences in 1, 2 and 3D co-ordinates, spatial distances, azimuths and 

zeniths. Depending on the requirement of the monitoring scheme, the most appropriate 

deformation model can be applied to the observations (Caspary and Rüeger, 2000). 

Setan and Ibrahim (2003) developed a tool for integrating the output from STAR*NET 

and an in-house deformation detection software for 2D and 3D, in which error ellipses 

are shown in 2D. The workflow is shown in Figure 3.24, where the output from 

STAR*NET is fed into the main menu of DEFORM99 (the deformation detection 

tool). 
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Figure 3.24: Bespoke deformation detection tool developed by Setan and Ibrahim (2003) – 

image taken from this paper 

Currently at London Bridge Station the method of deformation detection in the 

masonry arches at London Bridge is to calculate the X,Y and Z co-ordinates and 

compare these individually to the measurements of the same target from epoch 0, i.e. 

the baseline measurement. For track monitoring, the cant and twist is extracted based 

on a combination of the Z height difference and distance between the tracks (see 

Chapter 2). Despite this process of “deformation detection” there is little evidence of 

data analysis to gain an insight into the data quality, e.g. a network adjustment with 

relative error ellipses (see section 3.3) for each of the monitoring points measured12. 

However when comparing this to other monitoring schemes applied in the railway 

industry, there is evidence of network adjustment being applied to automatic 

monitoring measurements using total stations.  

Berberan et al (2007) were able to provide an automatic, robust and accurate 

computation of deformation of a tunnel in Lisbon that had been damaged during its 

construction, using four motorised total stations. Due to the limitations of a thorough 

network analysis within GeoMos, EpochSuite (an adjustment software) was integrated 

into GeoMos, via the SQL database, in order to minimise error propagation as well as 

outlier detection (see section 3.3). Tse and Luk (2011) also carried out network design 

using a least squares adjustment tool for automatic monitoring of a tunnel in Hong 

                                                 
12 Based on my attendance at monitoring meetings to implement a monitoring scheme as well as 

analyse monitoring data from the monitoring specialist 
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Kong during the extension. A recent example of a very large-scale monitoring network 

in the UK was at London Paddington Station, which was required during the 

construction of the new Crossrail station (see section 3.2.2.2). Different network 

designs were proposed and error ellipses of the monitoring points were produced to 

ensure accuracy requirements were met so that false triggers were not set off (Binder, 

2014) . Despite worldwide evidence of network design for automatic total station 

monitoring in a railway environment, there is little evidence of this on TLP. One of 

the reasons for this is that the monitoring contractors don’t always have background 

knowledge of engineering surveying, but instead have specialist skills in computer 

processing and handling large volumes of data. Therefore, this gap in knowledge has 

resulted in a monitoring system with unknown levels of quality with regards to the 

measurements taking place. 

An informative workflow of a “best practice” network design and adjustment process 

with respect to deformation monitoring over a series of epochs is provided by Caspary 

and Rüeger (2000) which is shown in Figure 3.25. 
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Figure 3.25: Flow diagram of network design and adjustments for deformation monitoring – 

taken from Caspary and Rüeger (2000) 

3.3.4 Deformation analysis of networks with single measurements 

Compared to networks of observations with redundant measurements to points, the 

procedures for deformation monitoring (i.e. applying adjustment and producing 

quality measures etc) using single measurements to points is not possible. Therefore 

there is no built-in check if a blunder is made or if there are any systematic errors when 

measuring the angle or distance to a point. An example of this in surveying is radial 

traversing where a single distance and angle is measured from a known point to tie in 

another point. Although this method provides the ability to co-ordinate control points 

more quickly, it is only possible to check the results obtained between the points 

surveyed (Uren and Price, 2010). Therefore the quality of the measurements are purely 
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relying on the calibration of the instrument as there are no other ways of checking for 

errors of the measurements. 

Another example of single point measurement is with TLS data where individual 

points are never exactly measured twice. However the technique does provide 

redundant information of the surface. The following section describes how this surface 

measurement can be exploited and tested for deformation. 

3.3.4.1 TLS deformation analysis  

It is typical for multiple scans to be used to measure the surface of an object or feature 

for deformation analysis. Therefore it is important that care is taken when applying 

point cloud registration to ensure the integrity of the data for the analysis process. As 

discussed in section 3.2.3.1, registration should be carried out accurately through either 

targeting, which allows a global reference system to be established, or through surface-

based methods such as ICP (Besl and McKay). In this thesis, target-based registration 

to allow accurate geo-referencing to the site co-ordinate system is applied in Chapter 

5 and registration between multi-epoch scans using the ICP algorithm is applied in 

Chapter 6.  

Point cloud extraction 

In order to utilise TLS point cloud data for applications such as monitoring, extraction 

and segmentation of the relevant features from the point cloud is an integral part of the 

data processing step (Lari and Habib, 2014). Vosselman et al (2004) state that typical 

man-made objects such as planes, cylinders and spheres are shapes that can be easily 

extracted from the point cloud based on their geometric parameters. Research into 

efficient and accurate point cloud extraction procedures has become a wide area of 

interest and is well reported (Schnabel et al., 2007; Awwad et al., 2010; Lari and 

Habib, 2014). An object such as a rail or assembly of objects such as a railway track 

could be segmented and extracted based on its planar elements by applying accurate 

local surface fitting. Popular plane fitting methods include least squares estimation 

(LSE), Principal Component Analysis and the RANSAC algorithm (Nurunnabi et al., 

2012). Each method has its own advantages with respect to robustness, reliability and 

sensitivity to outliers. The approach used for the work described in Chapter 5 utilises 

the LSE method which, as described earlier in section 3.3.3.1, is based on the long 

established principle of minimising the sum of the squared residuals. 
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When exploring methods of deformation analysis there are generally two types of 

analysis: point-wise and object wise deformation analysis. Vosselman and Maas 

(2010) also describe change detection as a method of monitoring, however this type of 

monitoring is to purely detect whether a particular scene has changed over epochs, for 

example whether a car has been added or removed from a scene. On the other hand 

deformation analysis is aimed at quantifying the changes by modelling the parameters 

present in the scene and comparing them over time. 

Point-wise deformation analysis 

Point-wise deformation analysis can be divided into three different classes of 

comparison: measurement to measurement; measurement to surface; and surface to 

surface (Vosselman and Maas, 2010). A similar approach to these classes of 

comparisons is applied in Experiment 4 in Chapter 4 where the displacement of a brick 

surface is measured and analysed using different point-wise and object-wise (see 

below) techniques.  

The measurement to measurement comparison requires the instrument, i.e. TLS 

system, to remain fixed and comparisons can be made using a “virtual target” to 

measure to a fixed horizontal and vertical angle with respect to a spherical co-ordinate 

system. This type of monitoring has been used for calculating volumes of mining 

excavations (Vosselman and Maas, 2010). 

Measurement to surface comparisons are carried out by creating a surface of a baseline 

epoch (e.g. a triangular mesh) and comparing proceeding epoch scans, i.e. the points 

are compared back to the surface. This method allows fast computation of the 

differences between epochs excavations (Vosselman and Maas, 2010). An example of 

this method was explored by Alba et al (2006) where the shortest distance between a 

point from the scan and the surface of a baseline scan of a dam was compared (through 

a triangular mesh and polynomial surface). Even though displacement surface maps 

provided a dense and accurate representation of the deformation of the order of a few 

millimetres, the deformation rates were close to the geo-referencing and registration 

errors which affected propagated into the deformation analysis. It was recommended 

that TLS could be used for periodical monitoring whilst other sensors (levelling, TS 

and collimators) were being used for continuous monitoring. There are many tools 
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available that can be used to create surface meshes, e.g. Polyworks13, MeshLab14 and 

CloudCompare. In this study Geomagic Studio15 was used based on its capability of 

handling large volumes of data with large co-ordinates (i.e. geo-referenced to a site 

grid).  

Surface to surface comparisons allow meshes of the surface to be compared over 

multiple epochs which enables noise and data reduction. The disadvantage of this is 

that further processing is required compared to the other comparison techniques. An 

example of this type of comparison was carried out by Lemy et al (2006) where the 

displacement of a tunnel was measured. By producing a surface mesh which allowed 

reduction in noise levels the scanner was able to detect movement with an accuracy of 

±5mm compared to the ≤1cm accuracy of a single point from the TLS system. 

However issues with generating differential elevation maps onto a stable reference 

system was encountered. A similar approach for comparing multi-epoch TLS surface 

scans is explored in Chapter 6. 

Object-orientated deformation analysis 

Object-orientated deformation analysis methods allow highly redundant 

measurements of a surface to be exploited to “counter-balance” the low precision of 

the single point measurement, compared to that of a total station. This is carried out by 

identifying primitive objects in a time series and parameterising their motion over 

time. Primitives include fitting planes, spheres, and cylinders to the point cloud surface 

which can be estimated using LSE. The main advantage of this type of method is the 

high quality of the deformation parameters of interest with respect to the quality of the 

original TLS data (Monserrat and Crosetto, 2008). However the main challenge for 

this type of analysis is identifying a suitable object to represent the point cloud. 

However, due to structures often conforming to geometric primitives, this has become 

a popular approach for structural deformation monitoring.  

Gordon and Lichti (2007) fitted a simple polynomial to a beam, using principles of 

beam deflection, to detect vertical deformation. It was found that by modelling the 

surface of the beam, displacements with an accuracy of ±0.29mm (at a range of 3 

metres) could be observed. This proved that it was capable of high precision detection 

                                                 
13 URL: http://www.innovmetric.com/en/products/polyworks-modeler (last accessed October 2015) 
14 URL: http://meshlab.sourceforge.net/ (last accessed October 2015) 
15 URL: http://www.geomagic.com/en/ (last accessed October 2015)  

http://www.innovmetric.com/en/products/polyworks-modeler
http://meshlab.sourceforge.net/
http://www.geomagic.com/en/
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to the same level as photogrammetry, as well as providing the extra advantages that 

TLS present. Gordon and Lichti (2007) emphasised the importance of the physical 

setup of the TLS and that it should be positioned to "maximise capture of the surface 

that would best represent the deformation". In a laboratory environment Laefer et al 

(2014) were able to detect cracks of a masonry wall that were 5 mm wide with a 

precision of 1mm by using plane fitting techniques. On a larger-scale Kopáčik et al 

(2013) and Erdélyi et al (2014) were able to detect deformation of a bridge and roof 

respectively using planar surfaces by applying single value decomposition with an 

accuracy and precision in the order of a few millimetres. Puente et al (2012) used 

mobile TLS to evaluate geometrical deformations of a concrete arch shaped underpass 

by analysing the arch profiles to achieve deformation measurements between 1-5 mm. 

The application of TLS for measuring tunnel deformations and carrying out 

inspections during and after their construction has been applied using primitive fitting. 

Nuttens et al (2010, 2012 and 2014) have used state of the art TLS technologies (phase 

and time-of-flight based systems) to scan newly built concrete tunnels and monitor 

them over a period of time to determine their “ovalization” through calculating the 

best-fit of a cylinder on tunnel sections. The authors show that by comparing the point 

cloud to the CAD design model of the tunnel, millimetric levels of precision could be 

achieved and that sub-millimetre deformations could be detected and measured by 

combining TLS and strain gauge measurements. Another example of using TLS in a 

tunnel environment is presented by Koon et al (2009) where plane fitting was applied 

to detect defects in the concrete liner of a tunnel. By assuming small segments of the 

tunnel lining as planar, histograms of the residuals of the plane fit (applied through 

LSE) was used to detect physical defects. A similar process to this is used in Chapter 

5 where plane fitting is applied to remove artefacts from the planar web of the railway 

track. 

Recent examples of railway track monitoring analysis using TLS 

When starting this study there was no known literature related to using TLS as a tool 

for monitoring railway track. However with the advancement of data acquisition and 

processing, investigation into the capabilities of TLS to accurately detect and extract 

rail track geometry for deformation monitoring has widened in the past two years and 

runs in parallel with the key contributions provided in this thesis.  
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Meng et al. (2013) present a laboratory method for extracting track from static TLS 

data to obtain 3D track reference geometry with the potential to calculate deformations 

from subsequent scans. Results showed a mean difference of 2mm in the horizontal 

and 3mm in the vertical between the ground truth and the mesh. However it is uncertain 

as to whether the model conforms to the physical form of the track. Liu et al. (2013) 

used static TLS to extract track geometry for deformation monitoring of high speed 

rail to achieve an accuracy of better than 3mm. Further analysis of these findings in 

relation to extracting track geometry using static TLS track in this thesis are described 

in more detail in Chapter 6. Overall it can be seen there is a consensus of achieving 

accuracies of better than 3mm, however there is a need to improve this level to fulfil 

the engineer’s requirements for track monitoring. 

It can be seen that many different methodologies have been developed in order to use 

scan data from TLS for deformation analysis. Even though they can be categorised 

into point-wise and object-orientated deformation analysis tools, they are not as well-

established as the network adjustment tools available for target-based monitoring. One 

of the reasons for this is that each structure required to be monitored is unique and that 

different tools could be used based on the shape and size of the object. However it is 

thought that through testing of different types of object, a library of surfaces and 

objects required to be monitored could be developed to allow users to determine which 

methods are most suitable. This study explores the measurement of brick and track 

surfaces, typically encountered in a railway environment, in order to detect 

deformation. The laboratory testing of these surfaces is investigated in Chapter 4, 

followed by large-scale testing of these surfaces on live monitoring sites in Chapter 5 

and 6. 

3.4 Data information and communication 

Once deformation measurements have been analysed they should be presented to the 

relevant parties (for example an engineer) in a suitable manner to allow them to inspect 

a structure or understand any patterns of movement. The deformation detection results 

can be presented through co-ordinate changes or displacements in 1, 2 or 3D using 

tables/spreadsheets or graph plots. For example, the monitoring contractor at London 

Bridge presents deformation data (from total station measurements) of the masonry 

brick arches as displacements in X, Y and Z or longitudinal displacements. The results 

are usually displayed with respect to an as-built CAD drawing of the area to provide 
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context to the engineer. In terms of track parameter monitoring, the change in twist 

and cant has been pre-calculated, based on the calculations provided in Chapter 2, 

which allows the engineer to easily understand any deflections or movements 

occurring at track level. Based on the red, amber, green trigger alarms predetermined 

by the engineers in the EPP, the values are shown in their associated threshold 

category. Figure 3.26 provides an overview of these types of visualisation tools 

available to the available to the engineer using Geoscope software, the real-time data 

management system for monitoring. 
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Figure 3.26: Typical method of communicating monitoring data on TLP 
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Another example of the monitoring results from a deforming set of arches at London 

Bridge Station, where the expected levels of movement were exceeded and set off 

alarms, is shown in Chapter 6.  

This type of data presentation through tables and graphs is not dissimilar to the typical 

output provided by automatic monitoring packages from monitoring contractors as 

well as vendors. For example, Leica produce the same type of analysis outputs as ones 

shown above in their monitoring package GeoMos, with tables and/or graphs. 

Smoothing filters can be applied to the raw datasets to reduce the “noise” from 

continuous monitoring data from a total station. This allows the engineer to see the 

“trend” from the raw measurements. The basis of the smoothing algorithm is unknown, 

however it appears to be based on a trend line. An example of applying a smoothing 

filter using GeoMos is shown in Figure 3.27, where the smoothing filters are shown in 

blue and green.  

 

Figure 3.27: Application of smoothing filters to monitoring observations 

The benefit of these types of packages is the flexibility in choosing how the data are 

displayed. This allows the same data to be presented to each stakeholder based on their 

individual needs. For example, an asset owner of a building being monitored in the 

vicinity of the construction work would require a different understanding of 

movements compared to a ground engineering team. Geoscope allows the engineer 

more rights to manage the data more easily. For example, if the engineer wants to see 
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if there are any patterns in displacement of surrounding arches, they are able to create 

a group of the prisms being measured so that the same points don’t need to be 

repeatedly selected for inspection.  

As described in Chapter 2 one of the issues with current monitoring systems is that 

these types of data analysis and presentation lack a provision of data quality 

information, i.e. the deformation measurements being presented do not come with any 

type of confidence levels or uncertainty. However based on the well-established 

monitoring analysis techniques described in section 3.3.3, deformations are presented 

through displacement plots using vectors and error ellipses. An example taken from 

Caspary and Rüeger (2000) is shown below in Figure 3.28. The monitoring network 

of a dam is presented with the estimated deformations (vectors) along with their 95% 

confidence ellipses. The datum is derived from the stable reference points which are 

shaded. 

 

Figure 3.28: Example of presenting deformations with 95% confidence ellipses – image 

taken from Caspary and Rüeger (2000) 

This already provides better understanding of the data quality of the measurements 

with respect to the estimated deformation vectors in comparison to the current data 

presentation methods. Even though this is lacking geospatial context of the monitoring 

environment, this can be easily rectified. There is no evidence of this type of 
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deformation analysis display on current automatic monitoring packages provided by 

the vendors or monitoring specialists. Setan and Ibrahim (2003) created a workflow 

by taking output data from a STAR*NET adjustment file and feeding it into an in-

house piece of 2D and 3D deformation detection software to produce deformation 

analysis and graphical presentation whilst reporting the data quality through error 

ellipses. Within photogrammetry displacement vector fields are a common method of 

displaying deformation results. An example of this is presented by Maas and Hampel 

(2006), which is shown in Figure 3.29, where road pavement deformation 

measurement was carried out by attaching signalized targets resulting in 2D 

displacement vectors between sequential measurements. 

 

Figure 3.29: Road pavement deformation measurement through 2D deformation vector field 

- image taken from Maas and Hampel (2006) 

This type of data presentation has the potential to be used in the context of manual and 

automatic monitoring at NR as it allows the engineer to analyse measurement points 

relative to each other as a “whole” easily, rather than having to manually create groups 

of the targets of interest. Therefore any systematic behaviours or patterns of movement 

of a structure could be detected straight away. 

With the more recent use of TLS for deformation monitoring, there have been some 

examples of the visualisation of deformation monitoring of surfaces. Alba et al (2006) 

present colour-coded deformation maps by comparing different surfaces derived from 
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two scans of a portion of a dam (approx. 136m in height x 381 metres in length), shown 

in Figure 3.30. Even though this provides a method of displaying deformation to a 

millimetric level of precision, the methods used for producing these displacement 

maps is not provided. 

 

Figure 3.30: Deformation maps of different surface approximations using TLS – image taken 

from Alba et al (2006) 

On a smaller scale Lemy et al (2006), generated similar methods of “displaying the 

evolution of surface topography” when monitoring tunnel wall displacements 

throughout and after its excavation. The patches are approximately 12 x 16cm. An 

overview of these are provided in Figure 3.31, where the top image shows a point 

cloud comparison between a baseline and test epoch and the bottom image shows a 

differential elevation map from comparing the same two epochs. Similarly to Alba et 

al (2006) there is minimal information on the production of these models. Despite the 

very extreme level of scales of these objects, there is little information on handling 

these types of datasets, particularly when comparing two point clouds or surfaces. 
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Figure 3.31: Different methods of displaying change in surface topography of a tunnel wall - 

image taken from Lemy et al (2006) 

In general it can be seen that despite millimetric accuracy and precision being achieved 

in the literature where TLS is applied for deformation monitoring, there is limited 

discussion on how this monitoring information can be communicated back to 

engineers, or other interested parties such as stakeholders, to see the outputs from the 

TLS measurements, for example: Riveiro et al (2011, 2013); Kang (2012); Erdélyi et 

al (2014); and Nuttens et al (2014). 

This thesis looks to explore the methods of communicating deformation monitoring 

data obtained from TLS back to an engineer. This is an important final step of 

deformation analysis. Different tools for measuring and displaying deformation within 

a laboratory environment are explored and presented in Chapter 4. Based on the 
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laboratory findings Chapter 6 provides a case study where TLS monitoring data were 

presented to the engineers in different ways to establish a fit for purpose solution.  

3.5 Chapter Summary 

This chapter has provided an overview of the variety of engineering surveying 

measurement techniques used in this study. It highlights the opportunities that these 

techniques provide in the context of deformation monitoring through target and 

surface-based measurements.  

Within the railway industry it can be seen that the default method applied for 

monitoring is through total station and prism-based methods by measuring to a 

network of points manually or through an automatic system. Section 3.3 has shown 

that the processing of these types of observations is well-established from an academic 

standpoint, where the use of network design and analysis provides a rigorous way of 

analysing the observations as well as providing quality measures of the data, which 

then allows deformation detection to be carried out. However, currently on the London 

Bridge Redevelopment Project and generally on TLP, it can be seen that there is a gap 

in this measurement analysis process where there is little evidence of network design, 

adjustment and measurements appear to be analysed at face value. This is a very 

significant issue with respect to providing assurance of the safety of passengers and 

surrounding structures. There is also little evidence of regular instrumentation checks 

for errors, e.g. systematic errors, which could affect the monitoring results and be 

perceived as movement if the measurements are taken at face value. One of the reasons 

for this is where the skillsets of the monitoring specialists lie; it appears there is more 

of a focus on handling large volumes of discrete information through IT and computer 

processing skills, particularly in the UK, where there is limited knowledge of network 

adjustments and data quality. 

This thesis focuses on ensuring data quality of measurements to a network of targets 

as well as surfaces to allow an accurate and precise targetless monitoring approach to 

be developed, based on Network Rail’s requirements of this study. It can be seen that 

there is little work on measuring surfaces as a method of replacing targets to overcome 

the cost and maintenance issues associated with prisms. Even though there is limited 

literature with respect to targetless monitoring within a railway environment, it can be 

seen that TLS and CRP techniques are working towards millimetric levels of precision 

with regards to surface measurement of structures. This study takes this potential 
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forward by applying these tests within both a laboratory and site scale whilst 

maintaining a high level of data quality. 

Previous work has shown short-term ad-hoc projects of monitoring using TLS or CRP, 

where a few examples present methods of presenting this deformation. However their 

(TLS and CRP) use within an engineering context and whether they are fit for purpose, 

is unknown. This EngD has provided an opportunity to apply testing to a set of live 

monitoring sites over the 3 to 4 years of the project. This study explores different 

methods of communicating this deformation information back to the Network 

Rail/contractor engineer where there was a requirement to monitor a set of deforming 

arches and railway track to determine if these methods provide a fit for purpose 

solution whilst removing the need for prisms.  

The next chapter presents the laboratory testing carried out to understand the 

instrument capabilities of point and surface-based monitoring using total stations, TLS 

and CRP, where surface-based tests focus on railway track and masonry brick surfaces. 
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4 Chapter 4 - Instrumentation performance tests through 

point and surface-based measurements within a laboratory 

environment 

Chapter 3 provided a review of the current engineering surveying techniques used in 

deformation monitoring. It presented the fundamental need for the performance of 

monitoring instrumentation to be regularly tested. It is an essential step in the 

monitoring process to truly understand its capabilities as there’s a risk that an 

instrument’s error may be perceived as movement, which in turn could lead to false 

alarm triggers being set off. Consequently this could stop the operation of the railway. 

Based on time spent with observing monitoring systems at Network Rail TLP and the 

interviews carried out in Chapter 2, there is very little evidence of this type of testing 

carried out in reality in the UK. This issue is addressed by carrying out four 

experiments to test instrument capabilities of point and surface-based monitoring 

within a laboratory environment.  

The first half of the chapter describes two experiments investigating instrument 

performance of conventional instrumentation, i.e. total stations, used for monitoring 

railway infrastructure such as track and structures. Terrestrial laser scanning (TLS) is 

also introduced to see the capabilities of target-based measurements compared to the 

conventional instruments. A state of the art laser tracker is also implemented into these 

experiments to highlight the need for an accurate baseline measurement to allow 

comparisons between instruments to be made. 

As this study looks into the potential of non-contact and targetless solutions for 

monitoring, the performance of TLS and close-range photogrammetry (CRP) 

measuring directly to the railway infrastructure surfaces is investigated. A similar set 

of experiments highlights the potential of surface-based measurements when 

compared to the results from the target-based performance tests. The surfaces 

investigated in this thesis are railway track (Experiment 3) and masonry brick 

(Experiment 4).  

4.1  Target-based instrumentation testing 

This section discusses target-based tests carried out on state of the art instrumentation 

typically used in the surveying and monitoring industry. A state of the art laser tracker, 
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typically used in metrology, was used in both tests to allow a baseline measure for the 

survey instrumentation measurements. 

4.1.1 Experiment 1: Network performance 

The importance of network design for deformation monitoring and the difficulty in 

discriminating between a measurement error and displacement (Grafarend et al., 1985) 

was highlighted in Chapter 3 section 3.3.1. The aim of this experiment was to test the 

performance of state of the art instrumentation measuring to a network of fixed points. 

This was to highlight the importance of implementing network analysis, particularly 

for deformation monitoring and to determine whether errors were instrument or 

network based. 

4.1.1.1 Methodology 

Ten 1.5” drift magnetic nests (Figure 4.2a) were securely installed across the space of 

the indoor laboratory (approximately 11 x 5 metres) at a variety of heights and 

distances to create a network of points. The nests allowed reliable measurements to be 

made to the target centre using both a laser tracker and the total stations. Three 

instrument stations (S1-S3) were established based on their lines of sight to all the 

targets. To ensure the stations were in a stable position, heavy instrument stands were 

used. A traverse of the stations was carried out to provide co-ordinates of the 

instrument stations on an arbitrary grid. A 2D plan of the Stations (S1-3) and Nest 

positions (N1-10) is shown in Figure 4.1. 

The AT401 laser tracker and TS15i, TS30, TM30 total stations were used in this 

experiment. For the laser tracker to measure to the nests a 1.5” spherically mounted 

retro-reflector (SMR) was used (Figure 4.2b). The laser tracker uses ATR to measure 

automatically to the SMR target. As the total station was unable to read the SMR target 

a 1.5” target adapter (Figure 4.2c), which has the same centre point as the SMR, was 

used. The readings from the total station to the target were read using the reflectorless 

mode.  
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Figure 4.1: Plan view of lab space and position of stations (S1-3) and Nests (N1-10) 

 

 

Figure 4.2 a) 1.5" magnetic nest (left); b) 1.5" SMR target (centre); c) 1.5" target adapter (right) 

Readings to the targets were taken from each station by observing all targets in 

sequence in one face of the instrument followed by the same in the second face. This 

process was repeated so that there were two rounds of measurements for each point 

measured. The readings from each of the instruments were imported into STAR*NET 

(see Chapter 3 section 3.3). When applying a network adjustment in the software, a 

minimally constrained network was used so that any measurement blunders could be 

easily isolated and detected. In this case station S1, an arbitrary point ARB1 and a 

bearing between S1 and nest N1 was used to constrain the network. All observations 

were put through the blunder detect tool to remove any gross errors in the input data. 
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The output of the network adjustment in STAR*NET allows relative error ellipses to 

be produced (see Chapter 3 section 3.3.1.1and 3.3.3.2). Relative error ellipses describe 

the relative precision between two points. Figure 4.3 represents a relative error ellipse 

between two points. 

 

Figure 4.3: Schematic of relative error ellipse between two points 

The size of the error ellipse is a measure of the uncertainty of the computed point 

position. The relative error ellipses between the nests were computed to allow 

comparisons between all of the instruments’ precision. The error ellipses also provide 

a way of analysing the strength of the survey network. A typical network adjustment 

plot from STAR*NET can be seen in Figure 4.4 where the error ellipses are displayed 

in red. These have been exaggerated for visualisation purposes. The error ellipses show 

a very low uncertainty in the relative distance error between the nest positions, 

however it does show a high level of uncertainty in the relative error in the bearing 

between the nest positions. 
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Figure 4.4: An example of a network adjustment plot using STAR*NET 

A pre-analysis (see Chapter 3 section 3.3.1.1) was carried out for the network of targets 

from each of the stations for each instrument used. This allows a list of approximate 

co-ordinates to be established as well as computing the expected error ellipses based 

on the instrumentation parameters inputted into STAR*NET (based on the 

manufacturer’s specification), without having to provide any real observations. This 

allows the expected error ellipses to be compared to the observed error ellipses. For an 

accurate comparison it must be ensured that the rounds of angles/redundancy of the 

observations is taken into consideration and that it matches the measured observations 

when using the pre-analysis function. 

The length error was also calculated from the output of the adjustment. The length 

error is a standardised method (VDI/VDE 2634) used for testing acceptance and re-

verification of optical measuring non-contact 3D measuring systems in industrial 

metrology (see Chapter 3 section 3.3.3.2). The length error 𝐸 is defined as “the 

difference between a measured (displayed) length 𝐿𝑚 and the calibrated reference 

length 𝐿𝑟: 
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𝐸 = 𝐿𝑚 − 𝐿𝑟 

Based on the specifications with respect to the accuracy and precision of the laser 

tracker, the AT401 was used as the calibrated reference length, 𝐿𝑟. Therefore the 

length error of the total stations were used to analyse the accuracy of the length 

measurement based on the laser tracker.  

Based on the guidelines for testing optical 3D systems, the length error can be 

displayed and analysed by plotting the measured length against the length error 

(Luhmann et al. 2014). In order for the acceptance of a system, the maximum 

permissible error (MPE) is a length-dependent value that must not be exceeded. The 

MPE is expressed as 

𝑀𝑃𝐸(𝐸) = 𝐴 + 𝐾. 𝐿 ≤ 𝐵 

where 𝐸 = length error; 𝐴, 𝐾 = machine-specific constants; 𝐿 = measured length, 𝐵 = 

maximum permitted deviation of length measurement. For the laser tracker, the MPE 

is provided. The total station machine-specific constants can be calculated based on 

the accuracy measurements in the manufacturer’s specification.  

4.1.1.2 Results and analysis 

All the predicted and observed relative error ellipses were computed (1σ). The output 

listing from the network adjustment in STAR*NET provides the size of the semi- 

major and semi- minor axes. 

It should be noted that the AT401 predicted and observed measurements are based on 

SMR target readings, providing the highest accuracy possible for this network. 

However the total station observed measurements in this section are based on 

reflectorless readings to the reflective targets due to incompatibility of an accurate 

prism-based target fitting into the nests. For further information on reflectorless 

readings, please refer to section 3.2.2.1. Figure 4.5 shows the predicted precision of 

the points in the network if a prism target, i.e. the highest accuracy measurement for 

the total station, was available.  
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Figure 4.5: Predicted relative error ellipses (semi-major axis) of prism and reflectorless 

target measurements based on instrument specification 
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As expected, the graph shows that the SMR/prism target-based measurements would 

produce the most precise results, with the AT401 providing the most precise co-

ordinates at the millimetre level for this particular network. The total stations’ co-

ordinate precision approximately doubles when using reflectorless measurements. 

Based on the manufacturer’s specification the TS30/TM30 is predicted to have a 

precision of the point co-ordinates between 1.5 and 2mm using prisms. This is 

followed by the TS15’s predictions around the 2mm level. This type of result provides 

a “best case scenario” of expected precision from the instruments for this network if 

measuring to a prism or in reflectorless mode.  

The top section of the graph shows the predictions of using reflectorless measurements 

from the total stations (as the laser tracker is unable to take reflectorless 

measurements). It shows that they have a similar performance in their reflectorless 

mode compared to the prism based mode, showing that the laser used in the two 

instruments is very similar. These results show a “worst case scenario” of the 

instruments’ performance in the network. With respect to monitoring in the railway 

environment, this is a useful comparison to have in case prisms cannot be measured, 

for example the line of sight to track is blocked with machinery or trains and a 

reflectorless surface measurement in proximity to the prism is required as a backup.  

With respect to monitoring, this provides a way of reporting the expected performance 

of the instrument within a network. This is particularly useful for automatic continuous 

monitoring when the instrument is fixed. In this context the precision of the total 

stations is up to 3mm which is based on the network’s geometry. Therefore when 

measurements to these points are repeated, the co-ordinates will be within 3mm and 

the point will not necessarily have moved 3mm. 

The observed and predicted relative error ellipses between each of the nests from each 

of the instruments were plotted against the measured length to determine the precision 

of the points as the range from the instrument increased. This provides an internal 

prediction and performance of the instruments and is shown in Figure 4.6.  
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Figure 4.6: Relative error ellipses (semi-major axis) - observed (circle) against predicted 

(triangle) 

For this network all the total stations show an increase in uncertainty as the range from 

the instrument increases. However the AT401 does not conform to this trend and 
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therefore has a more accurate and precise level of measurements in angles and 

distances, which is expected from the laser tracker based on its specification. Therefore 

it shows that the laser tracker provides a good baseline when comparing the 

capabilities between the total stations.  

The observed error ellipses from the AT401 are producing an uncertainty between the 

points at the 1mm level whereas the predicted level of uncertainty is slightly higher 

between 1.2 and 1.6mm. This shows that for this network the AT401 is performing 

slightly better than expected at all ranges for this network.  

As the TS15 and TS30/TM30 have very similar specifications in angular and distance 

accuracy (see Appendix A) the predicted performance of the total stations is very 

similar for this network. The graph shows that the TS15 and TM30 are producing the 

level of uncertainty predicted for this network. For ranges less than 7 metres the 

instruments are both performing better than expected. 

The observed relative error ellipses from the TS30 show a high discrepancy from the 

predicted relative ellipses, with the highest uncertainty of 6mm at a range of just under 

12 metres (which was the maximum range considered in this experiment). As the 

points were fixed when measurements were taken, it can be seen that against the 

TS30’s predicted performance there is an instrument issue. This unexpected level of 

uncertainty implies that there is an error in either the angles or distance measurements 

using this particular total station and further investigation is required. This plot has 

allowed this unexpected uncertainty to be shown. However if network analysis had not 

been carried out, this uncertainty between the two points could vary by up to 6mm if 

measurements were repeated. This could then be translated into movement rather than 

an instrument error and therefore set off triggers unnecessarily. 

The length errors were plotted against the measured length along with the 𝑀𝑃𝐸, using 

the AT401 as the reference measured lengths. This is shown in Figure 4.7. 
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Figure 4.7: Length measurement errors and MPE boundary 

The length errors show a skew towards the positive length error values, showing that 

the measured lengths from the total stations are longer than the reference length. It 

would be expected that the points would be spread more evenly across the space within 

the 𝑀𝑃𝐸 boundary lines. All the instruments’ length errors are within the 𝑀𝑃𝐸. 

However it can be seen that the TS30 length errors are on the border of the 𝑀𝑃𝐸 at 

ranges of 5-11 metres. This complements the findings from the relative error ellipses 

and shows that there is an instrument error present in the TS30. 

As the relative error ellipses and length errors are based on angle and distance 

measurements from all stations to all points in the network, a way of investigating the 

source of the TS30 error is to determine if this is a recurring instrument error from all 

stations in the network or specific ones. Therefore the relative error ellipses (1σ) and 

length error measurements can be plotted according to the stations the measurements 

were acquired from. This is shown in Figure 4.8 and Figure 4.9. 
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Figure 4.8: TS30 relative error ellipse of network from different stations 

Figure 4.8 shows that the uncertainty of the position between points in the network 

increases to approximately 15mm when observations from only S1 or S2 are used in 

the network adjustment, which is an incredibly high level of uncertainty for this 

working range. When only S3 measurements are put through the network adjustment, 

the uncertainty remains similar to that of all the stations combined. The graph also 

shows that the uncertainty remains low when all stations are being used, i.e. when there 

is redundant data, for the network adjustment. Therefore this shows that the source of 

the instrument errors is in the measurements taken from S1 and S2. From a monitoring 

point of view, if either only S1 or only S2 were monitoring stations reading to the nests 

as monitoring points, which is typical for a monitoring network for railway track, there 

would be an uncertainty of 5mm and 15mm at a range of 2m and 11m respectively. 

This is extremely high for such a short range. The station/nest co-ordinate error ellipse 

in the output listing in STAR*NET provides the uncertainty of the nest position lying 

within that particular station’s ellipse region. Therefore when comparing the 

measurements from S1 only using the TS30 (inadequate) and TM30 (performing as 

expected), the uncertainty of the nest position is up to 9mm for the TS30 and 3mm for 

the TM30 for a network of points at the 12m range. Therefore the level of uncertainty 

of the TS30 is three times higher than expected. Therefore if network analysis hadn’t 
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been carried out, this 9mm level of uncertainty could have been observed as movement 

rather than an error in the instrument.  

 

Figure 4.9: Length error of network from different stations with the TS30 

Figure 4.9 shows that based on the length error values the TS30 when measuring from 

S1& S2 and S1&S3, the length error goes beyond its MPE. This shows that the 

measurements from these stations do not conform to their tolerances and confirms the 

need to investigate further into the angle and distance measurements from S1 and S2. 

The results from the error ellipses and length errors show an error based on the angles 

and/or distance measurements from S1 and/or S2 when run through the network 

adjustment. Therefore in order to deduce the instrument errors in the TS30, the angles 

and distance measurements need to be extracted and run independently through a 

network adjustment. As there are only three stations in this network, it is not possible 

for STAR*NET to run a “distances only” 3D adjustment through trilateration. A fourth 

station would be required to calculate this. An alternative and more appropriate method 

for analysing the quality of the distance measurements would be to use an optical rail 

and interferometer, for example used by Gassner et al. (2011) when investigating the 

distance measurement performance of the AT401 laser tracker. 

This network setup does allow an adjustment to be run by using only the angle 

measurements, with a single distance required to scale the network. The results from 
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calculating the relative error ellipses (1σ) and length errors from the angles only 

network adjustment is shown in Figure 4.10 and Figure 4.11. 

 

Figure 4.10: Relative error ellipses (semi-major axis) for angles only measurements from 

instruments 

 

Figure 4.11: Length errors for angles only measurements from total stations 
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The AT401 angle measurement precision is very high, with a consistent 1mm level of 

uncertainty at all the ranges up to 11 metres. This is similar to the uncertainty with the 

combined angle and distance measurements. Despite working with the tracker at a 

similar range, Gassner et al. (2011) found that angle accuracy was comparable to total 

stations. Figure 4.10 shows that the AT401 is performing much better than the total 

station for this particular network. 

By eliminating the distance measurements, it can be seen that the TS30 angle 

measurements are affecting the uncertainty of the co-ordinates when compared to the 

TS15/TM30 (with a similar specification as the TS30). The length errors of the TS30 

are wide-ranging between +3mm and -5mm. Based on the results from the error 

ellipses with the combined angle and distance measurements, it is likely that the angle 

measurements from S1 and S2 are the source of the error which requires further 

investigation. 

STAR*NET outputs the residuals from the adjustment of the distance, zenith and 

direction observations. From the standard errors, which is a weighted value based on 

the parameters inputted into STAR*NET, standardised residuals are computed. This 

is the residual of an observation divided by its standard error (MicroSurvey, 2014). 

Therefore this is the ratio between the observation’s fit in the adjustment and the 

estimated strength. This becomes a unit-less quantity to allow comparisons of the 

adjustments of the different types of observations (i.e. distances, zenith and direction 

observations). As the TM30 did not produce any unexpected errors and has the same 

performance specification as the TS30, the standardised residuals between the TM30 

and TS30 for all of the observations from S1 and S2 were compared. The distance, 

zenith and direction standardised residuals are shown in Figure 4.12, Figure 4.13 and 

Figure 4.14 respectively.  
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Figure 4.12: Standardised distance residuals of TS30 and TM30 from S1 and S2 

 

Figure 4.13: Standardised zenith residuals of TS30 and TMS30 from S1 and S2 
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Figure 4.14: Standardised direction residuals of TS30 and TM30 from S1 and S2 

For the distance and direction observations, the ratio between the observations fit and 

estimated strength is around 1.0. This shows that the fit is better than expected for 

these observations for both the TS30 and TM30 instrument. When analysing the zenith 

observations for the instruments it can be seen that TM30 is also producing residuals 

of a ratio of 1.0. However the zenith angles from the TS30 produce standardised 

residuals of greater than 8.0. It can be seen that the highest residuals are occurring at 

the horizontal circle reading of around 90°, which is highlighted in red in Figure 4.13. 

This error is present for readings from S1 and S2 whereas readings on other parts of 

the circle produce a smaller magnitude of standardised residuals. This implies that 

there is an instrument error when on that particular area of the circle. On further 

investigation, these errors occur for both faces of the total station readings implying 

this is not a vertical index error. These measurements are not blunders as they are not 

randomly distributed across the vertical circle readings and are highly systematic. 

Therefore this shows that the instrument has an internal error in the vertical circle 

reading. To rectify this, the instrument should sent back to the manufacturer for 

calibration. 

A comparison was made between the semi-major relative error ellipses of the TM30 

measurements from S1with two rounds of angles against one round of angles. This 

was to see the effect of a reduced redundancy of measurements in the case of limited 
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time availability for instrumentation testing. The results showed that the average of the 

error ellipses, i.e. uncertainty, for the TM30 observations for this network were 4.0 

mm and 3.0 mm for one and two rounds of measurements respectively. This was 

compared to the predicted error ellipses of 4.2mm and 2.9mm respectively. These 

results confirm that the instrument performed as expected but also show the 

significance of having redundant measurements. The predicted values were also 

calculated for three and four rounds of angles which showed error ellipses with an 

average of 2.4mm and 2.1mm respectively. This could not be done with the observed 

data as only two rounds of angles were taken for this experiment. The latter set of 

results indicate the uncertainty beginning to tail off despite the increase in redundancy 

of the measurements. The predicted results do show that between one and four rounds 

of angles, the size of the error ellipse is halved. However the biggest difference in size 

of the error ellipse is between having one and two rounds of angles, where the precision 

is increased by a millimetre. When testing instruments this is an important 

improvement in the precision of the instrument. Therefore if testing were to be applied 

to future instruments, it would be suggested that at least two rounds of measurements 

need to be taken to points if there wasn’t sufficient time to accommodate multiple 

station setups. 

4.1.1.3 Conclusions 

The purpose of this experiment was to highlight the importance of network analysis to 

establish the presence of measurement errors from total stations to a network of points. 

In this experiment relative error ellipses were used to analyse the precision of the 

instrument’s performance in the network. The length error was used as a check for the 

length accuracy as well as an acceptance test for its performance.  

A prediction of the expected performance of the total stations in the network was 

determined to allow a comparison to the observed measurements to be quickly made 

in order to reveal any instrumentation errors that may be present. 

It showed that the laser tracker was a suitable baseline measure for comparing the 

capabilities of the total stations. The TS15 and TM30 total stations were also 

performing as expected with an approximate precision of 2-3mm for this network 

setup. However there was a large discrepancy of the TS30 observed measurements to 

the predicted ones with a relative uncertainty between points of up to 15mm. By using 
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the relative error ellipses and length error calculations, the source of this error could 

be determined. The angle measurements were run through the network adjustment 

independently and the standardised residuals for the distance, zenith and direction 

observations were plotted. This showed an instrument error on the vertical circle 

reading and required the instrument to be sent back to the manufacturer for calibration. 

In a monitoring environment, if the instrument was fixed and continuously measuring 

with the error on the vertical circle, the measurement error could have been disguised 

and translated into movements of the target of up to 9mm based on the station co-

ordinate error ellipses. Depending on the structure being monitored, this could falsely 

raise the alarm for movement. Therefore this highlights the importance of a simple 

instrument check before and during its deployment. 

Redundancy of the measurements in the laboratory, as well as on site, has an impact 

on the precision of the overall output. Based on the results in this experiment at least 

two rounds of angles should be taken to increase the precision of the overall output 

and therefore improve the integrity of the results. If there is limited time when carrying 

out the laboratory testing and multiple station setup is not possible, increasing the 

redundancy of the measurements can increase the precision of the results. 

The predicted results were able to show the capabilities of the total stations when 

applying prism and reflectorless-based measurements. This provides an indication of 

the performance that can be expected from a “worst case” scenarios if measurement to 

prism was not possible at the time, for example an obstructed line of sight due to 

obstructing vehicles or passing trains.  

4.1.2 Experiment 2: Target-based measurement capability 

Based on the knowledge gained from the performance of a laser tracker and total 

stations in a network environment, the next investigation is to test the range accuracy 

of these instruments when a target is moved. From the monitoring specifications, 

millimetre levels of movement is typically predicted on structures such as arches or 

buildings and is therefore required to be monitored using total stations. Therefore an 

experiment was set up in a laboratory environment to see how different survey 

instrumentation performs when there is a known level of movement of a target. This 

experiment also allowed a TLS system’s point based capabilities to be tested and 
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directly compared to the laser tracker and total station’s capabilities and therefore 

investigate its potential for monitoring. 

4.1.2.1 Methodology 

The laser tracker AT401, total stations TS30 and TS15 and ScanStation2 TLS system 

were used in this experiment to allow three different survey grade instruments to be 

compared. Currently there isn’t a common target that allows accurate measurements 

from these three different instrumentations. Therefore a target array consisting of the 

three bespoke target types was developed and created for this experiment, which is 

shown in Figure 4.15. The target array consists of an aluminium plate with five 0.5 

inch diameter holes which allowed the tooling balls, which are associated with the 

laser tracker, to be firmly glued in using a glue gun. For this experiment they were 

called T1-T5 from left to right. Four blue reflective HDS targets, associated with the 

TLS system, were stuck to the plate using their strong adhesive backing. These were 

called L1-L4 from left to right. The precise prism (Leica GPH1P), associated with 

making precise measurements using a total station, was fixed to the centre of the plate 

using screws. This target was called MP for the experiment.  

 

Figure 4.15: Target array for range displacement measurements; HDS targets L1-L4 from 

left to right; tooling balls T1-T5 from left to right; precise prism MP (centre) 
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The target array was fixed to a highly precise motorised linear translation stage 

(Newport Motion Controller MM4006) using a tribrach, which was securely attached 

to a control unit which allowed small translations to be applied. According to the 

manufacturer’s specification the translation stage had an accuracy of 25 microns which 

was suitable for the level of movement being detected in this experiment. 

The instruments were set up at the longest range possible from the translation stage in 

the laboratory, which was approximately 6 metres away. Heavy duty tripods were used 

to ensure the instruments were stable throughout the measurement process. The 

instruments were aligned by eye so that they were approximately perpendicular to the 

target array and that the telescope was approximately setup at the same height as the 

targets. This was to allow only the range measurements to be taken into consideration 

when the movements were applied. Figure 4.16 provides an image of the test setup. 

 

Figure 4.16: Target array testing setup 
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The following linear range translations were applied to the target array: 25mm, 10mm, 

5mm, 2mm, 1mm and 0.5mm. These values cover a wide range of structural movement 

that is typically predicted by an engineer on a monitoring project, for example the 

arches at London Bridge Station. To have redundancy of the observations, three sets 

of distance measurements to each target from each of the instruments were taken after 

each translation was applied. 

When test readings took place, it was established that the total stations were able to 

read to the tooling ball targets, and the laser tracker was able to read to the monitoring 

prism using their respective ATR modes. Therefore all viable measurements took place 

in the ATR mode. The laser scanner was unable to accurately measure to the tooling 

balls and precise prism. The laser tracker was unable to read the reflective centre of 

the HDS TLS target, however the total stations were used in reflectorless mode to read 

the TLS target centre by eye.  

4.1.2.2 Results and analysis 

The results are shown in order of target type measured: tooling ball, monitoring prism 

and laser scanner target.  

Table 4.1 shows each of the differential distances calculated from the observations of 

the different instruments against the movement applied to the translation stage for 

measurements to the tooling balls. It also shows the precision of each of the instrument 

measurements to the targets at the maximum allowable range in the laboratory of 6m. 
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Table 4.1: Measured translations from instruments to tooling balls 

It can be seen that the TS30 results for distance measurement don’t have the same 

number of significant figures as the TS15. After the tests had taken place, it was 

discovered that the display settings for the range measurement has been altered and 

was not at its full precision with respect to significant figures (i.e. sub-millimetre). As 

this instrument had been borrowed from Network Rail, it had been deployed elsewhere 

and the tests could not be repeated. However the distance measurements between the 

total stations are comparable and precision of the range measurements are equal with 

a very high precision for a total station of 0.1mm. The results show that the AT401 has 

a micron level of precision for the distance measurements and the overall precision of 

the range measurement is 1.8 microns which is nearly two orders of magnitude higher 

than the total station. This confirms the validity of using the laser tracker as a baseline 

measure for comparing the performance of total stations. In order to assess the 
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accuracy of the instruments, the residuals of the measurements to each of the tooling 

balls was calculated. As the TS30 did not provide sufficient information in the distance 

measurements, the residuals for the AT401 and TS15 linear translations were 

calculated. The results are shown in Table 4.2. 

 

Table 4.2: Residuals of measurements to tooling balls from laser tracker and total station 

The tracker results show a very good accuracy and precision from the instruments. 

Based on the manufacturer’s specification the range accuracy is ±0.01mm. The results 

show a comparable level of performance apart from the results from measurements to 

the T5 tooling ball. The total station results show a sub-millimetre level of accuracy 

and precision. From the specification the expected accuracy performance is 1mm. This 

level of accuracy is expected due to the range employed for this test. Even though the 

TS15 residuals are well within specification for this test, the tooling ball T5 also 

appears to have the largest residuals and therefore lowest accuracy and precision. Even 

though the sample size of this dataset is small, this was investigated by plotting all of 

the distance measurements residuals of the tooling balls from the laser tracker and total 

station against the residuals without the T5 measurements. These are shown as 

histograms in Figure 4.17 . 
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Figure 4.17: Histogram of residuals of tooling balls with and without T5 

Despite a very small sample of data the right hand side histograms, i.e. without T5 

measurement, both show a tendency towards a normal distribution. This was 

confirmed by applying the chi-squared test in MATLAB to both instruments. This 

shows that there is sufficient evidence to show that the residuals are normally 

distributed. The chi-squared test was also applied to the residuals inclusive of the T5 

measurements from both of the instruments. These failed the chi-squared test which 

shows there is not enough evidence to say these residuals are normally distributed. 

This result implies a systematic bias in the T5 residuals. When looking closely at the 

measurements to T5 in Table 4.1, the precision is low compared to the other tooling 

balls. This implies that the tooling ball may have not been centred correctly when 

measurements were made to the ball or may have become loose after gluing it to the 

metal plate. The consistency in the T5 tooling ball residuals between the laser tracker 

and total station confirm that there is a systematic error occurring. Therefore it must 

be ensured the tooling balls are firmly glued to the monitoring array.   
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Table 4.3 shows the linear translation measurements when the laser tracker and total 

stations were observing to the precise prism. It also includes the precision of the 

measurements to the target at the range of approximately 6 metres. 

 

Table 4.3: Measured translations from instruments to precise prism 

Despite a much smaller sample size compared to the tooling balls, the precision of the 

AT401 measurements compares to its precision results for the tooling balls, with a 

precision of 1 micron. Both the total stations show a 0.1mm level of precision which 

also matches its precision when measuring to the tooling balls. This table shows that 

the tooling balls and precise prism can be read accurately from the laser tracker as well 

as total stations. This could be useful for providing a good baseline of prism 

measurements from a laser tracker in a set of arches where total station monitoring is 

required. It also shows that a total station could read tooling balls instead of prisms if 

there is limited space for the larger prism target. However, based on the results it must 

be ensured that the tooling ball is correctly aligned to the instrumentation.  

As the experiment was carried out at the same time as the tooling balls, the full 

precision issue with the TS30 is still present. However, the residuals from the AT401 

and TS15 could be calculated and the results are shown in Table 4.4. 
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Table 4.4: Residuals of measurements to precise prism from laser tracker and total station 

These results confirm the high accuracy and precision performance of both types of 

instrumentation and the comparability of the readings of the same instrumentation to 

the tooling balls. Even though there is a very small sample of observations, the 

residuals were plotted and passed the chi-squared test for both instruments. This shows 

that there is no evidence of systematic errors when both instruments are reading the 

precise prism. 

In order for the TLS targets to be measured by the total station, reflectorless mode was 

switched on and the measurements were repeatedly taken by eye to each of the targets. 

For point-based measurements from the TLS system, the target centre was acquired 

using Cyclone. The tool allows the user to select a point in the vicinity of the target 

centre and a vertex is created in the centre using a built-in algorithm in Cyclone. Figure 

4.18 shows a point cloud of the target array based on the intensity of the return signal 

using the ScanStation2. It shows all four TLS targets (dark blue) with a green circle 

and a blue dot which is the reflective centre of the target. Cyclone then creates a vertex 

(light blue) denoting the target centre. According to the manufacturer’s specification 

the vertex position is within a ±2mm standard deviation of the target’s centre. For the 

MRes (1st year) report of this research project, results showed that the target centres 

could be repeatedly measured with a precision of ±2mm over a period of time, based 

on a total station survey to the target centres (Soni, 2011). 
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Figure 4.18: Point cloud of target array with target acquisition 

The point cloud also shows the noise effect of scanning the highly reflective tooling 

ball and precise prism. The return noise shows a “green trail”, based on intensity 

return, of noise acquired by the scanner. This confirms the inability to laser scan the 

glass-based targets tailored for a laser tracker and total station.  

Table 4.5 shows the range measurements from the TS30, TS15 and ScanStation2 to 

each of the TLS targets. It also shows the precision of the range measurement of the 

instrument approximately 6 metres away from the targets. 
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Table 4.5: Measured translations from instruments to TLS targets 

From the table it can be seen that the TS15 is measuring differential distances of 

between 20mm and 27mm which is a high discrepancy compared to the 25mm 

movement from the translation stage. With respect to a monitoring environment with 

a red trigger level of 25mm, if using the TS15 in reflectorless mode, this level of 

movement is likely to set off the alarm compared to the TS30 which is producing more 

precise results with a higher accuracy. Therefore this shows a very poor performance, 

particularly for monitoring, of the TS15 when measuring in reflectorless mode. 

The range precision of the TS30 measurements to the TLS targets is better than the 

precision to the prism and tooling balls. It is thought that this precision is high due to 

the limited number of significant figures displayed on the total station. Further work 

would repeat the measurements with a higher number of significant figures. The TS15 

shows the same range precision compared to the precision of the tooling balls and 

prism measurements despite a poor accuracy. This demonstrates that the instrument is 

able to produce the same precision of 0.1mm with the ATR and reflectorless mode at 
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this range. The TLS system shows a slightly lower level of precision than the total 

stations but this still remains at the sub-millimetre level. 

Table 4.6 shows the average residuals for each of the laser scanner targets from the 

TS15 and ScanStation2. 

 

Table 4.6: Residuals of measurements to TLS targets from total station and TLS system 

Even though both the instruments are performing to their respective precision 

specifications, the TLS system is producing a higher accuracy and precision when 

measuring to its own target type. This is because of the difference between the 

measurement processes of the two instruments. The total station is likely to incur a 

lower precision when manually reading to the target repeatedly. For example, there 

will be human errors when navigating the cross-hair onto the centre compared to the 

instrument using the ATR mode to find and measure the prism. There is also 

potentially a weakness in the return signal when the total station is measuring to the 

target surface compared to a glass prism, therefore affecting the distance measurement 

accuracies and precision. The TLS, on the other hand, uses an automated method for 

calculating the target centre and is designed to be accurate and precise. When 

comparing these results to the prism reading residuals, it can be seen that the 

ScanStation2 is performing to a similar level as the TS15 to the prism target. This 

shows that the instruments are reading to their bespoke targets with their highest 

accuracy and precision. 
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To see the differences in the accuracy of the instruments, the residuals of the 

measurements were plotted in a histogram. These can be seen in Figure 4.19. 

 

Figure 4.19: Histogram of residuals of total station and TLS system measurements to TLS targets 

A chi-squared test was carried out on both data sets and the results showed that there 

was not enough evidence to show that the TS15 residuals were normally distributed 

whereas the ScanStation2 residuals were normally distributed. The plot from the total 

station shows residuals of up to ±5mm, but the residuals of the TLS target centre 

measurements are within ±1mm. This confirms that there is a bias in the measurements 

from the TS15 in comparison to the ScanScation2’s automated measurement to the 

target centre. This is a particularly high error for the TS15 at this working range. There 

was evidence of a similar level of error present on a separate fieldwork project to this 

laboratory testing when using the reflectorless mode. The instrument was subsequently 

sent for calibration. Further work could apply the test procedure once the instrument 

had returned from calibration to confirm the instrument error. 

4.1.2.3 Conclusions 

This experiment has shown a comparison between the accuracy and precision of a laser 

tracker, total station and TLS when measuring static linear movements of a target array 

using a translation stage. As there is no single target that allows readings to be 

accurately measured from each of these instruments, a target array with multiple target 

types was created and developed for this experiment. 

The ability to “read” both the tooling balls and prism using the laser tracker and total 

stations demonstrates the potential of using the laser tracker as a highly accurate and 
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precise baseline measurement for total station and prism-based monitoring for 

structures such as railway track or arches. It could also be used as an interim measure 

along with total station monitoring confirming the performance of the total station 

measurements.  

The results show that the laser tracker can measure to a tooling ball and precise prism 

with the same level of accuracy and precision of approximately 10 microns and 1 

micron respectively when using the ATR function. This shows that the instrument is 

performing to specification at this range.  

The total station is also able to measure to a tooling ball and precise prism with a 

similar level of accuracy and precision at a sub-millimetre level of approximately 0.1 

and 0.2mm respectively when using the ATR function. However when the ATR 

function is turned off to read the laser scanner targets, the accuracy remains similar 

but precision becomes worse. This is thought to be due to the bias when making the 

observations by eye to the reflective surface as opposed to the built-in ATR function. 

The TLS results show that the accuracy and precision of measuring target-based 

movement is 0.1mm and 0.3mm respectively. This sub-millimetre level is a similar 

level to that of the total station results. Therefore TLS can be seen as a comparable 

method to total stations for target-based monitoring when applying linear movements. 

4.2 Surface-based instrumentation testing 

The aim of these tests was to determine what could be accurately captured from the 

surfaces typical in the railway environment, e.g. the railway track and brick, without 

the use of targets and determine if these accuracies are comparable to point-based 

measurement capabilities and whether these values were sufficient for monitoring 

requirements at Network Rail. The non-contact technologies investigated in this study 

are terrestrial laser scanning (TLS) and close-range photogrammetry (CRP).  

4.2.1 Experiment 3: Surface-based measurement of laboratory rail 

In order for TLS or CRP to be used for track monitoring, sufficient coverage of the rail 

surface must be acquired. If sufficient coverage could be obtained by TLS or CRP, this 

information would then need to be converted into accurate track geometry such as the 

track cant and twist (see Chapter 2 section 2.6.1). It would be also useful to measure 

the track gauge. Currently the prism-based monitoring method is not possible as the 

prisms are attached to the sleepers. This section details the laboratory tests to determine 
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the quality of the coverage from these two methods. It also provides a novel procedure 

for approximating the physical location of a piece of rail. 

A section of rail approximately 1.5 metres long was provided by Network Rail TLP in 

order to carry out the laboratory tests of surface-based measurements through TLS and 

CRP. An image of the section of rail used for the laboratory tests is shown in Figure 

4.20. The model of this type of rail is known as CEN56E1. This is a standard rail type 

which is used for the terminating tracks at London Bridge Station.  

 

Figure 4.20: CEN56E1 rail used for the laboratory tests  

The methods for capturing the rail surface using TLS and CRP are described in 

sections 4.2.1.1 and 4.2.1.2 respectively. 

4.2.1.1 Terrestrial laser scanning (TLS) measurements acquisition 

In order to provide an accurate account of the coverage of railway track available from 

a TLS system on a live site at platform level, the lab track was placed approximately 

at the same distance and height between the platform and track level. These 

approximations were based on an initial test scan carried out at London Bridge Station 

at the allowed safe distance from the platform. Figure 4.21 provides a mock-up of the 

allowed distance and height between the TLS from the edge of the platform and the 

set of railway tracks to be observed. It was only possible to scan one side of the rail 

using the TLS systems at this required distance and height from the rail in the 

laboratory. 



 

135 

 

 

Figure 4.21: Expected height and distance of scanner to track (not to scale), (image taken 

and adapted from London Bridge Monitoring Specification, Network Rail (2013)) 

At the time of the laboratory tests, the following state of the art survey grade TLS 

systems with differing range measurement properties were used to scan the rail track: 

Leica ScanStation C10 (time-of-flight), HDS7000 (phase-based), ScanStation P20 

(hybrid time-of-flight) and the Faro Focus 120 (phase-based). The hybrid scanning 

total station, the Leica MS50 (time-of-flight), had recently been released and the scan 

function of this was used to see the quality of the scans in comparison to the TLS 

systems. All scanners acquired the rail surface with a resolution set to 1mm, which is 

the highest resolution available for most of the scanners. For this experiment the Leica 

ScanStation P20 and Faro Focus 120 were available on a different date to the other 

TLS systems. Due to restricted access in moving the rail in the laboratory space on 

that date, it was only possible to scan from approximately half of the range (~2.5 

metres) compared to the other TLS systems used. The scans were imported and cleaned 

in Cyclone to produce a 500mm cross-section from each TLS system. The processing 

of this data is described in Section 4.2.1.3. The time taken using the TLS was between 

5 minutes and 30 minutes (the MS50 scans with a slower rate of 1,000 points per 

second). The processing time to import the scans in Cyclone to acquire a 500mm cross-

section was approximately 10 minutes. Therefore the total time to produce the cross-

section using TLS was between approximately 20 and 40 minutes. 

4.2.1.2 Close-range photogrammetry (CRP) measurement acquisition 

To compare the TLS outputs of measuring the rail without the use of targets, CRP 

using Structure from Motion was applied to the same section of the track. A Nikon 
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D3200 camera was used with a wide angle 16mm fish-eye lens to capture a network 

of images of the railway track as well as determine the calibration of the camera 

(determination of the interior orientation). Camera calibration was carried out using 

VMS, which outputs a camera calibration file. More information on the camera 

calibration process can be found in Luhmann et al. (2014). In order to obtain significant 

coverage of the rail, images needed to be acquired within close proximity of the rail 

and therefore the simulated platform to track height and distances could not be applied. 

Based on the calibration process, the network of images were then corrected for 

distortion using UCL’s Lens Distortion Correction (LDC) software and a fish-eye 

correction model. The corrected images were run through Visual SFM  version 0.5.22 

- an open source Structure from Motion bundle adjustment based tool  - to carry out 

feature detection and full pairwise image matching. The dense 3D reconstruction 

function was then run to produce a point cloud of the rail. The CRP point cloud was 

then scaled in Geomagic Studio using points in the laboratory that had been surveyed 

using a total station. This provided a scaled 3D point cloud of the rail. As CRP is a 

passive system, the capture to point cloud cross-section production time took 

significantly longer than an active TLS system. The data acquisition time was similar 

to TLS taking approximately 10 minutes, plus a further 20 minutes for images for 

calibration to ensure a sufficient number of overlap and targets were captured between 

images. The calibration process took approximately 1 hour, where selecting the 

common targets took the most time. The Structure from Motion tool took 

approximately 1 hour to run to produce a dense reconstruction of the space including 

the brick surface (see Experiment 4/section 4.2.2). The dense reconstruction of this 

space used a total of 58 images. This process had been streamlined after optimising 

the parameters to be inputted to produce a dense point cloud. The scaling process then 

took a further 10 minutes to allow an accurate point cloud to be produced. In total the 

time taken from data capture to producing the point cloud took approximately 3 hours. 

4.2.1.3 Initial TLS and CRP output of rail surface 

After the point cloud of the lab rail had been acquired using TLS and CRP techniques, 

the raw point cloud cross-sections were examined to give an indication of the coverage 

quality of the different type of instruments. Figure 4.22 shows the cross-sections, in 

orthographic view, of the lab rail using the time-of-flight and phase-based scanners as 

well as the CRP point cloud against its rail design model. 
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Figure 4.22:Cross-sections of lab rail through TLS and CRP in orthographic view 
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The point cloud colours are based on the intensity of the scan which is automatically 

allocated into Cyclone. Due to the angle between the TLS systems and rail (to imitate 

the angle between the platform and the track), the area between the gauge face and the 

top of the web of the track (highlighted in the red circle of the design rail model in 

Figure 4.22) is occluded and the point cloud doesn’t accurately represent this part of 

the track and therefore must be cleaned. Therefore this step will be required when 

applying TLS on a live track site. However there is a substantial amount of coverage 

of the laboratory rail surface including the head, web and foot of the rail when 

compared to the design rail model. 

The time-of-flight scanners show a variation in noise level of the rail surface with the 

C10 appearing to be the “noisiest” with a thick layer representing the cross-section, 

whereas the P20 and scanning total station MS50 appear to accurately show the head, 

web and foot of the track. The phase based scanners also show an accurate 

representation of the geometry of the rail with the Focus appearing to be the most 

similar to the rail model. This is most likely due to the closer range that it was scanned 

at compared to the other TLS systems. 

The point cloud cross-section from the CRP surface measurement appears quite noisy, 

particularly around the curved parts of the surface compared to the planar area of the 

rail. This is analysed in the next section.  

4.2.1.4 Plane fitting of TLS and CRP rail surface measurement 

The noise quality of the point clouds can be analysed statistically by applying local 

plane fits using LSE to the areas known to be planar (Clark and Robson, 2004). Based 

on this type of rail design model the web of the track is planar. For simplicity Figure 

4.23 will be used when referring to planar areas of the rail. Local plane fits were 

applied to the PL2 section of each of point clouds by manually extracting it from the 

cross-section. 
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Figure 4.23: Planar based naming reference for rail 

Local plane fitting was carried out using CloudCompare as it provides the root mean 

square error (RMS) of the plane fitting procedure as well as the residuals. The RMS 

of the residuals of the local plane fits of PL2, the range scanned and number of points 

of the section is shown in Table 4.7. 

 

Table 4.7: RMS of local plane fit to PL2 using TLS and CRP 

The number of points of the web of the rail are roughly the same for each of the 

scanners apart from the P20 and Focus120. This is because these scanners were setup 

closer to the track and therefore had more of an occlusion to the web of the rail. 

Therefore there is less coverage of the web of the rail from these scanners. However 

the RMS plane fits from these scans compared to the others show that there was 

sufficient coverage of the web despite the occlusions. 
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The results show that the plane fits with the largest RMS is the C10 with 2.5mm. Based 

on the point cloud cross-sections shown in Figure 4.22, these results confirm the high 

level of noise present. The specification of the C1016 indicates that the modelled 

surface noise of the scanner is 2mm. Therefore this particular scanner is noisier than 

expected, especially at a short range of approximately 5 metres compared to the 300 

metre range the scanner can measure to. The CRP plane fit is slightly better than the 

C10 with an RMS of 1.5mm. Despite the high noise levels around the curved parts of 

the rail, these results confirm a millimetre level of fitting to the web of the rail. The 

remainder of the time of flight and phased based scanners demonstrate the capability 

of these scanners to produce a sub-millimetric level of fitting with the P20 and 

HDS7000 producing the best results for their scanner type. The specifications of the 

Faro Focus 120, MS50, P20 and HDS7000 do not provide information of the expected 

modelled surface noise but the sub-millimetre level of fitting is higher than expected 

based on the millimetre level of range noise to a dark surface expected from all of the 

scanners, based on the full manufacturer specifications (see Appendix A).  

To compare the quality of the plane fits for each of the instruments, the residuals of 

the plane fits were plotted in a histogram. Figure 4.24 and Figure 4.25 show the 

histograms for the time of flight and phased based scanners respectively. Figure 4.26 

shows the residuals for the CRP plane fit.  

                                                 
16 C10 full specification: http://hds.leica-

geosystems.com/downloads123/hds/hds/ScanStation%20C10/brochures-

datasheet/Leica_ScanStation_C10_DS_en.pdf  

http://hds.leica-geosystems.com/downloads123/hds/hds/ScanStation%20C10/brochures-datasheet/Leica_ScanStation_C10_DS_en.pdf
http://hds.leica-geosystems.com/downloads123/hds/hds/ScanStation%20C10/brochures-datasheet/Leica_ScanStation_C10_DS_en.pdf
http://hds.leica-geosystems.com/downloads123/hds/hds/ScanStation%20C10/brochures-datasheet/Leica_ScanStation_C10_DS_en.pdf
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Figure 4.24: Histogram of time of flight scanners plane fitting residuals to web of rail 

 

Figure 4.25: Histogram of phase based scanners plane fitting residuals to web of rail 
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Figure 4.26: Histogram of CRP plane fitting residuals to web of rail 

Figure 4.24 shows the C10 has a poor precision for the planar fit with residuals of up 

to 10mm compared to the MS50 and P20 which are showing a good accuracy and 

precision of the plane fit to the web of the rail. As the MS50 and P20 have different 

sample sizes, an F-test was carried out to see if the variances of the residuals were 

statistically different. To determine if the variances are significantly different, the F 

value calculated from the equation below is compared to the F distribution table which 

is dependent upon the degrees of freedom (𝑣) for each sample. The F value can be 

determined by the following: 

𝐹
[𝑣𝐴,𝑣𝐵,

]
=  

𝑠𝐴
2

𝑠𝐵
2 

where 𝐴, 𝐵 = datasets to be compared,  𝑠 = the variance of the dataset and 𝑣 = the 

degrees of freedom. 

In this case the calculated F-value for the MS50 and P20 data (0.389) was less than the 

critical value (0.976) which showed that the variances are not significantly different. 
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Therefore the two datasets are comparable with respect to their plane fitting residuals, 

implying similar levels of noise between the TLS systems. 

From Figure 4.25 it can be seen that both the HDS7000 and Focus 120 have a very 

good accuracy but the precision for the Focus 120 is poor compared to the very precise 

HDS7000. Comparing these values to the histogram in Figure 4.26 it can be seen that 

the plane fitting using CRP is very accurate, however the precision is not as good as 

the HDS7000 or P20.  

Overall it can be seen that the most accurate and precise TLS systems for the plane 

fitting procedure of rail is the HDS7000 and P20. The CRP point cloud shows a similar 

level of accuracy to these two TLS systems but the precision is slightly worse. 

In order to determine the track geometry required by the engineers, an accurate fitting 

process of the whole point cloud to a reference model must be established. The results 

of the plane fitting in section has given an indication of the potential quality of rail 

fitting process locally for the web of the track. Based on these results, a rail fitting 

process was created and developed based on the live railway track monitoring site. 

This is discussed in detail in section 5.7.  

4.2.2 Experiment 4: Surface-based measurement and range translation 

performance of brick 

Another surface that was measured and tested in the laboratory, using TLS and CRP 

as a non-contact and targetless solution, was brick. According to the London Bridge 

Station monitoring specification arches are required to be monitored monthly, weekly 

or daily with at least ±3mm accuracy. Therefore the objective of this test was to 

establish how well the surface could be measured using TLS and CRP and whether 

either of these could be used to detect movement of the brick to this level of accuracy. 

At the time of the initial surface based testing in the laboratory, the only available TLS 

system was the phase-based Faro Focus 120. However, this was the same system that 

the survey contractors at London Bridge Station had that would be accessible for their 

site testing. Therefore the lab performance testing of this TLS system would provide 

an indication of the expected performance of the contactor’s scanner when used in the 

arches. The MS50 scanning total station was released after the Focus 120 had been 

used in the laboratory and arches test. Therefore this instrument was used to see its 

capability as well as allow a time-of-flight type of scan to be compared. The same 
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camera used for the CRP railway track surface measurement was used in this 

experiment (Nikon D3200 + 16mm fish-eye lens). 

4.2.2.1 Surface-based measurement of brick 

A small sample of a brick wall, approximately 20cm x 20cm, was created. This is 

shown in Figure 4.27 .  

 

Figure 4.27: Sample of brick wall used for laboratory tests 

The surface was then scanned using the Focus 120 as well as the scanning total station 

MS50 at approximately 6 metres from the scanners at a 1mm resolution. CRP was 

applied to the same surface using a similar methodology described for the track surface 

measurement acquisition in Section 4.2.1.2. The point cloud of the surface from each 

of the instruments is shown in Figure 4.28. 

 

Figure 4.28: Point cloud from MS50, Focus 120 and CRP respectively from left to right 

Based on the work from Monserrat and Crossetto (2008) and similarly to section 

4.2.1.4, in order to gain an understanding of the quality of the point clouds when 

scanning this surface, geometric primitive modelling was used. Despite the sample 
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brick not being perfectly planar, it allowed an approximation for the surface 

comparison between the instruments to be made. Therefore it would be expected that 

the RMS is not as close to zero as with the plane fitting of the rail web. Table 4.8 

provides the results of the plane fitting process from the different instruments. 

 

Table 4.8: RMS of plane fitting to brick wall 

The results show a comparable level of performance between these three different 

instruments when applying plane fitting. This RMS level of fit around the 2mm level 

also matches the findings from Laefer et al. (2014), where plane fitting was applied to 

a test brick surface using TLS to determine crack detection limits. As expected the 

RMS of the residuals are high in comparison to the web of the rail plane fit as it is 

known that this surface is not perfectly planar. However the results demonstrate the 

sensitivity of the methods to detect change of better than 2mm to a surface of unknown 

surface planarity. 

In order to have a better understanding of the noise levels of the instrument’s surface 

measurements, the same planar patch from a single brick was selected from each of 

the point clouds and plane fitting was applied. The results are shown in Table 4.9. 

 

Table 4.9: RMS of plane fits to planar patch of a single brick 

These results show a sub-millimetre capability of fitting to the planar surface for each 

of the instruments used. These results agree with the RMS values from plane fitting of 

the web of the railway track in section 4.2.1.4, where the surface of the track was 
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known to be planar. Based on the results from the track plane fitting, these results 

confirm that the instruments are performing as expected. 

4.2.2.2 Methodology 

In order to test the accuracy of these instruments to detect movement of the brick wall 

without the use of targets, the object was set up on the translation stage in a similar 

way to the range translation performance experiment presented in section 4.1.2. The 

TLS systems’ setup for this experiment is fairly straight forward as the measurements 

are taken based on knowing that the TLS system is stationary on a fixed point. In order 

to obtain suitable coverage of the surface CRP requires images to be taken around the 

object and therefore the camera cannot be stationary, particularly when there aren’t 

any targets attached. Therefore CRP was not used in this particular experiment. 

The TLS systems were set up in a similar way to the target-based experiment, 

approximately 6 metres away from the translation stage on a heavy-duty tripod. An 

example of the laboratory setup is shown in Figure 4.29 with the MS50 and brick wall 

on the translation stage highlighted in white. 

 

Figure 4.29: Brick wall translation test (white box) with the MS50 

The same movements as the target based experiment were applied to the translation 

stage: 25mm, 10mm, 5mm, 2mm, 1mm and 0.5mm. After each movement, scans of 
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the brick were acquired. The point clouds were exported from Leica Cyclone into 

CloudCompare to allow a distance comparison to be made. In order to analyse the 

deformations, the three different methods of point-wise comparisons discussed by 

Vosselman and Maas (2010) were applied: point to point, point to plane, and surface 

to surface. There are functions in CloudCompare that allows the first two of these 

comparisons to be made. Firstly, the “Cloud to Cloud distance” tool calculates the 3D 

distances between a reference and model point cloud which outputs a mean distance 

and standard deviation. The second tool is the “Cloud to mesh distance” function 

which uses the reference model/mesh as a baseline to compute the distance between 

the point cloud (which has moved) and the mesh (baseline). This also provides an 

average distance along with the standard deviation. For both comparison tools a colour 

coded surface displacement map of the surface and histogram of the residuals from the 

reference cloud or mesh is outputted. An example of this is shown in Figure 4.30. 

 

Figure 4.30: Colour surface displacement and histogram output from distance comparison 

in CloudCompare 

For the third deformation analysis method, Geomagic Qualify 2013 was used to allow 

a mesh to mesh surface comparison of the “reference” and “test” model. A mesh is 

created by converting the point cloud into a polygonal surface mesh. The “3D 

Compare” function allows a reference and test object to be identified. The 3D 

deviations between the reference and test model are then calculated and reported. 

Figure 4.31 provides a figure of the 3D deviation process. The test object can be either 

a point cloud or surface mesh. For this comparison the test object was a surface mesh. 
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Figure 4.31: Geomagic Qualify 2013 3D Deviation Comparison concept 

The output of the 3D deviation tool is also a colour coded surface displacement map 

alongside the average distance and standard deviation between the two meshes. 

However the residuals of the deviations are not available from this software. Figure 

4.32 provides an example of the output when comparing the 3D deviation between the 

baseline and test meshes, with the scale shown in metres. 

 

Figure 4.32: Geomagic Qualify 2013 3D deviation output (in metres) 

4.2.2.3 Results and analysis 

Similarly to the results shown in Section 4.1.2.2 of the target based range translation 

test, the cloud to cloud, cloud to planar mesh and surface mesh to surface mesh 

differential distances from the Focus 120 and MS50 undergoing different translations 

is shown in Table 4.10. The residuals (average) and precision (standard deviation) of 

the three different distance comparison methods of the TLS systems are shown in 

Table 4.11. 
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Table 4.10: Measured translations from TLS instrument to brick surface on translation stage 

 

Table 4.11: Residuals of measurements from instrument to brick surface 

Table 4.11 shows that the accuracy of the distance measurement overall are better than 

±2mm for each of the distance comparison tools. This is an acceptable value based on 

the manufacturer’s specifications as well as the monitoring specification’s accuracy 

requirement of ±3mm. 

The cloud to cloud distance comparison has the lowest accuracy of better than ±1.8mm 

and precision of approximately ±1mm. The scanner never hits the surface on the same 

point twice and therefore when comparing two different point clouds, the distance 
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between two points will never exactly be the corresponding points between the two 

different scans. 

The cloud to planar mesh distance comparison shows a very high accuracy of better 

than ±0.5mm. However the precision of this tool is very low with precision values of 

±2.5mm. This shows that the planar fit of around 2mm is limiting the precision of the 

results. 

The results from the surface mesh to surface mesh show a very high accuracy and 

precision when detecting movements of the translation stage at the sub-millimetre 

level with the Faro 120 producing an average accuracy and precision of 0.3mm and 

0.7mm respectively. The MS50 is performing slightly better with an average accuracy 

and precision of 0.2mm and 0.6mm respectively. The high accuracy and high precision 

is based on exploiting the redundant surface information and producing a mesh as 

opposed to fitting a plane. It can be seen that the results from the tool in Geomagic are 

the best overall. These results are very promising and comparable to those from the 

total station for target based measurements, where sub-millimetre levels of accuracy 

and precision of 0.1mm and 0.2mm respectively is achieved. Therefore it can be said 

that the TLS systems show a similar capability of sub-millimetre levels of performance 

as the total station at this range for these level of movements.  

4.2.2.4 Conclusions 

This experiment was carried out to investigate the TLS and CRP capabilities of 

measuring to a brick surface. Similarly to the track surface measurement, planar fitting 

was applied to gain an understanding of the point cloud noise levels of the scan. As 

the brick wall was not perfectly planar, the plane fit RMS was approximately 2mm 

from the TLS systems and through CRP, which matches the findings from Laefer at al 

(2014). 

Three different types of displacement comparisons were carried out between the 

reference and test brick wall position: cloud to cloud, cloud to planar mesh and surface 

mesh to surface mesh.  

The most accurate and precise results were produced when calculating the distances 

between two surface meshes. The sub-millimetre level of accuracy and precision from 

the surface to surface comparison is comparable to results from the total station 

measuring to targets on the translation stage. The ability to detect small changes in 
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displacement shows the potential of TLS for measuring to brick surfaces at larger 

scale, such as the London Bridge arches. 

The cloud to cloud and cloud to planar displacement techniques produced an accuracy 

of better than ±2mm which is very promising based on the ±3mm accuracy 

specifications of monitoring masonry arches at London Bridge Station. The lowest 

precision for the measurements was when the cloud to planar mesh comparison tool 

was used. This was low due to the brick wall being approximated as a plane, where 

the brick isn’t perfectly planar. 

The MS50 produced a slightly higher accuracy and precision compared to the Focus 

120. The data acquisition time for this small sample of brick wall was approximately 

5 minutes and 1 minute respectively. The MS50 took slightly longer due to the scan 

rate of 1,000 points per second compared to the 1 million points per second from the 

Focus 120. Similarly to the railway track experiment, the results show the flexibility 

of the MS50 for discrete and surface-based measurements, particularly for localised 

scanning of features that might need to be monitored regularly over time. Due to access 

to the Focus 120 on the site and results achieved in the laboratory, this was the TLS 

system that was chosen for the site test of the masonry brick arches. 

4.3 Chapter Summary 

Network design and analysis: Experiment 1 presented a method of testing 

instrumentation performance through the well-established network design and analysis 

processes to show whether or not a total station is performing to specification. This 

type of network analysis through least squares estimation is well established in 

literature and is essential for deformation monitoring to ensure errors in measurement 

are not perceived as actual movement. By using metrology instrumentation 

observations it shows the flexibility of using network analysis as well as providing a 

gold standard to show the strength of a network and its performance.  

Target measurement capability: Experiment 2 provided a method of testing a laser 

tracker, laser scanner and total station’s level of accuracy and precision when applying 

static linear movements of targets ranging from 0.5mm up to 25mm. The results 

showed that the laser scanner was able to measure to the same sub-millimetre level of 

accuracy and precision (0.1mm and 0.3mm respectively) as the total station (0.1mm 

and 0.2mm respectively) when reading to its respective target type. This test provided 
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a method of checking capabilities of monitoring instrumentation for detecting 

displacements of targets. The test also provided a method of testing three different 

instrumentation types, i.e. laser tracker, terrestrial laser scanner and total station, 

simultaneously by creating a target array of the different target types.  

Measuring an engineered surface: Experiment 3 provided a way of analysing the 

quality of point cloud outputs from terrestrial laser scanning (TLS) and close-range 

photogrammetry (CRP) when measuring the surface of a typical rail track used in the 

UK rail industry (CEN56E1). By applying plane fitting to the flattest surface of the 

rail (i.e. the web of the rail) it allows the user to quickly understand the noise levels of 

the instrument to this particular surface. The results show that a sub-millimetre level 

of plane fitting (0.5mm) is possible using TLS, indicating the potential quality 

achievable for rail fitting in order to measure track parameters essential for track 

monitoring. This process is taken forward through the practical application of track 

monitoring in Chapter 5.  

Measuring an arbitrary surface: Experiment 4 showed a method for analysing the 

quality of the point cloud outputs from TLS and CRP when measuring to a surface 

with an unknown level of flatness, in this case a brick surface. Similarly to Experiment 

2, linear movements were applied to the brick surface to allow the accuracy and 

precision of the targetless displacements to be measured. 3 different types of point 

cloud data processing techniques were applied for measuring surface displacement: 

cloud to cloud; cloud to planar mesh; and surface mesh to surface mesh. The results 

showed a sub-millimetre level of accuracy and precision (0.2mm and 0.6mm 

respectively) when measuring the linear displacements between surface meshes from 

the TLS data. This compares to the accuracy and precision levels of target based 

measurements. This data processing technique is taken forward when measuring 

displacements of a set of deforming brick arches in Chapter 6. 
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4.4 Opportunities and challenges for Network Rail 

4.4.1 Opportunities 

 Testing monitoring instrumentation before, during and after deployment to check 

the performance of an instrument in a controlled environment. The test procedure 

would provide validation of an instrument that might not be performing to its 

specification and would state whether the instrument required to be sent to the 

manufacturer for calibration. The tests could also be applied to newer technology 

being introduced to see its capabilities with respect to the current technology. 

 Similarly to field testing in surveying (e.g. 2-peg test used for levelling), the 

network testing procedure could be setup in a laboratory space but also on site 

where a network of targets or points could be setup.  

 All the experiments carried out in this chapter could be automated to reduce the 

processing time and allow the user to see in near real-time how well the instrument 

in question is performing. An instrument could be set up on a fixed position to 

allow data capture to be speeded up. For example reading to targets/prisms could 

be automated by creating an observation “schedule” which allows the observations 

to be made automatically once set up on a fixed position. For the capture of 

surfaces using TLS, a pre-defined window could be created to pick up that 

particular feature from a fixed position. Analysis of the observations in 

STAR*NET/Geomagic/CloudCompare could be automated by creating a macro or 

plug-in to the software. This would then allow the user to see the analysed results 

instantaneously. The instrument could also be left to run continuously if required 

to carry out dynamic testing in a controlled environment. 

 Metrology instrumentation, despite being a more expensive solution, can be used 

to provide a more precise and accurate method of monitoring using the same 

principles of measurement as a total station. For example, network design, 

adjustment and analysis of redundant observations to targets can be applied. This 

would be particularly useful for a baseline measurement 

 This chapter highlights simple instrumentation testing which could be incorporated 

into the monitoring specification for a project to provide assurance to the engineers 

of the instrument’s performance as well as to check that the specifications are being 

adhered to.  
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4.4.2 Challenges 

 Network Rail currently doesn’t have a dedicated lab testing facility to undertake 

laboratory tests in-house as all survey and monitoring work is sub-contracted out.  

 There is a lack of in-house expertise at Network Rail for carrying out assurance of 

all aspects of the monitoring procedure on projects, i.e. from network design 

through to quality checking the output data.  

 Network Rail rely on the contractors to perform assurance checks i.e. the work is 

sub-contracted. During research of the workflow for monitoring at NR TLP 

(described in Chapter 2) there was little evidence from the monitoring industry that 

there is good practice of network design and adjustment. However, based on the 

findings from this chapter, the need for instrument testing could be emphasised 

and incorporated into the monitoring contract to enforce this as best practice.  

 The methods identified in Experiment 1 allow checks on instrumentation 

performance. Further research would be required to ascertain and compensate for 

instrument drift, which is very important when assessing continuous monitoring. 
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5 Chapter 5 – London Bridge Station site test: monitoring of 

railway track 

The aim of this chapter is to validate the terrestrial laser scanning (TLS) findings from 

the rail surface measurement experiment in the laboratory (see Chapter 4 experiment 

3). This enables a novel rail fitting method to be developed to extract track geometry 

parameters, which are required by the engineers. Based on the quality of fitting, a 

comparison can then be made between the track geometry values derived from TLS 

and from the conventional prism-based monitoring data from a total station. 

5.1 Site Challenges 

Ultimately the biggest challenge for this site is to have enough surface coverage of the 

track in order to calculate track geometry parameters and validate these based on the 

current track monitoring prism setup. Despite carrying out the laboratory tests in a way 

that simulated the platform and track environment, there are a number of challenges 

and logistical issues when scanning a live track environment that cannot be created in 

the laboratory. The main challenges met during this live monitoring site testing are 

described here. 

Firstly in order to access the platform, a notice period of at least one week is required. 

It must be ensured that no other major works are taking place in the area and trains 

must not be berthed on the platforms as this would occlude surface measurement to 

the track. Logistically, this can take a few weeks to have all these requirements in place 

before data capture can be carried out. In this case the data capture needed to be 

acquired during engineering hours to avoid passing trains. When working on platform 

level, safety rules must be adhered to, for example equipment must be setup at least 

2.5 metres away from the edge of the platform if a track possession has not been 

acquired. One of the challenges from the TLS data capture point of view is the reality 

of coverage of all the tracks from one TLS setup. If this is not achievable a method of 

incorporating two scans accurately to achieve the same level of plane fitting as in the 

laboratory must be explored. During data capture there are environmental factors that 

could affect the TLS data such as weather (as this is an outdoor environment) and dust 

from construction work in the vicinity may affect the data and sensor. The data capture 

was carried out during engineering hours, this could result in occlusions of capturing 
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surface information by passing workers. As this type of data capture is dealing with a 

larger area than in the laboratory, there are challenges with dealing with a much larger 

dataset in order to extract sections automatically along the track line.  

5.2  Data Capture 

As described in Chapter 2, London Bridge Station is a major transport hub in Central 

London. As part of the Thameslink Programme, the station is required to undergo a 

full refurbishment to accommodate the upgrade of the major railway line running 

through it to allow an increase in the number of passenger carriages as well as the 

frequency of trains. The station is required to remain operational during the entire 

project which started in 2012 and is due to finish in 2018. During the refurbishment, 

the tracks and platforms are required to be monitored throughout the project as they 

fall within the zone of impact during demolition and construction work. Currently the 

track monitoring system consists of robotic total stations measuring to prisms mounted 

on the sleeper adjacent to each running rail and on the platform wall along the length 

of platform and track. A mixture of tamper proof and L-bar prisms were installed over 

the test period. An image of the tamper proof and L-bar prisms attached to the sleeper 

along with their visibility in a point cloud are shown in Figure 5.1. 

 

Figure 5.1 Image and point cloud of tamper proof and L-bar prisms typically used for total 

station monitoring, not to scale 
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The track test area was chosen based on its requirement to be monitored throughout 

the study (through prism based monitoring) and would also remain untouched by the 

demolition team until the data capture phase of the study was due to be complete. The 

test area of track is approximately 25m long. This section of rail contains two running 

lines with a raised electric third rail running in between these. Based on the plane 

fitting experiment using the model track in laboratory described in Chapter 2 

(experiment 3), the Leica HDS7000 was used for the railway track site tests at London 

Bridge. 

Typically for deformation monitoring, at least three epochs of data capture is required 

before detection can be assessed (Caspary and Rüeger, 2000). Therefore the track test 

area was scanned over four epochs whilst being monitored through prism-based 

monitoring. Four epochs were chosen across the 18 month period of the data capture 

stage. Table 5.1 shows the times of data capture on this site:  

 

Table 5.1: Epochs of TLS Data Acquisition at London Bridge Tracks 

It should be noted that for Epoch 3 the newly released ScanStation P20 was used as an 

alternative. Even though this resulted in discontinuity, laboratory tests carried out in 

Chapter 4 showed that this system was able to perform at a comparable level to the 

HDS7000. Therefore this provided an opportunity to compare the quality of data of 

the same surfaces from a state of the art phased-based and time-of-flight TLS under 

site conditions. 

In order to comply with Network Rail’s health and safety regulations of working in 

proximity to live track, the scanner was setup 2.5 metres away from the edge of the 

elevated platform. Two 360° scans on the eastern side of the test area (referred to as 

Scan A and B) were carried out, one on each side of the platform to ensure both sides 

of the rail was captured. The scanner was also setup in alignment with the prisms on 
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track so that comparisons could be made between the track geometry from the TS and 

TLS systems. Figure 5.2 shows the approximate scanner positions (green) with respect 

to the track and prism placement (red). 

 

Figure 5.2: Scan positions at platform level (image taken and adapted from London Bridge 

Monitoring Specification, Network Rail (2013)) 

 In order to compare the accuracy of the scans from a longer range, this process was 

repeated and a second set of scans was setup approximately 25m west of the test area 

(referred to as Scan C and D). Each scan was approximately 20 minutes each; 

according to the manufacturer’s specification this type of scan provides a point 

resolution of 2-3mm at a 10m range from the scanner. Figure 5.3 illustrates the TLS 

setup from the top view looking down, where scan positions are represented by yellow 

triangles. For each epoch the TLS was setup roughly in the same position as Epoch 1 

and no permanent marker was used. This was to reduce the time required on-site. 
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Figure 5.3: Scanner positions (top view) including cross-section locations and track 

labelling 

A combination of spheres and black and white tilt and turn checkerboard targets were 

distributed at various heights across the platforms within the area of interest (see 

Chapter 3 section 3.2.3.1). Based on previous knowledge and studies on point cloud 

registration (Becerik-Gerber et al., 2011), targets were used to be able to achieve the 

highest possible registration between the scans in Cyclone. The targets were observed 

using the Leica TS15i total station and the scans were geo-referenced by observing to 

prisms that were already being used as a reference for the prism-based track 

monitoring system deployed by monitoring contractors. The total station observations 

were processed in a similar way to experiment 1 in Chapter 2, where STAR*NET was 

used to provide the target co-ordinates through a least squares network adjustment 

using a minimally constrained network. Figure 5.4 provides a network plot of the 

reference prisms and target positions. The red circles show the station co-ordinate error 

ellipse which is the uncertainty of that station’s position. The diagram shows an 

exaggeration in the error ellipses. The target positions are labelled TARG01-06. 
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Figure 5.4: Network plot from STAR*NET for scanner target positions 

The error listings show that the station co-ordinate standard deviations are on average 

1.0mm. Therefore there is uncertainty of 1mm of the position of the target positions, 

highlighting the high quality of the survey network. The adjusted co-ordinates were 

used for the registration process which is outlined in Section 5.4 

5.3 Importing Raw Scans 

When importing HDS7000 and P20 raw scans into Cyclone it must be ensured that the 

most recent version of Cyclone is being used. This is to ensure that any bugs present 

in previous versions, usually related to importing scans, have been resolved. When the 

epoch 4 scans took place in March 2014 the HDS7000 scanner had become 

discontinued by Leica and a new version of Cyclone had been released (8.0.1) in 

parallel with the release of the (then) new ScanStation P20 in March 2013. Therefore 

when importing the P20 files from epoch 3, the version of Cyclone had to be upgraded 

in order to handle the point cloud. However file import support for the HDS7000’s 

.ZFS file format became troublesome in the newer version. A single 360° scan from 

one position would come in “segmented” and in different orientations. Figure 5.5 

shows an example of this issue where one full scan has become segmented into three 

separate scans which have been coloured differently for visualisation purposes: default 

intensity coloured (1), blue (2) and green (3). 
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Figure 5.5: Segmented scan when importing .ZFS file into Cyclone 8.0 

Clouds 1 and 2 appear to fit together as normal when importing the scans and show 

the top view of the tracks and platform. However cloud 3 has become rotated with 

respect to the other 2 clouds and shows a profile view of the platform as if it was a 

separate scan in a different co-ordinate system. This technical issue was reported to 

Leica Geosystems but an immediate solution was not available until the release of the 

next Cyclone update. Due to the urgency to ensure this was a software issue and not a 

hardware issue (and the scans could be registered together), an older of version of 

Cyclone, 7.3, was used to import the data. However it is not possible to step back a 

version of Cyclone on the same machine and the old version must be installed on a 

separate machine. When the files were imported into the older version of Cyclone, 

each scan came in as one full scan and there was no need to re-scan the area. On the 

release of the newer version of Cyclone 8.1.3, this issue had been resolved. This shows 

that there can be a risk and effect of a TLS workflow and continuity when using 

different scanners and upgrading software versions. 

5.4  Point Cloud Registration 

Once the scans had been imported into Cyclone, the registration could be carried out 

in Cyclone itself. According to the literature for the software, the ICP algorithm is used 

for the registration process.  

Each of the target centres were acquired in a similar way to experiment two in Chapter 

4 (see Figure 4.18), using the algorithm within Cyclone. The laboratory tests showed 

that this algorithm was able to acquire the target centre to a sub-millimetre precision 
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compared to the ±2mm precision stated in the specification. Figure 5.6 provides an 

example of the algorithm applied to the black and white tilt and turn targets. It must 

be ensured that these targets are scanned at a high resolution so that the software is 

able to acquire the centre accurately (at least 3mm point spacing). 

 

Figure 5.6: Tilt and turn target centre acquisition in Cyclone 

Once the targets had been acquired, these were geo-referenced by using the target co-

ordinates obtained during data capture, discussed in section 5.2. For each of the epochs 

the registration reported a mean absolute error of 1mm in Cyclone. It is important that 

the registration errors at this stage are minimal as this affects the quality of the track 

geometry measurements later on. 

5.5 Track Extraction from Point Cloud 

Once a registered point cloud has been obtained, the aim of the overall process is to be 

able to measure the twist and cant of the track from the point cloud at regular intervals 

over the test area. As the scans have been geo-referenced against an established track 

survey datum, track detection within the point cloud is not necessary for this study. In 

literature describing the quality of rail extraction, authors have not provided evidence 

of the tools that have been used to create sections and whether this process has been 

carried out automatically (e.g. Liu et al., 2013). Instead of carrying out track detection, 
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a methodology for track extraction is required. Given that prism monitoring is required 

every three metres across the track in the test area, the track extraction method requires 

cross-sections coinciding with the prism locations. This section explores 2D and 3D 

extraction of the point cloud. 

5.5.1 2D cross-section extraction   

Geomagic Qualify 2013, which was used in Chapter 4 Experiment 4, can also be used 

to create cross-sections through point cloud data, which can then be exported into 

standardised point cloud formats. The “Section Through Object” function allows the 

user to cut sections of defined thickness based on a reference plane or line. For a 2D 

fitting process to be carried out 1mm thick sections of track were extracted, where the 

user defines the location of the required “cut” manually. Figure 5.7 provides an 

example of a 1mm thick cross-section through the track on site relative to the lab track. 

 

 

Figure 5.7: 1mm cross-section of track from laboratory rail (left) and site rail (right) 

It can be seen that the 1mm cross-section of track obtained from site is very sparse 

compared to the lab track, with only 100 points in total. This is due to the larger range 

between the scanner and track compared to the laboratory tests. In order to carry out a 
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rail fit to a design model, there is not enough feature information from a 2D section of 

the track. This was confirmed by an unsuccessful registration process of the 2D section 

to the design rail model in Geomagic and CloudCompare. Therefore a “thicker” cross-

section is required in order to carry out the rail fitting process, i.e. a 3D cross-section.   

5.5.2 3D cross-section extraction   

5.5.2.1  Determining cross-section length 

In order to determine the thickness of the cross-section to be extracted for this type of 

rail fitting, any curvature of the track must be eliminated. Therefore the largest cross-

section of track that can be assumed to be straight needs to be calculated. In order to 

calculate the rate of change in rail curvature, the minimum railway curve radius is 

required. Based on the TLP track and its maximum speed of 30mph the minimum 

railway curvature radius is 90 metres (provided by Network Rail track engineers). 

Using the circular segment formula below (which is based on trigonometry), the chord 

length, a, is required to determine the largest straight length of the track: 

 

Where R is the radius of the circle, a as the chord length, s the arc length, h the height 

of the arced portion, and r the height of the triangular portion. 

The length of the chord can be determined: 

𝑎 = 2 𝑅 sin (
1

2
𝜃)   
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𝑎 = 2 𝑟 tan (
1

2
𝜃)   

= 2√𝑅2 −  𝑟2 

= 2√ℎ (2𝑅 − ℎ) 

In this case h is 1mm. This assumption was based on the plane fitting tests on the rail 

in the laboratory which is similar to that used at London Bridge. Plane fits were applied 

to the web of the rail to demonstrate baseline measurement capabilities of the scanners 

(section 4.2.1.4). R, in this context is the minimum railway curvature radius, is 90m. 

This results in a chord length of 0.85m. Therefore based on the curvature of the rail 

with a 1mm tolerance the maximum length of cross-section of track that can be 

assumed as straight is 850mm. For simplicity for the remainder of the study, 500mm 

was taken as the required cross-section length. This length of cross-section was used 

in the laboratory testing to allow comparisons of the quality of the rail fitting between 

site and lab testing to be easily made. 

5.5.2.2 Extraction tools 

The aim of the extraction process was to find an accurate and relatively automatic 

method of extracting point cloud at regular intervals. Three different point cloud 

handling tools that are commonly used by the laser scanning community were explored 

for extracting 3D cross-sections of track: Geomagic Qualify (see Chapter 4 

Experiment 4), Microstation V8i17 (a 3D CAD modelling software used at Network 

Rail) and Cyclone (see section 3.2.3). The advantages and disadvantages of these tools 

are summarised below. 

As shown in Section 5.5.1, Geomagic Qualify is able to extract cross-sections of any 

length defined by the user. The advantage of the tool is that it can handle large volumes 

of point cloud data. However in order to create the sections, the physical location of 

the cut has to be manually selected by the user by eye. For this study a 500mm cross-

section is required to be extracted every 3 metres. Geomagic doesn’t have a CAD level 

of measurement tools to allow the user to easily measure and note where the next 

                                                 
17 URL: https://www.bentley.com/en/products/product-line/modeling-and-visualization-

software/microstation (last accessed February 2016) 

https://www.bentley.com/en/products/product-line/modeling-and-visualization-software/microstation
https://www.bentley.com/en/products/product-line/modeling-and-visualization-software/microstation
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section needs to be extracted. Figure 5.8 provides an example of the extraction tool 

and current drawbacks. 

 

Figure 5.8: Example of extracting cross-sections in Geomagic Qualify 2013 

Therefore this is a very manual tool with inaccuracies in the placement of cross-section 

extraction, which is vital for a direct comparison to the prism-based monitoring 

readings. In order to increase the accuracy and level of automation of extracting 

process, a CAD package with point cloud handling tools is required. 

Microstation V8i is the CAD package used at Network Rail. The requirement of 

automatic extraction of CAD data at regular intervals is achievable through a command 

line function. Therefore there is a potential to achieve this with the point cloud data 

once it has been imported. With the advancement of laser scanning and the availability 

of point cloud data handling tools in CAD packages, Microstation has developed a 

“point cloud toolbox” which allows the user to import scan files in various standard 

formats (e.g. E57, XYZ), including scanner manufacturer’s proprietary file formats 

(e.g. Leica, Faro and Riegl). Typically the data are then used to create 3D models. In 

order to import the data, the software converts the scan files into its proprietary format 

from Pointools .POD files. Before file conversion, the conversion settings must be 

checked by the user as the default settings heavily sample down the data to 50mm. 

Figure 5.9 shows the different spatial filter settings provided by the point tool 

conversion in Microstation depending on the type of scan data. 
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Figure 5.9: Spatial filtering settings in Microstation V8i 

There is limited documentation on this spatial filtering process. For monitoring and 

this particular study it is important to retain the integrity of the point cloud data. 

Therefore any filtering could affect the quality of the fitting process later on, even at 

the 1mm filtering level. Despite the filtering process, it is possible to produce the cross-

sections at the required intervals automatically which resolves the issues earlier with 

Geomagic Qualify. However the next step of the process will require a fitting or 

registration process. As there are no point cloud registration tools within Microstation, 

it would require the point cloud cross-sections to be exported out of Microstation. As 

well as this becoming a laborious process of the importing and exporting point cloud 

data with the risk of losing the point cloud integrity, the limitation here is that this 

toolbox only allows its Pointools .POD file format to be exported. This format is 

problematic when importing into point cloud registration tools such as Cyclone, 

CloudCompare or Geomagic Studio. 

Therefore a tool that allows automatic extraction that retains the data’s integrity with 

a minimal data importing and exporting process is key. After investigation into each 

of the point cloud data handling software, the Section Manager tool was identified 

within Cyclone as the most useful. This tool is not as well-known as other features in 

Cyclone, e.g. the registration tool, and has not been found in literature for extracting 

sections to date. The tool was originally developed for extracting road surface 

information to detect changes in level of the road over various intervals. In order to 

create the cross-sections a reference line, also known as an “alignment” in Cyclone, is 
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required. In this case the point cloud data are geo-referenced and therefore the Network 

Rail as-built track survey lines from the CAD model can be used as a reference line to 

ensure the cross-sections are cut at the corresponding chainage/meterage of the 

monitoring prisms. If the data are not geo-referenced a reference line can be created 

relative to the track, for example the platform. The user can then create sections by 

defining a start and end point (in this case the area of interest), the height and width of 

the section and the spacing between each section. Figure 5.10 provides an example of 

before and after the automatic extraction process within the test area. Cross-sections 

can then be automatically extracted for each of the epochs based on the same track 

reference line. 

 

Figure 5.10: Automatic cross-section extraction using Cyclone (top view) 

5.6 Data Cleaning 

In the laboratory tests, the rail section was “clean” and unused and therefore didn’t 

have any shiny surfaces or artefacts attached to it and therefore no data cleaning was 

required. However on site, a very shiny surface is created when the wheel of the train 

and rail interact. This produces a high level of noise when scanning the surface, 

particularly as it encompasses edges. Therefore the extracted point cloud cross-
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sections must be cleaned to remove spurious top rail surface data (shown in Figure 

5.14) before an accurate fit can be established.  

5.6.1 Edge Effects 

A typical extracted cross-section from two scans either side of the platform is shown 

in Figure 5.11. Visual inspection of the cross-sections highlighted many occlusions 

from the line of sight between the scanner positions and track. In this case Track 1 and 

Track 4 are occluded by the platform edge whereas Track 2 and 3 are occluded by the 

raised third rail. 

 

Figure 5.11: Coverage of track from Scan A and B - NOT TO SCALE 

On further inspection, random noise appears to be present in the registered scans, 

highlighted in Figure 5.12.  

 

Figure 5.12: Random noise in extracted cross-section 

It can be seen that this is not random noise and these “point traces” can be directed 

back towards the scanner locations, shown in green in Figure 5.13.  
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Figure 5.13: Point traces directed back to scanner locations 

Even though the “noise” is sparse, the edge effects in proximity to the track needs to 

be cleaned. Figure 5.14 shows a cross-section of a design model of rail in comparison 

to the scanned rail from the HDS7000 and P20 scanner respectively. 

 

Figure 5.14: Cross-section of rail from the design model, HDS7000 (green) and P20 (blue) 

laser scanner 

Despite more coverage of the surface of the rail compared to the laboratory tests, visual 

comparison of the registered scanner point clouds from the site to the design model 

highlight many occlusions from the line of sight between the scanner position and 

track, as well as pixel “edge effects” characterised most notably for the P20, by 

systematic point traces directed back towards the scanner locations (despite the same 

filtering options applied when importing the data into Cyclone). These areas can be 

manually cleaned up for the analysis. Data from the head of the rail is also much noisier 

from both scanners compared to the laboratory testing due to interaction between the 

scanner laser and the complex reflective surface formed on the steel as trains pass over 

it, whereas the track in the laboratory was unused and therefore had no shiny surfaces. 

However portions of the rail section do remain consistent between the site scans, for 
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example the sides of the rail head, the web and the foot. These consistencies support 

measurement for web thickness and position. 

5.6.2 Artefact Removal 

Based on visual inspection of the extracted cross-sections, a key requirement is to 

remove obvious artefacts in proximity or attached to the rail that will affect the quality 

of the fitting process. Artefacts include ballast, base plates, rivets and track welds. 

Figure 5.15 shows an example of an extracted cross-section with an artefact. The blue 

circles highlight a feature apparent in the data. On close inspection it can be seen that 

this feature is a track weld and needs to be cleaned so that it does not adversely affect 

plane fitting. In this case the track weld is approximately 80mm long out of the 500mm 

cross-section. 

 

Figure 5.15: Example of typical artefact associated with the track 

Outlier detection is not suitable for artefact removal in this situation. This is because 

the artefact to be removed is not comprised of random data but is highly systematic 

due to the surface that it represents. Figure 5.16 provides a top-view of the weld to 

demonstrate this. 
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Figure 5.16: Track weld artefact (top view) 

This artefact can be automatically removed by applying local plane fitting, using least 

squares estimation, to the web of the track and analysing the spread of the distribution 

of the plane fit residuals. In this example the RMS of the fit with the artefact is 2.6mm. 

Figure 5.17 shows a colour coded histogram, using CloudCompare, of the residuals of 

the plane fit. The blue, green and yellow areas represent the track weld and show large 

residuals in relation to the plane fit, whereas orange (web of the track) has very small 

residuals. 

 

Figure 5.17: Colour coded histogram of plane fit of track weld artefact 

The residuals can be exported from CloudCompare and analysed in more detail. Figure 

5.18a shows the same histogram of the residuals from the plane fit with the artefact 

using MATLAB. The graph shows a bimodal distribution with the left peak 
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corresponding to the weld. Isolating this artefact arrives at a better plane fit with an 

RMS of 0.6mm and the histogram of these residuals in Figure 5.18b shows a tendency 

towards a normal distribution. 

 

Figure 5.18a) Histogram of residuals without data cleaning of weld artefact (left) and b) 

with data cleaning (right) in metres 

The distribution in Figure 5.18b compares to the residuals of the plane fit to the web 

element of reference track scanned in the laboratory (section 4.2.1.4 ), shown again 

here in Figure 5.19. The RMS of the plane fit of the web of the track here also 

corresponds to that of the laboratory track when using the HDS7000, i.e. 0.6mm. This 

shows that the scanner is performing to the same quality level in the laboratory and on 

site when capturing the web of the track. 

 

Figure 5.19: Histogram of residuals of reference lab track from the HDS7000 

Another example of an artefact that can occur are cable connections. These can be for 

train signalling block detection (forming a circuit which is connected by the train 

wheel axles to show wheels are present and hence a train is occupying that section of 

the track, i.e. signal block) of the track. Similarly to the track weld example, visual 
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inspection of the cross-section shows a subtle feature extruding from the rail web. In 

total the cable connections take up approximately 110mm of the cross-section. Figure 

5.20 provides a typical example of a point cloud cross-section containing a rivet as 

well as its appearance in reality. 

 

Figure 5.20: Track cable connection artefact profile (left), corresponding face-on view (top 

right) and image of feature (bottom right) 

The plane fitting method for removing the track weld artefact can be validated to 

remove the rivet artefact on the web of the rail. Figure 5.21a and b provides the results 

from the plane fitting removal process of the cable connection with residuals with and 

without the artefact removed plotted as a histogram. 

 

Figure 5.21a) histogram of residuals without data cleaning of rivet artefact (left) and b) with data cleaning (right) 

Despite the shape of the histogram in Figure 5.19, the residuals from the reference 

point cloud are not normally distributed which is evidenced by failure of the chi-square 
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test. This is also true for the “cleaned” rail data shown in Figure 5.18b and Figure 

5.21b. Therefore the assumption to iteratively remove the secondary peak based on a 

chi-squared limit test cannot be readily adopted. However it can be seen that there is 

consistency in the offset between the histograms and upon further inspection a 

consistent offset of 0.3mm from 0.0mm in both histograms could be seen. It is clear 

from the plot of reference (i.e. lab test) residuals that planes can be used for artefact 

removal. Therefore ongoing work is required to form a robust statistical process. The 

appearance of a systematic error in the histogram follows findings from Al-Manasir 

and Lichti (2015) and further work would be required understand the interaction 

between the TLS system and different surfaces. 

5.7 Rail Track Fitting 

In order to determine the track geometry required by the engineers, an accurate fitting 

process of the track point cloud to a reference model must be established. The results 

of the plane fitting provide an indication of the potential quality of rail fitting process 

locally for the web of the track (i.e. sub-millimetric). Therefore two different methods 

of rail fitting processes are explored: curvature and plane-based fitting. 

5.7.1 Rail fitting inclusive of curvature 

Based on the point cloud cross-sections and design model it can be seen that the curved 

parts L1, L2 and L3, shown in Figure 5.22, provide enough coverage for a fitting 

process to the design rail model to establish its position. 

 

Figure 5.22: Rail curvature based naming reference 
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CloudCompare allows a point cloud to be registered to a design model whilst providing 

statistical information on the registration process. Therefore the rail cross-section point 

cloud can be registered to the design rail model. An initial alignment was applied to 

the different entities to bring them into the same co-ordinate system. This is carried 

out by selecting common points between the two “models”. Based on the coverage of 

the point clouds the side of the head and foot can be used for alignment. A fine 

registration can then be applied, using the ICP algorithm (see section 3.2.3.1), to 

accurately register the point cloud to the reference model. An example of the output of 

fine registration in CloudCompare is shown in Figure 5.23, where the reference model 

of the track is black and the point cloud registered to the model is green. 

 

Figure 5.23: CloudCompare example of fine registration of rail point cloud to design model 

The aim of this procedure is to investigate the quality of the fitting process when 

including all viable point clouds of the rail cross-section, i.e. with the most coverage. 

In order to obtain the best possible registration for the fitting procedure, a well-

populated cross-section should be chosen. In this case the cross-section closest to the 

position of Scan A and Scan B (see Figure 5.3) at the 0 metre chainage is used. For 

this cross-section the scanners are positioned approximately 4m from the left of the 

web and 7m from the right of the web of the rail. 

A series of fine registrations, using the ICP algorithm, were carried out to see which 

features from the point cloud align best to the reference model. A registration of the 

whole section with and without the “noisy head” can also be carried out to see the 

effect on the quality of the registration. 
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Table 5.2 summarises the RMS values from registering different sections of the point 

cloud (represented in orange) of the track to the 3D reference model (represented in 

blue) from the HDS700 scanner at Epoch 1 and P20 scanner from Epoch 3. The table 

also shows the RMS of the plane fits to the left and right web of the rail.  

The RMS of the registration of the entire section of rail, including the head of the rail, 

shows a fit of 5.3mm and 7.5mm from the HDS7000 and P20 respectively. This low 

level quality of rail fitting from the site scans are due to the noise from the top of the 

head of the rail affecting the fit to the model.  

Data fitting to individual portions of the rail show a fairly consistent fit with all sections 

registering to better than 3mm. All the RMS values from the HDS7000 show slightly 

better rail fitting than the P20, implying that data from the P20 are slightly noisier.  

From these results it can be established that the closer, left side of the section of rail, 

consistently gives the best fit to the model for both scanner types (shown in bold in 

Table 5.2). These areas can be considered as the most “trusted” when aligning to the 

track reference model. A further registration for this part of track can be computed to 

compare capability between left hand (near) and right hand (far) sides of the rail, which 

is also shown in Table 5.2.  
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Table 5.2: Summary of RMS values of fitting point cloud to modelled rail 
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The results show that “globally” the left section of the track is able to fit to 2.4mm and 

2.6mm from the HDS7000 and P20 respectively. This is compared to the points from 

the right hand side of the track producing an RMS of 2.6 and 2.7mm respectively for 

the HDS7000 and P20. This shows that the fit to the 3D model is slightly better with 

the points from a single scan position compared to a combined scan (two scanning 

positions). The reasons for this could be due to a smaller range from the scanner and 

therefore smaller spot size of the laser hitting the surface, or an increased range noise 

due to decreased laser return strength with range. This test shows that the left side of 

the track: i.e. the head, web and rail of the track provides the best alignment to the 3D 

reference model with an RMS of 2.4mm and 2.6mm from Scanners A and B 

respectively. When both sides of the track profile are registered to the model the 

registration RMS increases to 2.5mm and 2.8mm respectively. However as this 

incorporates two different scans, the effect of the 1mm RMS target based registrations 

might have an effect on the overall fit. Overall, without the noise from the head of the 

rail data, all sections are able to fit to the model with an RMS of better than 3mm. 

The quality of the point cloud fits to the design model can be investigated in more 

detail by plotting the residuals of the RMS as a histogram, also known as a 3D 

comparison. Based on the earlier registration results the full profile with and without 

the rail head as well as the side of the rail nearest to the scanner (in this case the left 

side) can be compared. Results are shown in Figure 5.24. 
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Figure 5.24: 3D Comparison results from the HDS7000 and P20 

Inspection of the histograms from each scanner shows that overall the P20 has a 

consistent bias with the spread of residuals, of up to 7mm, skewed to the right. This 

implies a systematic error in the data from the scanner. This systematic bias in the data 

could be due to the accuracy of the scanning system as a whole. A way of verifying 

this would be to decrease the point cloud extraction area to see if the skewness was 

still present for a small sample of the point cloud profile, i.e. a 2D comparison method. 

The HDS7000, on the other hand, shows a small spread of residuals for the most trusted 

area followed by wider spread of residuals as more “areas” of the point cloud profile 

are added to the comparison. This shows that as the coverage of the track profile 

increases, other factors are affecting the quality of the fit, for example, the registration 
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and quality of the right hand side of the scan from a longer range as well as the noise 

from the top of the head of the scan. Results from the chi-square test show that the 

residuals from the 3D comparison technique do not show a normal distribution, 

highlighting the presence of a systematic error in the TLS systems. Further work would 

investigate the presence of systematic errors in these TLS systems, in particular when 

measuring to different surfaces. 

To validate these site test results of the rail fitting process, the same curvature fitting 

procedure was applied to the point clouds from the laboratory testing, using different 

scanners. The results from the fitting process is shown in Table 5.3. 

 

Table 5.3 : RMS of rail fitting procedure inclusive of rail curvature (L1,L2, L3) in laboratory 

The laboratory test results show that the rail fitting process inclusive of the track 

curvature from HDS7000 and P20 showed a registration RMS of 2.4 and 2.5mm 

respectively. The results from Table 5.2 show that the rail fitting of the same part of 

track on site produce results of 2.4mm and 2.6mm respectively. This validates the 

results in the laboratory from the fitting process as well as confirming the comparable 

levels of performance of the scanner in the laboratory and site environment. 

When looking back at the literature, Meng et al. (2014) were able to show a 2 to 3mm 

level of agreement between the mesh of a mini railway track (approximately 120m in 

length with a gauge of approximately 184mm) and the ground truth. The results from 

Table 5.2 and Table 5.3 show equal levels of agreement but also highlight particular 

rail sections that show the best fit from a point cloud whilst reducing the number of 

processing steps required to achieve this. Oude Elberink et al. (2014) also considered 

the point data but made a line extraction based on the rail head to achieve an RMS 

better than 20mm when compared to the final model. Results from the left section (side 

of the rail nearest to the scanner) track fitting described here demonstrate fit from ICP 
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of better than 3mm can be achieved which fits in with Oude Elberink et al.’s (2014) 

suggestion of using the foot of the track to extract accurate rail geometry.  

This work has shown that an RMS of better than 3mm can be achieved when 

registering different sections of the track – including the head, web and foot as well as 

curved parts of the track profile – to the design model through a novel technique. The 

rail fitting and localised plane fitting results validate those achieved in the laboratory 

which shows the scanners ability to achieve the same level of fitting when there are 

external challenges such as a noisier surface, larger range from the scanner and many 

occlusions. 

The findings from this section have been published in the International Archives of the 

Photogrammetry, Remote Sensing and Spatial Information Sciences (ISPRS) (Soni et 

al., 2014) and presented at the ISPRS Technical Commission V Symposium in 2014. 

Based on the engineer’s requirements of producing a millimetre level of accuracy for 

measuring track geometry, it can be seen that this level of fitting needs to be optimised 

to fulfil these requirements. The sub-millimetre results from the localised plane fitting 

of the planar sections of track highlight the capability of the scanners to produce a 

comparable level during the fitting process. Therefore an alternative method of 

carrying rail fitting using only the planar sections can be investigated. 

5.7.2 Rail fitting of planar sections 

The objective for this is to build upon the previous section to optimise the quality of 

fitting the track point cloud to the design reference model for accurate track geometry 

extraction. Once the rail fitting quality has been improved, the next objective is to 

compare the capabilities of the rail fitting at different ranges and the effects of angles 

of incidence from the scanner to the 4 different tracks to determine the optimum 

spacing between scanner positions. 

The point cloud of the track can be segmented based on the planar features of the rail 

design model shown in Figure 5.25. The planarity of these areas of the model can be 

validated by applying local plane fits where the RMS should be zero.  
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Figure 5.25: design rail geometry highlighting planar segments (in red) 

Once the point cloud has been segmented into the planar sections, local plane fits can 

be applied to each section using CloudCompare. Results of the RMS of the residuals 

normal to the plane from Scan A&B and Scan C&D at the 9m chainage is shown in 

Table 5.4.  

 

Table 5.4: Local plane fits from Scan A&B (left) and Scan C&D (right) at 9m chainage 

These results demonstrate the capabilities of the scanner to produce sub-millimetric 

level of fitting. Despite some occlusions to Tracks 2 and 3, the level of fits are 

comparable between the setups and different ranges and angles to the same section of 

track. Overall these data provide a baseline of the expected level of fitting of the track 

point cloud to the rail model. This expectation can be used as a measure of the quality 

of the input data. 

A fine registration was then carried out between the planar areas of the point cloud and 

the planar segments of the design rail model (i.e. PL1, 2 and 3) using CloudCompare. 

All 6 planar sections are not visible on each of the 4 running rails on site, due to the 

raised third rail or platform occlusions. However the scans are able to capture at least 

3 of the planes on one side of the rail which is a minimum requirement when fitting 

the point cloud to the design rail model. For example, based on the cross-section in 

Figure 5.11, after cleaning the point cloud, Track 1 contains PR1, PR2 and PR3. Table 
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5.5 shows the visibility of planar features of each section of track at the 9 meter 

chainage.  

 

Table 5.5: Track visibility of planar features 

The design rail model (Figure 5.25) can be considered as a set of discrete planes rather 

than a single entity. This enables all registrations to be made using the ICP between 

the raw scan data and the plane definitions. Table 5.6 shows the results from Scan 

A&B of the cross-section at the 9m chainage and from Scan C&D at the same cross-

section. 
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.  

Table 5.6a) Registration RMS from Scan A&B (top) and b) Scan C&D (bottom) 

Firstly when comparing the RMS values between both sets of scans for the local and 

combined plane fits, the results shows the scanner is able to achieve the same quality 

of fit from 9m and 15m away from the track, despite the number of points on the plane 

being approximately half at the 15m compared to the 9m scanning range with a 
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commensurate change in spot size. The comparability of these show that scanner 

instrument placement separations could be increased in order to speed up data capture 

and efficiency. Limiting on-site time and complexity is particularly important given 

constraints of site access and passing trains.     

The RMS of the registration of the local plane fits shown in Table 5.4 provides a 

baseline measure against which a target quality for fitting data to the rail model for the 

TLS system used can be established. The left hand sides of Table 5.6a and b highlight 

that the RMS values of the individual registered fits to the planar segments of the rail 

model are slightly higher than the target value. This may be due to reduced point cloud 

coverage on the rail that is registered to the design model. For example, the upper web 

of the rail (PL2 and PR2) is always occluded by the side of the head of the rail (PL1 

and PR1) when scanning from platform level. This is shown in Figure 5.14. 

When looking at the registration of the combined plane fits from a single scan location 

(centre column in tables) that include data from at least 3 planes from one side of the 

rail, results show a fit of better than 1.5mm to the design rail model. These three planes 

provide the minimum geometric information necessary for fitting to the rail model. A 

focus on of the UK rail type and plane fitting has allowed this work to show an 

improvement by a factor of two compared to previous work (Meng et al.,2014) where 

the quality of fit was better than 3mm. 

Similarly to the validation of the curvature based fitting, this planar based fitting result 

was validated by applying the same fit to the scans of the rail in the laboratory. Table 

5.7 shows the RMS of the registration of the planar sections of rail to the design model. 

 

Table 5.7 : RMS of rail fitting of planar sections using laboratory track 
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These results show that the HDS7000 is able to achieve a planar based rail fit of 1.4mm 

in the laboratory which compares to the results of better than 1.5mm from the site 

testing. 

The results from Section 5.7.1 indicated that when registering the track profile from a 

single scan, the spread of residuals in the registration was less compared to that of a 

combined scan. For planar based fitting, the registration of all visible planes for a 

particular track collected from scanners located either side of the track and registered 

together, i.e. Track 2 and 3 with 5 planes, is particularly encouraging. The RMS of the 

residuals are only 0.1mm higher than the single scan case implying the same quality 

of fit. However when plotting the histogram of residuals of a single scan versus a 

combined scan, the combined scan has a slight skew to the right. This is shown in 

Figure 5.26.  

 

Figure 5.26: RMS registration residuals of single and combined scan 

Comparing these results to the plots in Figure 5.24  confirms a systematic error in the 

data, the source of which is most likely to be from errors in the registration between 

the two scans made on either side of the platform. This highlights the need for accurate 

registration between the scans, even though in this case an overall RMS of 1mm was 

reported in the registration in Cyclone. 
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The methodology workflow for the data capture, extraction, cleaning and fitting 

procedure developed in this chapter is shown in Figure 5.27 . It must be ensured that 

the integrity of the point cloud data remains intact throughout the workflow in order, 

e.g. applying minimal or no data sampling, to achieve the best outcome. 

 

Figure 5.27: 4-step methodology workflow for accurate rail fitting 

Once the point cloud has been accurately fitted to the reference model, track 

monitoring measurements, such as cant and twist, can be extracted directly from the 

model through CAD. 

The findings from this section have been presented and published in the conference 

proceedings of the FIG Working Week 2015, Commission 6: Engineering Surveys 

(Soni et al., 2015).  

5.8 Measuring and validating track geometry against prism-based 

method 

Once an accurate fit of the track point cloud to the design rail model has been 

established, the rail model can be used to extract track monitoring parameters 

significant to the engineer. A CAD package allows the difference in elevation between 

the running tracks, i.e. cant, to be measured accurately. The twist can then be calculated 

by taking the difference of these cant levels between 2 cross-sections. 

For this site test the scanner has been set up in-line with a set of monitoring prisms (i.e. 

at a chainage of 0 metres) either side of the platform. This allows this set of prisms and 

the subsequent ones every 3 metres being monitored for the redevelopment project to 
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be compared directly with the novel TLS fitting method. Scanning over four epochs 

would allow a way of validating the TLS method. When extracting the prism 

monitoring data from the monitoring contractor for the first epoch, it could be seen that 

the prism co-ordinates roughly aligned with the scan data, shown in Figure 5.28. This 

confirmed that the prism and TLS data were on corresponding co-ordinate systems.  

 

Figure 5.28: Aerial view (top) and perspective view (bottom) of monitoring prism co-

ordinates (blue vertices) 

Following the request for the prism monitoring data from the monitoring contractor 

and a significant amount of delay, it turned out that the data were not actually being 

recorded for the prism monitoring system on that particular section of track. This had 

been going on for nearly 12 months, and there was little evidence the client (Network 

Rail) had been informed of this. The reason for the system not recording was that the 

works taking place in the vicinity had blocked the prism reference system. Also, the 

reason why this was not resolved during the period of the study (i.e. where prisms were 

not being measured) is not clear. Therefore no twist and cant measurements from the 

prism-based method are available for the test area for epochs 1-3.  
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However when Epoch 3 and before Epoch 4 had taken place, the prism monitoring 

system had been reinstated. This allowed the prism and TLS monitoring data to be 

compared as intended and provided an indication of the quality of the TLS 

methodology. 

Subsequent inspection of the prism co-ordinates and TLS cross-sections revealed a set 

of two cross-sections across Tracks 12 and 13 that correlated (an example of one cross-

section is shown in Figure 5.28. This allowed for four track cant measurements and 

two twist measurements over two sets of track to be compared. It also allowed the 

gauge to be calculated based on the TLS results. Table 5.8 shows the cant, twist and 

gauge results from the prism based and TLS based monitoring setup based on the 

contractor’s prism reference from tracks 12 and 13. 

 

Table 5.8: Cant, twist, and gauge comparisons between total station and TLS results 

When using the cant and twist values obtained by the prism-based method (provided 

by the monitoring contractor) as a baseline measurement, it can be seen that the TLS 

method provides similar values. This particular set of results shows that TLS correlates 

to the prism based data approximately within 1mm. These results agree with and show 

a slightly higher level of accuracy to Liu et al. (2014), who were able to achieve an 

accuracy of 2mm for the cant measurements based on TLS compared to the track 

inspection car.  
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The prism-based method implemented on this site is unable to provide gauge 

information as the prisms are attached the sleepers and the distance to the gauge face 

is unknown. Therefore a regular gauge survey is required by the engineers. However, 

due to the surface measurement nature using TLS, the gauge information can be 

provided easily based on the measurements made in CAD. The standard gauge of rail 

in the UK is 1435mm. Based on the standard rail gauge, the results from the rail fitting 

using TLS (yellow column in Table 5.8) show that the biggest deviation from the 

standard gauge is 2.1mm. These results also agree with Liu et al. (2014) who were able 

to achieve an accuracy of 2mm. 

For this set of data TLS shows comparable results for twist and cant to total station 

monitoring and also highlights that the track geometry parameters can be 

communicated back to the engineers in their typical format required. This information 

could be represented visually using the point cloud information. Alongside this, the 

results have shown that TLS can provide a method of validating the prism based 

method as well as providing information when the prism based method fails to produce 

readings for a particular area. It also provides a visual check of the track without the 

engineer needing to gain access directly to the track. This allowed a detailed inspection 

remotely without any time restrictions, in case a trigger may have set off. 

5.9 Chapter Summary 

A TLS survey was carried out using a rigorous total station survey which allowed 

accurate registration, geo-referencing and extraction of track from the point cloud.  

Experiment 3 in Chapter 4 showed that a sub-millimetre level of plane fitting, i.e. 

0.6mm, to the web of the rail was achieved using the Leica HDS7000. This result was 

validated when using the same TLS model to apply plane fitting to the web of track on 

a live railway monitoring site at London Bridge Station, which also achieved a fit of 

0.6mm. Not only does this validate the laboratory tests, it shows that the same level of 

fit can be achieved without the use of targets attached to the rail at a longer range of 

approximately 15 metres from the scanner without the need for track possessions. This 

level of plane fitting to the web along with plotting histograms of the residuals was 

used as a reference when detecting whether track artefacts were attached to the web of 

the track.  
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A novel rail fitting technique was developed based on fitting the point cloud of track 

to its CEN56E1 rail design model by using the curvature-based and planar-based 

features of the surface. The results showed that when curvature based fitting is applied 

the quality of the fit to the design model is better than 3mm. However when multiple 

planar-based features of the point cloud are fitted to the design model, the quality of 

the fit is better than 1.5mm. This can be applied to a pair of rails in order to allow track 

geometry to be calculated, for example cant and twist.  

Validation of the track cant and twist highlighted the capability to continuously capture 

TLS data where the prism monitoring data were sparse or missing. The prism data 

allowed four common points over one epoch to be compared to the TLS data. The TLS 

data also allowed track gauge to be calculated which is not possible for prism 

monitoring because of the attachment method to the rail. In order for the twist and cant 

to be calculated from TLS data, there must be sufficient surface coverage of at least 

one side of the track. For this particular set of tracks at London Bridge Station there 

were two pairs of tracks and a raised third rail running between the two. Therefore due 

to the occluding third rail, the cant and twist values could only be extracted when a 

scan had been obtained either side of the platform edge. 

Due to the point cloud track extraction method, regular sections of track can be 

extracted at any interval required by the engineer without having to install more prisms 

or revisiting the site, which would require a possession. For example, if prisms have 

been installed at 9 metre intervals and the engineer requires a detailed inspection of 

the track at 3 metre intervals, this can be extracted automatically from the original 

point cloud without any extra effort in TLS data capture or processing.  

Due to accurate geo-referencing of the TLS data it allows the point cloud to be 

compared to the design model (on site grid) immediately on a construction site. 

Therefore the engineer could determine an area of interest in which the archived TLS 

data could be used to evaluate. 

The methodology presented for extracting and measuring track from TLS data at 

platform level shows that track can be monitored and data tied into the site co-ordinate 

system with rapid mobilisation and minimal planning compared to prism based 

monitoring. For example, if there was a prism on track suspected of providing a “bad” 

reading, a possession would be required to access that target to carry out an inspection 
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to ensure the safety of the passengers. This would require significant planning time 

and costs just to gain the possession before the source of the error could be 

investigated. However TLS could be deployed immediately to check whether there 

was movement of the track. 

The findings from the rail fitting procedure shows that the same level of fitting can be 

achieved when the scanner is approximately 15 metres away from the railway track 

(compared with rail fitting results 9 metres away). This shows that rail fitting can 

potentially be achieved from historic as-built TLS data in the vicinity of the track, 

providing the scan has sufficient density. 

5.10 Opportunities and challenges for Network Rail 

5.10.1 Opportunities 

 This methodology has produced a fit for purpose solution for monitoring track 

using TLS; calculating cant and twist parameters required by the engineers using 

a non-contact solution without the need of targets directly attached to the 

track/sleepers is possible. 

 This type of interval scanning provides an independent check of the prism system 

if there’s a failure of the prism monitoring system, without the need for possessions 

(which is currently required for prism-based monitoring installation). This 

provides a significant reduction in cost and safety risk from an installation and 

maintenance perspective. 

 The track monitoring method using TLS allows a “rapid response” for seeing if 

something has happened on or around the track with very quick mobilisation to the 

lineside. 

 The track monitoring solution is flexible and allows any track profile separation to 

be extracted based on the engineer’s requirements. 

 The monitoring solution is also useful for short-term low interval monitoring 

requirements where lineside access may be difficult. 

 A scanning total station, such as the MultiStation MS50 would allow a section of 

track to be continuously monitored if required. If a prism reading fails due to being 

knocked, a scan could be carried out instead. The instrument would be required to 

be positioned close to the track if scanning was required. If the train timetable was 

known then the scans could be done in between passing trains.  



 

194 

 

 Some of the point cloud processing stages could be streamlined through the 

automation of data processing. The Point Cloud Library (PCL), as described in 

Chapter 3 could be used to create a tool for automatic point cloud registration based 

on the planar features of the track. This would remove the need for targets on site, 

reducing the data capture time. Another example would be the automation of point 

cloud processing when removing artefacts from the web of the track, based on 

plotting the residuals of the plane fit described in the chapter. These types of 

solutions would improve the time taken between track capture and delivering the 

track geometry parameters to the engineers. 

 If required, data processing for track monitoring could be applied to any pre-

existing TLS dataset of the track if there was sufficient point cloud density.  

 As scanner manufacturers are now producing TLS systems that are very accurate 

to the sub-millimetre level, there is potential to improve the quality of the rail 

fitting. The TLS capabilities of the current systems used for this study are being 

pushed which can be seen by the rail fitting results. Therefore a more accurate 

scanner will improve the overall accuracy of the track monitoring solution. 

 As well as improved accuracy, TLS systems are becoming faster. If a quicker 

scanner could be used, this would reduce the data capture time providing an 

opportunity of applying the track monitoring methodology during operational 

hours where trains are passing. 

 TLS is becoming a very accessible technology in terms of specialist skills required 

to adopt this method of geospatial data capture. However monitoring using TLS 

requires specific skills to understand and “de-code” information from sequential 

epochs.  

 The laboratory tests have shown a way of validating what can be expected from a 

TLS system when scanning track through the plane fitting. Before deploying any 

system there needs to be a way of validating the manufacturer’s specification 

performance against the actual performance. Therefore the laboratory tests provide 

a good indication of this before being deployed onto site.  

5.10.2 Challenges 

 With respect to TLS replacing the current continuous automatic monitoring system 

(measuring to targets 24 hours a day, 7 days a week) there is uncertainty of the 

scanner’s performance when being run continuously as they are not currently 
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designed for this compared to the total station instrumentation currently used for 

continuous monitoring.  

 If automatic monitoring was required, TLS data could be captured as trains were 

passing by. However there would be occlusions in the data from the passing trains, 

which would require some development in the data filtering process to allow the 

rail fitting process to be applied. 

 The track monitoring method requires a line of sight to the rail at least 15 metres 

from the scanner when at platform level. This will be challenging on different sites 

depending on where the tracks are in relation to the platform, where the angle view 

of the scanner could be a limitation on the coverage of the surface of the track, 

particularly if a third rail is present. 

 The need for two scans either side of the platform, for this particular set of tracks, 

in order to obtain track cant and twist geometry limits the flexibility of the TLS 

instrumentation setup.  

 If there was a potential of using TLS for continuous monitoring and replacing the 

current total station monitoring systems, there would be a huge cost increase based 

on the prices of TLS systems compared to total stations. Currently there are 65 

total stations running continuously at London Bridge Station. The price of an 

accurate survey grade TLS system is at least double that of a high grade total 

station. Therefore there would be a challenge to find an economic solution for 

monitoring using TLS in the long term. However there is potential with the Leica 

scanning total station MS50 which is currently approximately the same cost as a 

highly precise total station. Whilst these are capital costs, operational costs also 

need to be considered for a cost/benefit analysis. A further study would be required 

to assess this. 
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6 Chapter 6 - London Bridge Station site test: monitoring of 

masonry arches 

This chapter describes the application of terrestrial laser scanning (TLS) and close-

range photogrammetry (CRP), along with conventional survey techniques, to the 

monitoring of a set of masonry arches at London Bridge Station. Firstly, it investigates 

the capabilities of using TLS compared to traditional survey methods and encompasses 

a case where significant movements occur over an extended period of time. Inter-

epoch comparison demonstrates a capability to detect change but highlights a 

requirement to understand the structure and data quality in making valid 

interpretations. Secondly, similarly to Chapter 4, this chapter compares TLS and CRP 

techniques as monitoring tools for creating point cloud data on the same set of masonry 

arches. These investigations generate significant volumes of data conferring the 

additional challenge of how to visualise observed changes and communicate those 

changes and their significance to the engineers who must make informed decisions 

from the data in a timely fashion. 

Chapter 4 (experiment 4) showed that a similar level of accuracy and precision can be 

achieved when applying linear translations to a masonry surface using TLS compared 

to a total station being used to observe targets attached to the surface. The tests also 

showed that CRP is able to produce similar point cloud quality to the TLS systems 

within the laboratory. Therefore this showed the potential for applying TLS and CRP 

for monitoring masonry structures. The aim of this chapter is to validate these 

laboratory results by applying TLS and CRP to a live monitoring site. However site 

conditions are very different to a controlled laboratory environment which affects the 

data capture and has an effect on subsequent processing. Some of these are challenges 

and are described in the next section. 

As described in section 2.6, London Bridge Station is currently undergoing major 

redevelopment as part of the Thameslink Programme. The station was constructed on 

a series of masonry arches, built between 1836 and the end of the 19th century. The 

masonry arches are located at street level directly below the platform level of the 

station, shown in Figure 6.1. 
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Figure 6.1 Image of London Bridge arches at street level with train shed visibly located 

overhead (image taken from NR TLP published TruView) 

The arches are required to be monitored prior to and during various stages of 

demolition and construction works. The initial arch monitoring specification was 

designed to monitor movements during the deconstruction of the old train shed roof 

overhead. Manual monitoring, which includes prism measurement in arch arrays, has 

been implemented here on a daily and weekly basis depending on proximity to works 

and their nature. Automated monitoring has not been applied at arch level due to 

restricted sight lines and continuing changes to the project’s monitoring requirements.  

6.1 Site Challenges 

When the arches test site was being designed for this study, an arch that was going to 

have little disruption to it during the study was chosen. This would allow easy access 

to the arch as well as the use of a monitoring bracket initially setup for total station 

monitoring. This would allow the scanner to be set up in the same position each time 

and a 360° scan to be carried out. The initial plan was to carry out scans at regular 

intervals including hourly and weekly scans to allow the scans to be compared as well 

as investigate the capability of TLS as a monitoring tool. The arch was also well lit 

which would aid with the CRP data capture. Access to height was also easily available. 

An image from the initial site inspection is shown in Figure 6.2. 



 

198 

 

 

Figure 6.2: Images from original arch test site inspection 

However just before data acquisition was due to take place, the arches next door (E55 

& E57) had shown evidence (through prism-based monitoring) of unexpected 

settlement during piling works. At this point the engineers required an additional 

survey method to be used to validate this movement and provide a more detailed 

inspection to determine how the arch structures were moving, whilst the works 

continued. Therefore this provided an opportunity to carry out TLS and CRP 

monitoring testing on a deforming set of arches. This was thought to be a unique 

situation to the study as there was actual displacement taking place that required to be 

measured.  

Therefore the “new” site presented many challenges compared to the original test site. 

Firstly, the scale of the data capture area was significantly larger than in the laboratory 

as well as the original arch, where one setup was required to scan the arch. The shape 

of the surface scanned in the laboratory was a small masonry sample, whereas this was 

a set of masonry arches. Therefore multiple setups for the arches were required. One 

of the main challenges in data capture here included obtaining suitable access to allow 

sufficient coverage of the arches from TLS and CRP. The lines of sight were limited 

during construction work, particularly during piling works, which was when this set 
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of data was captured. An example of the site conditions during data capture is shown 

in Figure 6.3. It can be seen that there are many large obstructions such as plant 

vehicles, clutter and restricted access to certain areas of the site.  

 

Figure 6.3 : Typical site conditions of arches during data capture 

As the data capture was taking place during piling works, there was a lot of vibration 

in the test areas. Therefore scans had to be acquired in between these to ensure data 

quality was not affected. In the laboratory the lighting could be controlled to allow 

suitable CRP data capture. However Figure 6.3 shows the minimal lighting available 

on this site. Whilst simple, a bright camera flash can be used to provide better image 

contrast appropriate for image-to-image matching, as well as target and feature 

recognition.  

6.2 Data capture 

6.2.1 Total Station (TS) monitoring setup 

The masonry arches were located at street level directly below the platform level of 

the station. The arches were required to be monitored prior to and during various stages 

of demolition and construction works. The initial arch monitoring specification was 

designed to monitor movements during the deconstruction of the old train shed roof 

overhead. Manual monitoring, which included prism measurement in arch arrays, was 

implemented on a daily and weekly basis depending on proximity to works and their 
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nature. Automated monitoring had not been applied at arch level due to restricted sight 

lines and continuing changes to work progress and monitoring requirements. 

The manual monitoring prisms were installed by the construction contractor at 5m 

arrays through the arch at the crown and springing points (see Figure 6.4), whilst 

reference prisms were located outside the predicted impact zone. Reference prisms 

were therefore used to define a stable co-ordinate system for each monitoring epoch. 

Therefore a monitoring network within each arch was set up. 

 

Figure 6.4: General target arrangements of arch monitoring 

According to the monitoring specification for this project, all targets located on the 

arches were required to be monitored with an accuracy of at least +/- 3mm. A Leica 
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TS15 total station was used for the manual monitoring and geo-referencing. The 

capabilities of the instrument, based on the manufacturer’s specification, are 1” for 

horizontal and vertical readings and 1mm + 1.5ppm (parts per million) for distance 

measurements to a prism (see Appendix A). 

The quality of the network design for this site is affected by the limited lines of sight 

to the reference prisms through the long and narrow arches, which is similar to that of 

a tunnelling case. Ideally, reference targeting would be placed evenly across the 

network outside the impact zone, but this would be too invasive and uneconomical in 

this case. The trade-off was a weaker survey network geometry and lower accuracy 

when calculating the relative movement of the monitoring prisms. Similarly to the 

network analysis performance carried out in Chapter 2 experiment one, analysis was 

carried out to assess the geometric strength of the network using STAR*NET. A pre-

analysis of a test area of the arches, shown in Figure 6.5, was carried out. The test area 

for this site was approximately 5 metres x 12 metres. There was no evidence of 

network analysis from the monitoring contractor. Therefore a “retrospective design” 

of the network was created to understand what could be achieved from the prism-based 

monitoring. 
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Figure 6.5: Test area (white) with monitoring prism arrays (blue) 

Figure 6.6 shows a network plot of the reference (triangles) and monitoring points 

(squares) in the local monitoring network, including predicted error ellipses (1σ) for 

key target prism locations.  
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Figure 6.6: Network plot of TS15 monitoring survey of test area with error ellipses (1σ) 

The standard deviations in Table 6.1 represent the precision of the monitoring target 

prism co-ordinates at 1σ. 

 

Table 6.1 : Monitoring point co-ordinate standard deviations (1σ) 
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It can be seen that the standard deviations of the monitoring points remain at the 1mm 

level. The network plot shows the error ellipses for the monitoring points have semi-

major axis and semi-minor axis which are up to 3mm and 2mm respectively. 

Therefore, based on the +/- 3mm accuracy requirements of the arches monitoring, it 

can be seen that the survey is meeting the engineer’s requirements.  

Subsequent to the train shed deconstruction, 1D levelling (see section 3.2.1) was 

included in the manual monitoring to supplement the 3D observations during the piling 

works within the arches. The levelling network was linked to an external GPS 

reference network outside of the impact zone. This linkage includes a set of total 

station observations to define the targets within the site co-ordinate system. The 

levelling was partly instigated due to the logistical restrictions (access time and sight-

lines during piling works) and partly as an alternative system to validate the movement 

in order to meet a requirement in the works specification. The co-ordinates of the 

monitoring points were used to geo-reference the targets used for TLS to enable inter-

comparison with the levelling data. 

Despite a predicted heave of up to 30mm during the removal of the train shed roof, no 

differential movement was detected. However during subsequent piling works, the 

manual prism based monitoring showed that some unexpected settlement in the arches 

was occurring. At this point the engineers required an additional survey method to 

validate this movement as well as a more detailed inspection to determine how the arch 

structures were moving whilst the works continued. Additional precise levelling bolts 

were added to the monitoring regime, and as the area was also being tested for TLS, 

localised scanning of the arches undergoing deformation was added to the techniques 

used for validation.  

For this study an area defined by 2 prism arrays, comprising of 6 prisms, in the arches 

was chosen to compare the results from the manual monitoring to the TLS monitoring, 

with their co-ordinates from manual monitoring used to define a common co-ordinate 

system against the reference points shown in Figure 6.5 and Figure 6.6. 

6.2.2 TLS monitoring setup 

A Faro Focus 120 scanner, which was used in the laboratory tests of masonry brick 

sample (see Chapter 4 experiment 4) was available on site. Originally purchased by 

the Design and Build Contractor to illustrate topographic survey updates, this 

instrument was selected to monitor the set of arches subject to movement. The Focus 
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120 is a phase based scanner and according to the manufacturer’s specification, the 

maximum operating range is 120m with a ranging error of ±2mm (FARO, 2013). 

Chow et al. (2012) carried out a point-based self-calibration of this system and was 

able to show the ranging precision was better than 2mm to TLS signalised targets 

before and after the calibration procedure, agreeing with the manufacturer’s 

specification. 

Scanning was carried out on four separate epochs over an 8 week period following the 

detection of initial movement until the settlement appeared to have stopped. The 

number of scans for each epoch varied due to the limited access to the site whilst works 

continued. Scanned surfaces were typically at ranges of 5 metres from the scanner with 

a point spacing of 4mm. The ranges deployed were similar to those of the laboratory 

testing (see section 4.2.2) but due to time restrictions on site, the resolution of the scan 

was reduced from 1mm to 6mm. To increase the accuracy of the registration of scans 

for a particular epoch, sphere targets were used (see section 3.2.3.1). Scan-to-scan 

registration was carried out in Faro Scene version 5.1. Results from the TS monitoring 

were utilised in order to select stable areas so that each epoch could be registered to 

the “Epoch 0” baseline dataset (which had been scanned for as-built purposes a few 

months beforehand) with the ICP algorithm (Besl, 1992) available within Leica 

Cyclone version 8.1 software. Stable areas comprised of the base of the arches up to a 

height of up to approximately 1 metre distributed across the entire point cloud. 

Registrations indicated by the software shows an average RMS registration of 7mm. 

This is discussed further in section 6.3.4. 

6.2.3 CRP setup 

To compare the outputs of TLS without the use of targets and to show the potential of 

other applications for deformation monitoring in a railway environment, CRP was 

applied to the arch at one of the epochs. A similar method to that used in the experiment 

in section 4.2.1.2 was applied. A Nikon D3200 camera was used with a calibrated wide 

angle 16mm fish-eye lens to capture a network of images of a test section of the arch. 

The images were then corrected for distortion using UCL’s Lens Distortion Correction 

(LDC) software and a fish-eye correction model using the parameters obtained from a 

laboratory calibration. The corrected images were run through Visual SFM version 

0.5.22 to carry out feature detection and full pairwise image matching. The dense 3D 

reconstruction function was then run to produce a point cloud of the area. The CRP 
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point cloud was then scaled and compared to the TLS point cloud. 3D distances 

between common features within the CRP and TLS point cloud were used to compute 

a scale factor for the CRP point cloud. Once scaled, the same reference points could 

be used to approximately align the CRP data. Fine registration was then achieved using 

CloudCompare version 2.4 software based on the same stable regions as originally 

used to inter-compare the TLS data. This process resulted in a global error of 3mm. 

section 6.3.5 details some of the tests carried out to validate the CRP results. 

6.3 Results and analysis 

6.3.1 Comments on workflow 

The workflow for each of the methods, including design of the sensing network 

through to communicating measurement data to engineers, is shown in Table 6.2. The 

TS workflow established the geo-reference for the system and was able to co-ordinate 

some half a dozen targets which were essential to both CRP and TLS geo-referencing. 

Without the use of TS both CRP and TLS would only have been capable of 

determining relative movement between epochs as opposed to absolute movement. 

Similarly if TS was used on its own, only a few dozen points could have been recorded 

rather than the complete surface geometry obtainable from either TLS or CRP. 
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Table 6.2: Methodology workflow of TS, TLS and CRP for monitoring purposes 
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Despite having similar data acquisition times on site, CRP required significantly more 

“back office” time to get to the point cloud output due to the number of steps required 

in the workflow. It was also found that in order to process the 201 images 

encompassing the network for one arch required extensive computer processing power 

(a high end PC with 8 processor cores and 64GB RAM). The CRP point cloud output 

is dependent on the local surface texture and the overlapping network of convergent 

images that can be captured across the surface. The major limitation, with current CRP 

technology is that it is a passive sensor with limited capability to texture-less surfaces 

and results cannot be realised and checked in the field since significant post processing 

is required to produce the point cloud model. In contrast TLS is an active sensor 

providing close to real-time output of point cloud and if areas have been missed, they 

can be seen immediately and re-scanned during the same on-site session. 

The skill set required for these survey methods differs. CRP techniques require a 

specialised skill set to capture the image network necessary to produce the optimum 

output through the workflow. Once an accurate point cloud has been acquired and 

registered the data processing workflow for each system is relatively similar and 

commonly used by those working in the engineering surveying industry. The attraction 

of CRP is the relatively low cost and widely available digital camera as a sensor, but 

this is offset by the skills needed to reliably capture the data on site. As mobile 

computing improves, automation of CRP capture may well reduce the required 

operator skills. As TLS can measure from a single station, the data capture process is 

somewhat easier being one of obtaining full coverage rather than the complete multi-

view coverage required by CRP. Despite this, it is a relatively high cost sensor and less 

readily available if bespoke validation tools are required. In contrast, CRP uses low 

cost cameras which are more readily available. 

6.3.2 Manual monitoring results 

Figure 6.7 shows a graph of one of the monitoring prism readings, relative to the 

baseline readings in the Z direction, within the test area of the arches. This monitoring 

information is provided to the engineer via a web-based reporting system that 

highlights change through the use of pre-set trigger threshold alarms. In this study the 

trigger thresholds (see Chapter 2) are defined in terms of settlement where green = 

≤10mm settlement, amber = >10mm and ≤ 15mm, red = > 15mm. The time series of 

the graph shows the monitoring data acquired before, during and after the piling works 
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began. The green arrows indicate epochs at which TLS was carried out. In this case 

the decision made by the engineering team was to increase the monitoring frequency 

and to verify the survey network link to external geo-referenced points whilst 

continuing the plan of work. 

 

Figure 6.7: Graphical monitoring results from prism target RPE0057101- data taken from 

Sol Data Geoscope’s monitoring database 

Table 6.3 shows monitoring data from the two arrays of prisms in the test area (refer 

to Figure 6.5). The data shown in red are the recorded changes shown in Figure 6.7. 

Between the 2 corresponding arrays of prisms, the results show a consistent set of 

movement. Significant change in movement is detected between epochs 1 and 3 (with 

changes of up to 25mm with respect to the first epoch), which then levels off by epoch 

4. The left side of the arch is settling up to -43mm (Z direction), whilst the right side 

of the arch remains relatively stable. The crown of the arch shows a gradual settlement 

reaching 23mm which then stops by epoch 4. The results show discrepancies 

indicating settlement of up to 20mm between the crown and left of the arch. This 

settlement is considered highly significant, being an order of magnitude larger than the 

3mm maximum deflection observed to the right of the arch and when compared to the 

1.3mm maximum co-ordinate standard deviations (1σ) estimated from the survey 

network (see Table 6.1). 
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Table 6.3: Numerical manual monitoring results of arches including change in movement 

between epochs (mm) 

6.3.3 TLS results 

Direct measurement to prisms with TLS is unreliable with the Focus 120 system used 

in this study. However the dense and relatively complete surface information that TLS 

provides allows an area-wide displacement map to be computed. Data from the dense 

deformation displacement map can be used for inter-comparison. Profiles were also 

produced to provide the engineers with a more conventional understanding of the 

observed movement. 

Based on the results from Chapter 4 experiment 4, the deformation displacement maps 

in Figure 6.8 were produced by comparing the meshed surfaces for each epoch to the 

baseline measurement in Geomagic Studio & Qualify 2013. CloudCompare was also 

attempted, however this software (version 2.4) as not able to handle the large volume 

of data incurred by the coverage of the test area. The 3D deviation tool available within 

Geomagic Qualify is able to calculate the deviations as the shortest distance from the 

test object to the reference object. The deformation displacement maps shown are in 

plan-view for each of the epochs compared to Epoch 0. The scale of displacement 

analysed is +0.05m to -0.05m. The colours are representative of the movements 

classed in the original trigger threshold values set for the monitoring of the arches 
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during the deconstruction of the train shed roof (see Section 6.3.2). The grey areas 

highlight where there was insufficient data overlapping between the scans. Each of the 

maps shows a black spot towards the north of the test area, implying a settlement of 

greater than 50mm. After further investigations, this was found to be an anomaly 

where there was a gap in the baseline data due to occlusions caused by lighting fixtures 

on the crown of the arch. 

 

Figure 6.8: Deformation displacement map of a 5 x 12 metres area of local detail between 

epochs 1 and 4 (plan view, deflection in metres) 

6.3.4 TS and TLS analysis 

The colour scaled surface deformation displacement map highlights the settlement of 

the arches. Results agree with the observations from the manual monitoring data. In 

this case the scan data are independent of the TS monitoring survey and provide more 

detail of the surface of the arches. The accuracy of the displacement map is dependent 

on the ICP registration between the epochs calculated in Cyclone version 8.1. In Figure 
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6.8, where data between epochs has been compared in Geomagic Studio 2013, it is 

readily apparent that significant areas of the right hand portion of the arch show typical 

discrepancies of the order of 1mm demonstrating the validity of the registration. The 

surface displacement map is significant for the engineers as it firstly validates the 

manual monitoring results, but also provides more information about the structure for 

the engineer to carry out further analysis. The colours have been selected to highlight 

the various trigger alerts that would be set off if this was developed into a reporting 

system. However, one of the software limitations is that the only way of providing 

numerical information of the deformation is through the coloured scale. 

In order to directly compare results from TLS to the prism monitoring, an attempt to 

extract the discrete information from the surface model in the vicinity of each prism 

was made. The discrepancies between the movement from the manual readings and 

expected readings from the scan data show variations of between 1mm and 20mm 

highlighting the weakness of this method, despite 5mm point spacing of the surface in 

proximity to the prism. An alternative method would be to apply local fitting to the 

TLS data to compare them to the TS dataset. However prism locations have been 

selected by the engineer according to the arch geometry and do not easily support local 

fitting (see Figure 6.9) such as the plane fits used in Section 6.3.5, necessary to ensure 

accurate results. In order to make direct comparisons to the prisms, physical adapters 

to prisms or spheres would need to be attached in the place of each prism. Alternatively 

a common target incorporating a prism and checkerboard could be assigned. 

 

Figure 6.9: Side (left) and perspective (right) view from point cloud of prism (circled in red) 

aligned to springing point of arch 
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Profiles through the arch at each epoch were manually extracted using Microstation 

V8i. The profiles were constructed at approximately the same position as the prism 

arrays. An example is shown in Figure 6.10. Even though the exact location of the 

prisms cannot be identified in the scans, the difference in distance measurements 

provides a way of visualising discrete measurements across the array. In this example, 

the profile shows a set of six discrete deformation measurements that have been 

extracted from the scans compared to the three prism based measurements available. 

Even though the uncertainty between the registered datasets was approximately 7mm, 

it can be seen that the displacements correspond to the prism-based readings shown in 

Table 6.3 in the order of a few millimetres. Given the observed change in this test area, 

the engineer found that being able to choose both profile locations and the number of 

data points to be extracted per profile provided an ideal solution. Some parts of the 

profile have required more “extraction” than others, particularly when analysing the 

effect of unpredicted movement. This allowed the engineers to have flexibility with 

distinguishing where more localised monitoring was required to take place. This is not 

a practical solution for prism based monitoring as, in the simplest case, it could result 

in installing a very large number of prisms which would result in further costs for 

installation, maintenance and the time required on site. Meanwhile this need for an 

“extra” set of measurements would not be required if TLS was applied, as the data 

would contain all this information and could be used on an “as and when needed” 

basis. This then becomes a balance between being able to extract information to the 

level of accuracy required and what exact information the engineer requires to see in 

the reporting. 
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Figure 6.10: Profile of arch from TLS data with movement vector dimensions (deflections 

shown in red) 

Geo-referencing in this particular application is challenging due to narrow sight lines. 

However if it could be improved, the effectiveness and independence from local 

deformation of the TLS would benefit, since ICP and assumptions of stable surfaces 

would no longer be needed.  

To overcome the requirement of needing a TS and TLS system whilst maintaining a 

high accuracy of survey, manufacturers are producing laser scanning total stations 

which have the capabilities of reading prism targets accurately and scanning localised 

surfaces similar to a TLS system, e.g. the Leica MS50 which was used in the laboratory 

testing (see section 4.2.2). Whilst the scanning time is significantly longer with the 

first generation of these devices, these types of instruments are likely to reduce the 

time required when using the TS and TLS system as well as to produce discrete point 

measurements to a target in the arches as well as scan a surface that might require 

further investigation. 

In practical terms local referencing on ICP is likely to remain a requirement since 

strengthening the TS network geometry for accurate geo-referencing in these arches 

would be challenging due to the long and narrow shape and therefore limited lines of 

sight for a network solution (see Figure 6.6). To overcome this, more TS setups would 

be required which, in turn, would introduce more sources of error which would be 

propagated through the survey network. Simulation of possible networks could be used 
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to optimise the solution, but initial estimates suggest that magnitude of these errors 

would be of the same order as the predicted movement levels. 

6.3.5 CRP vs TLS 

A test area within the arches was chosen to compare the processes and outputs from 

CRP and TLS. The workflow, shown in Table 6.2, was used to produce a scaled and 

registered point cloud of the same arch. An example from the CRP output can be seen 

in Figure 6.11 

 

Figure 6.11: CRP point cloud of test area of masonry arches 

Local comparisons between the TLS and CRP point clouds were carried out by looking 

at the individual patches and profiles of each of the datasets. 

Patches of relatively flat areas in the corresponding point clouds were extracted and 

compared. By using least squares estimation, planes were fitted to these patches using 

CloudCompare. As the arches are not perfectly planar, the RMS of the residuals 

following plane fitting are limited to a relative comparison between the two surveying 

methods. These are shown in Table 6.4. 

 

Table 6.4: Results from plane fitting using least squares estimation 
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The RMS of the residuals from the plane fit show the level of noise of those particular 

patches from the two sensors and therefore demonstrates the sensitivity of TLS and 

CRP to detect change. The values for these areas are comparable between the methods 

as well as the laboratory testing (section 4.2.2.3) and show a millimetric level of noise. 

They also agree with the findings from Laefer et al. (2014) where plane fitting to a 

brick surface produced an RMS around the 2mm level. In this case the size of the test 

patch is slightly larger. The exception is Plane 1, where on closer observation a strip 

of wood (Figure 6.12) could be seen attached to the extracted region, this small 3D 

feature with its sharp edges and sharp shadowed edges has been recorded differently 

by the active TLS and the passive CRP system. 

 

Figure 6.12: Image of area used for Plane 1 highlighting wooden object 

Figure 6.13 shows the point cloud used for the “Plane 1” fit using the TLS and CRP 

data. It shows the visibility of the wooden object in both datasets. In this case the 

difference in the magnitude of the residuals highlights the spatial sensitivity of the 

methods to record fine detail, suggesting that the photogrammetric surface is more 

sensitive to this influence. The profile views from both data sets confirms this (lower 

image pair in Figure 6.13). 
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Figure 6.13: Front and side profile view of TLS (left) and CRP (right) point cloud for Plane 

1 

Corresponding profiles of the arch from the CRP and TLS datasets were extracted and 

compared. An example profile is shown in Figure 6.14 where the TLS points (which 

are set as the baseline dataset) are represented in dark blue and CRP in light blue. 

Discrepancies between two systems along the arch are shown. A close-up image of the 

point clouds of the area highlighted in the grey box is shown in the lower image. 
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Figure 6.14: Comparison of arch profile between TLS and CRP data 

As the global registration error for the TLS and CRP data was 3mm (section 6.2.3), 

the profile shows a relatively good fit between the two datasets. This highlights the 

capability of achieving, after post-processing, an accuracy of ±3mm required by the 

engineers. The springing point of the arch shows a very small discrepancy between the 

datasets, i.e. less than 1mm, and corresponding to the boundaries of the ICP 

registration data selection. The level of discrepancy is higher towards the crown of the 

arch reaching up to 6.8mm. A possible reason for this discrepancy is the weakness in 

the photogrammetric image network geometry. Due to the site logistics, it was not 

possible to take images in proximity to the crown compared to the springing points of 

the arch. These discrepancy results suggest that this affected the image geometry and 

subsequently degraded the point cloud output. Therefore further work would be 

required to improve the image network so that sufficient coverage of the crown of the 

arch can be acquired. 

The findings from this chapter have been published in the peer reviewed journal 

Applied Geomatics (Soni et al., 2015).  

6.4 Chapter Summary 

A TLS monitoring survey was applied to a deforming set of brick arches on a live 

construction site without the need of attaching targets to the structure. This provided 

relative movements of the arches independent of the total station (TS) monitoring that 

had been implemented on the site. The outcomes from TLS validated the movements 

of approximately 40mm from the TS monitoring over a series of epochs, with an 
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uncertainty of approximately 7mm based on the ICP registration between the epoch 

scans. 

The movement measured from the TLS data was communicated to the engineers 

through surface displacement maps and 2D CAD profiles of the arches. From the 

engineering point of view the TLS data provided more “complete” information about 

the surface and change in shape compared to the discrete set of points provided by the 

TS, without the need of revisiting the site for further measurements or inspections. 

The baseline point cloud which was used to compare the TLS epoch scan data was 

from a pre-existing topographic survey scan. This highlights the potential of using 

these tools and resources for where movement isn’t anticipated.  

Overall this highlights the “rapid response” capabilities for TLS to a deforming arch, 

especially when targets haven’t been attached. It is a repeatable method of data capture 

which can be easily mobilised. 

Close-range photogrammetry (CRP) was applied to one of the TLS epochs to compare 

the point cloud quality between the datasets. Results showed a comparable level of 

quality, where RMS from plane fitting to corresponding patches of the arch surface 

matched to better than 1mm. A comparison of the profiles of the arch from each of the 

datasets showed that the springing points of the arch corresponded to the 3mm 

registration threshold, whereas the crown of the arch had a discrepancy of nearly 7mm 

with the CRP data. This was due to lack of images in proximity to the crown due to 

limited access on site.  

Whilst TLS can provide a check of the data capture whilst still on site, CRP requires 

significant post-processing and is dependent on the surfaces being passively imaged 

and the geometry of the images captured. TLS systems provide some sort of instrument 

capability/manufacturer’s specification for the user to see if it’s fit for purpose, 

whereas there is no instrument capability information with CRP. 

With regards to TS monitoring, this chapter has shown the importance of pre-analysis 

for network design when investigating the capabilities of an instrument when 

measuring and/or monitoring an arch or tunnel environment, where there are long and 

narrow lines of sight. It allows the user to distinguish between weakness in geometry 

of the network and actual movement. 
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6.5 Opportunities and challenges for Network Rail 

6.5.1 Opportunities 

 A pre-analysis of the network design can be carried out to see if the monitoring 

design is fit for purpose based on the engineer’s monitoring accuracy 

requirements. 

 TLS can be easily adopted without needing target installation when there is 

unpredicted movement and validation of movement is required. If using prism-

based monitoring, more prisms would be required to be installed, costing time 

and money. This type of implementation provides an alternative if there is 

limited access to prisms during construction work. 

 Where it is physically difficult to place prisms for monitoring purposes, TLS 

could be applied. 

 The automation of surface displacement maps and extracting cross-sections is 

currently available in packages such as Geomagic Qualify. This would allow 

sections and displacement deformation maps to be easily created depending on 

areas in which the engineers require further investigation. 

 Another use for this automated point cloud processing tool could be to inter-

compare TLS data between different contractors as a method of assurance. 

 In common with monitoring track, access and skills needed to deploy TLS are 

readily available. A laser scanner is a common survey instrument that is often 

used and easily available on major construction sites, particularly with 

producing topographic surveys and the development of BIM. Therefore, 

similarly to this study, monitoring using TLS could be easily adopted with the 

easy access to the system on site. With respect to training requirements, data 

capture would be similar but further training would be required to carry out 

accurate comparisons between multiple scans. 

 In common with the conclusions from monitoring track in Chapter 5, there is 

potential for a hybrid scanning total station (e.g. Leica MS50) in the monitoring 

industry which allows a combination of techniques to be exploited. For 

example: 

o This type of instrument would allow accurate geo-referencing and 

measurements to prism using the TS whilst having the ability to carry 
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out surface based measurements of patches using TLS on an as and 

when needed basis. 

o The instrument could be used for assurance purposes, particularly 

validating and independently checking co-ordinate grid systems. 

Multiple types of measurements could be made of multiple types of 

targets depending on site access and time of day, e.g. prisms can be 

easily sighted during the day, however when there is difficulty in 

sighting them at night time, a scan could be carried out. 

 With the development of point cloud processing tools such as Point Cloud 

Library, there is potential to automate the TLS solution, particularly for 

accurate point cloud registration. 

6.5.2 Challenges 

 One of the biggest challenges is the ability to co-ordinate the scans onto a site 

grid for a set of arches in order to provide absolute movement values. 

Compared to the track monitoring survey which was in an open space, the short 

and limited line of sights to the edge of the zone of influence made this a 

challenging survey. If the network analysis produces poor results, this will 

result in a low accuracy of point cloud geo-referencing.  

 A current limitation is the accuracy of registering multi-epoch scans together. 

This work has shown a cloud-to-cloud registration approach. In order to 

increase the accuracy of this, a similar method to the track monitoring survey 

applied in Chapter 5 would need to be implemented by having permanent 

reference targets that could be read by both TS and TLs systems. This would 

improve the accuracy of the registration between the scans and therefore the 

integrity of the surface displacement maps and cross-sections. Having 

reference targets that are easily accessible on a construction site is challenging. 

 The quality of the point cloud is dependent on the optical properties of the 

materials being scanned. This particular work shows the effect of scanning a 

brick surface, however the return signal from the scanner will be different for 

surfaces such as concrete or dark materials. 

 Despite CRP producing a similar quality of point cloud as the TLS of the 

masonry surface, the process to produce this point cloud was very time 

consuming and required multiple processing steps for the output due to it being 

a passive sensor. The quality of the output is also very dependent on the image 
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network geometry. Compared to TLS, the application of CRP would require a 

highly specialised person.  
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7 Chapter 7 - Conclusions and further work 

This chapter brings together all the individual chapter summaries into a single set of 

conclusions. Analysis of these outcomes highlight the contributions to knowledge and 

novelty of this work as well as giving suggestions for further work. 

This research was motivated by Network Rail Thameslink Programme (TLP) where 

there were concerns in the effectiveness of the monitoring systems being implemented. 

In particular, there was an uncertainty of the benefit of using glass prisms due to 

multiple problems associated with their implementation and maintenance during the 

lifetime of the project (see Chapter 2). Fundamentally targets are designed to provide 

highly accurate and clearly identifiable features that permit measurement of the 

structure they are attached to. However compared to direct surface measurement, they 

are an indirect physical fixture which can give spurious readings if moved or knocked. 

This study investigated the potential of non-contact monitoring solutions such as 

terrestrial laser scanning (TLS) and close-range photogrammetry (CRP) technologies 

which support both target and surface measurement capabilities. The thesis 

investigates the performance of engineering surveying instrumentation for measuring 

to targets in comparison to the performance of TLS and CRP when measuring to 

surfaces, with the aim of detecting deformation both within laboratory and live site 

environments.  

7.1  Contributions to knowledge 

With regards to engineering surveying equipment such as total stations and terrestrial 

laser scanners, manufacturer’s specifications are broadly achievable. This can be seen 

in Chapter 4 where experiments demonstrated that instrument capabilities evaluated in 

a laboratory can then be applied on site. It is also as evidenced by Chapter 5 & Chapter 

6, for measuring points and surfaces in order to detect change at millimetric levels. 

When measuring to a network of points, repeated measurements to targets in a network 

can be analysed using well-established network design, adjustment and analysis 

procedures. From an academic standpoint, this is accepted practice, however there is 

very little evidence of any of these procedures in practice at Network Rail on the 

Thameslink Programme. An overview of these procedures is provided in Chapter 3 in 

the context of a multi-instrument setup. It is important for these steps to be applied to 

observations, particularly for deformation monitoring networks, where the use of 
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redundant measurements provides an additional level of security in making decisions 

concerning the significance of any observed changes.  

Chapter 4 provided an example of using network design to compare the expected 

performance of an instrument against practical observations. This demonstrated a 

method of checking whether instrument performance is within manufacturer’s 

specifications. It also allowed instrument errors to be detected and error sources 

identified, irrespective of the instrument’s calibration history. This reiterated the 

importance of network analysis, but also highlighted the effect of instrumentation error 

on a deformation network, where a systematic error in the instrument could be 

misconstrued as deformation. The method of determining performance of this 

instrumentation was developed by drawing upon established metrology standards, 

such as determining length error, and using a laser tracker along with nests that allowed 

measurements of different target types to provide a gold standard baseline. This work 

is being submitted as a full paper to the Survey Review journal. Further work would 

allow this procedure to be developed for checking instrumentation for “wear and tear” 

on site during the monitoring measurement process, particularly for instruments 

carrying out continuous automatic monitoring. This could be applied by placing 

reference prisms within stable areas across the network and repeatedly measuring them 

before, during and after a set of monitoring readings. Such a procedure would allow 

Network Rail to mandate instrument testing either within the monitoring contract 

during the tender process or within the monitoring specification document, which 

would allow monitoring system assurance at the individual instrument level whilst 

performing continuous monitoring 24 hours a day, 7 days a week. 

The network design procedure is well established when predicting the performance of 

instruments observing to a set of targets or points. However design procedures are not 

as well established when measuring to different surfaces using optical non-contact 

techniques such as TLS. Even though networks are inherent in CRP, the black box 

processes currently in use do not have a comparable simulation option. Measurement 

performance when applying these techniques to a given surface must currently be 

determined experimentally in order to gain an understanding of the surface reflectivity 

and local geometry of the surfaces. This study used test objects in the laboratory to 

determine the performance of TLS and CRP when measuring to a particular surface 

type, to determine if these solutions fulfilled the engineering requirements. The test 
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surfaces, in this case railway track and masonry brick, were selected to closely match 

the ones found on the London Bridge Redevelopment Project site to allow validation 

of the laboratory testing whilst having to take into account typical construction site 

restrictions, for example limited lines of sight to the surface due to safety access and 

vehicles occluding it, as well as restricted working hours. 

Plane fitting can be applied to the web of the rail to determine the noise levels from 

TLS and CRP when measuring to the planar surface. A sub-millimetre level of fit of 

0.6mm could be achieved in the laboratory using the Leica HDS7000 laser scanner 

(Chapter 4, experiment 3). This was validated by achieving the same level of fit of 

0.6mm from the same scanner model on a track monitoring site (Chapter 5). 

Agreement between data sets was excellent despite the restrictions with respect to the 

oblique line of sight to the track surface from platform level and longer instrument 

stand-off distance (approximately 15 metres), as well as time availability when 

working within vicinity of track. 

A brick surface can be captured through TLS and CRP and modelled by applying plane 

fitting in the laboratory with an RMS of approximately 2mm (Chapter 4, experiment 

4). These match the noise levels achieved in the laboratory by Laefer et al. (2014) 

when applying plane fitting to detect cracks on a masonry brick surface using TLS. 

The same level of plane fitting could be achieved on a very active construction site 

(Chapter 6) where there were restrictions in terms of gaining access to the site as well 

as lines of sight available to the surface due to large plant vehicles and piling 

equipment constantly moving.  

The validation of the laboratory tests allowed a TLS monitoring survey to be applied 

to both of these sites, independent of the prism based monitoring (implemented by the 

monitoring contractors), to achieve fit for purpose solutions. Chapter 5 discussed how 

direct measurement of track surfaces using TLS can be used to calculate engineering 

parameters including track cant and twist. The method shows the flexibility of the TLS 

method to extract particular profiles from point cloud data which might be delivered 

live from an instrument, or be extracted from archival data. Due to the larger scale of 

the test area compared to the laboratory, the method relies upon targeting for point 

cloud registration where an RMS of 1mm was achieved.  

A novel methodology for applying rail fitting in order to extract parameters was 

developed in this thesis. The overall results show that track cant and twist results from 
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TLS are within 1mm of those recorded by prisms attached to the sleeper of the track. 

Whilst comparative data was limited to a short sequence of prism data, these results 

not only show an agreement with the current monitoring system, but also illustrate that 

the same track geometry parameters can be achieved by measuring directly to the rail 

without needing to apply an off-set correction (see Chapter 5) or making the 

assumption that the sleeper and track move together. The methodology and 

development of this novel rail fitting process has been published in the ISPRS 

Archives, Commission V, Working Group 4, 2014 as well as the proceedings from FIG 

Working Week 2015, Commission 6 which are both peer-reviewed conference papers.  

The novel technique for rail fitting developed in Chapter 5 is capable of complete 

automation: 

i. By using the minimum railway curvature radius computation to determine 

the longest length of straight track, plane fitting can be reliably applied to 

detect the web of the track.  

ii. Using the design rail geometry the remainder of the track could be extracted 

too, which would then be used to apply a rail fitting procedure.  

iii. Based on the design rail model, an automatic filtering technique could also 

be applied to remove the head of the rail recorded by TLS, which shows 

inaccuracies and affects the rail fitting process due to the interaction 

between the laser and the shiny surface 

iv. Whilst applying the plane fitting technique to the web, automatic detection 

and removal of artefacts could be applied using the known levels of an 

“optimum” fit as well as plotting the residuals in a histogram.  

A comparison between the track parameters extracted from the continuous prism 

monitoring and the TLS survey was carried out over an area of track required to be 

monitored by a contractor over the duration of this study. Out of the four TLS epochs 

it was established that prism based data was only available for one of these epochs. 

This was due to poor planning of the lines of sight of the total station available to the 

reference prisms during the construction work taking place within the vicinity of the 

track. This not only shows poor network design and contingency planning from the 

monitoring contractor, but also highlights the lack of prism monitoring data over this 

period against a Network Rail requirement. The poor reliability of the prism 

monitoring data limited the comparison results of the TLS extraction method in this 
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study. It did, however, provide an archive of scanned track data that could be used for 

monitoring, where there was a lack of prism monitoring data.   

Chapter 6 described a method of implementing a TLS survey on a deforming set of 

brick arches. Prior laboratory tests concluded that plane fitting was limiting the 

precision of the detection of deformation to around 2mm. However, comparing surface 

meshes between epochs allowed sub-millimetre levels of accuracy and precision to be 

achieved as well as reducing the level of noise in the data. Global registration between 

the TLS epochs was restricted due to the lack of a stable reference network outside the 

zone of influence for this site. This is a significant issue for industry practice for 

surveying and monitoring long and narrow structures such as arches and tunnels. This 

restriction led to calculating relative movements between TLS epochs, expressed on a 

site grid, to be measured with an average uncertainty of 7mm based on the ICP 

registration. Despite this uncertainty, the TLS study resulted in validation of the 

relative movement detected by the prism-based monitoring through the extraction of 

2D arch profiles in CAD, as well as 3D deformation displacement maps between the 

TLS epochs to the millimetre level. This provided engineers with a better visual 

understanding of the deformation of the brick arches where a full 3D data set provided 

more “complete” information about the surface changes, particularly regarding the 

springing points and crown of the arches, compared to the discrete set of points 

provided by the prism-based monitoring. The process of comparing these different 

engineering surveying methods for monitoring the arches is published in the journal 

of Applied Geomatics, Volume 7, Issue 2, 2015. 

The method of using the as-built TLS scan of the arches as the baseline epoch in 

Chapter 6 highlighted the value of having an archive of data that can be reassessed 

later if needed, particularly where unexpected movement occurs. For example if the 

type of movement in the arches changed, e.g. the engineers suspected some level of 

twist as well as settlement, variations in the TLS scan could be investigated. Therefore 

having a plethora of epoch measurements of the surface would allow a better 

understanding of the trend of the movement. In theory, prism monitoring allows this 

through continuous monitoring which would result in discrete measurements to a 

prism 24 hours a day, 7 days a week. However in this study TLS and CRP surveys 

were carried out at discrete and irregular intervals. This could be resolved by 

combining discrete and continuous surface measurement techniques to allow 
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“redundant” archive data at different intervals. One possibility of obtaining discrete 

points and continuous surface information simultaneously could include using the 

recently introduced combined scanning total station. Further work would require 

investigation of the capability and robustness of TLS, CRP and hybrid instrumentation 

(e.g. Leica MS50) as a method of continuous monitoring.  

7.2  Further work 

The majority of further work from this thesis concerns with transitioning the ideas and 

experimental outcomes from the thesis into industry. However there are key pieces of 

academic work which are also needed to understand some of the fundamental 

limitations of point based surface based measurements more comprehensively. These 

stem from biases in the instrument data and limitations in point cloud registration tools 

using vendor software: 

1. Tests from measuring the track surface with TLS through plane fitting in the 

laboratory and applying rail fitting in Chapter 5 showed the presence of a 

systematic bias when plotting the residuals. A similar finding of a systematic 

bias with the same model of laser scanner was found by Al-Manasir and Lichti 

(2015). Therefore further work would be required to test measurements to a 

broader range of surfaces typical in a railway monitoring environment to 

understand the presence of this error in this system as well as any other TLS 

systems. For example measuring surfaces such as steel, concrete as well as 

rusty surfaces would allow a “library” of optical properties for these surfaces 

to be produced. This would allow a prediction of the performance of optical 

non-contact techniques when measuring to these surfaces, improving the 

design/simulation process for applying TLS. Understanding of the BRDF (bi-

directional reflectance distribution function) of a surface and its influence on 

non-contact optical performance would be a key issue for further work.  

2. Point cloud registration using vendor software was a limiting factor when 

carrying out the site tests in this study. The registration tools provided by 

vendors are very much a “black box” where the output of quality measures of 

the process is very limited, e.g. Leica Cyclone reports an RMS of the 

registration. Even with a very accurate total station survey to co-ordinate target 

positions in Chapter 5, the best registration RMS using the Cyclone was 1mm. 

The residuals of this registration are not provided in this or similar vendor 
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packages. For this thesis point cloud registration affects the quality of the rail 

fitting procedure as well as the uncertainty of applying inter-epoch registration 

in the arches. If the residuals of the registration were provided, similarly to the 

track artefact removal process through plane fitting, the areas where large 

residuals (e.g. due to noise) are present could be eliminated in order to optimise 

the quality of the registration to a sub-millimetre level. A registration process 

that provides residuals of the registration could be developed using the Point 

Cloud Library, for example, which allows a more “open access” approach to 

the quality measures to gain a better understanding of the point cloud. 

3. Along with a bespoke registration tool, better point cloud understanding would 

aid with comparing each TLS epoch of the arches that was presented in Chapter 

6. In this case the unstable areas were manually omitted from the inter-epoch 

registration when analysing deformation. Further work on global and local 

congruency testing from the least squares fitting outputs, described in Chapter 

3, and could be applied to a point cloud where points perceived as unstable are 

automatically removed before inter-epoch registration is applied.  

Having dealt with academic refinements based on the physics and data processing of 

the technology, the remainder of the suggested further work is exclusively related to 

the rail industry situation: 

4. Based on the interviews carried out on key figures in the monitoring industry 

(Chapter 2) further work is required on understanding the engineer’s 

requirements from monitoring data. It is often the case that geotechnical 

engineers determine accuracy of the monitoring system based on the 

instrument’s capabilities and often default onto prism based methods as it is 

well-known. However by fully understanding the information that is essential 

to them: the patterns they are looking for, whether this information is required 

in 1, 2 or 3D, as well as the accuracy that they require could then be used to 

determine collaboratively between the engineer, surveyor and monitoring 

specialist what instrumentation is suitable for that specific site. This type of 

information could then be used to build up a portfolio of the movement 

detection requirements and recommendations of the instrumentation, leading 

to a best practice guide.  

5. Access to Network Rail sites to carry out site testing was the largest barrier to 

this study. The lab work was able to provide an indication of the performance 
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of the instrumentation when measuring to a network of points and surfaces 

typical to a railway environment. However the laboratory cannot replicate the 

large scale test measurements required in reality. In general there are strict 

regulations with respect to site access and safety which affects the logistics of 

designing tests. Therefore a dedicated test site that is free from these 

restrictions would allow testing the capability of current monitoring 

technology. Instrumentation testing could allow inter-comparison between 

different systems, for example discrete and continuous point measurements. It 

would also allow a place for different contractors to test their instrumentation 

before and during their implementation for monitoring. The next stage of this 

study would be to test the capability and robustness of TLS and CRP for 

carrying out continuous monitoring of structures such as track and tunnels, i.e. 

24/7 monitoring, which current prism based monitoring allows. The tests 

would need to consider the method of remotely communicating the surface 

information, processes required for analysing the point clouds, handling the 

large data volumes and reporting this information to the engineer/stakeholder 

within a timely manner to establish if it was fit for purpose. The test site would 

provide a realistic environment to allow all of these to be investigated. 

Ultimately this test site could be a competency test against emerging 

monitoring technology. 

6. Further testing on different types of track (i.e. different design models) would 

allow the rail fitting method to be adopted to different rail types in the UK. The 

test site described above would allow testing of the typical conditions present 

with respect to track visibility, e.g. on sections of track where a TLS system 

cannot be mounted on an adjacent platform, which could be used to compare 

track parameters achievable at different quality levels between static TLS, 

kinematic TLS e.g. through trolley-based systems, as well as a train inspection 

car and the potential of continuous monitoring of localised areas of track using 

a scanning total station, e.g. Leica MS50. This would provide a best practice 

for determining track parameters depending on the type of track and its 

surrounding environment. 

7. A full cost benefit analysis of the newer technologies for monitoring, such as 

TLS and CRP, compared to the traditional prism based methods needs to be 

carried out and the project lifetime costs of the instrumentation must be 
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addressed. For example, the thesis has shown TLS can achieve similar levels 

of accuracy compared to prism based monitoring when measuring surfaces of 

a structure or object. By removing the need for targets using these technologies, 

the huge cost and safety implications associated with installing and 

maintaining prisms can be removed. On the other hand the current cost of TLS 

instrumentation is higher than a total station and the number of instruments 

required may not be the same.  

It is also important to include other factors which affect the cost benefit of 

monitoring. For example, during the study the issue of a false alarm (i.e. prism 

deliberately moved during maintenance) almost caused the stopping of the 

Eastbound Jubilee Line services. If stopped, the costs for partial line closure 

were estimated at £3million. Movement impacts on some structures can also 

have huge consequential costs. At London Bridge Station a movement which 

caused one London Underground escalator to go out of service. If movement 

caused the stopping of two escalators the entire station would be closed at rush 

hour and the penalty cost would be £½million per day. The fine for closing a 

station would cost £20K/minute. 

Therefore the following provides an example of factors that should be 

considered for a cost benefit analysis: 
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9 Appendices 

Appendix A - Instrumentation specifications 

The following tables provide a summary of the manufacturer specifications of the 

instrumentation used in this study: total stations, laser trackers, time-of-flight and 

phase based laser scanners.  
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The following provides a typical specification of a TLS system provided by the 

manufacturer, which includes the performance of range noise based on the surface 

type being scanned. 

 

The camera system used for close-range photogrammetry in the laboratory and site 

testing was the Nikon D3200, with a 16mm fish-eye lens. Full specifications of the 

camera system can be found at: http://imaging.nikon.com/lineup/dslr/d3200/spec.htm 

http://imaging.nikon.com/lineup/dslr/d3200/spec.htm
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Appendix B - Notes from railway industry monitoring interviews 

In order to gain perspective of the monitoring issues observed on the TLP during the 

early stages of this research project, specialists within the railway industry across the 

UK were approached and asked if they would be willing to contribute to the study 

through an interview. Interviewees were selected to ensure that there was feedback 

from all parties involved in the monitoring implementation supply chain (see 

organogram in Figure 2.4). When inviting them to participate, they were asked to think 

of monitoring related issues they had experienced on current and/or previous projects. 

They were also informed that this research project would be looking at exploring the 

potential of newer “non-contact” technologies such as laser scanning and 

photogrammetry as a monitoring solution. 

All interviewees were asked two questions: “what do you see as the main issues with 

regards to monitoring in the railway industry in the UK?” and “what are your thoughts 

on using newer technologies, such as laser scanning or photogrammetry, for 

monitoring railway infrastructure?”. Handwritten notes of all the issues raised as well 

as their feedback of implementing newer technologies were made during the 

interviews.  

After all the interviews had taken place, it could be seen that there were some common 

themes with regards to monitoring issues, for example lack of monitoring standards, 

cost, and lack of development of new technology and so on. The interview notes were 

then categorised according to these themes, which is summarised in Table 2.2. The 

following provides notes from interviews with five key specialists within the 

monitoring industry, with common themes underlined. These interviews and presence 

of common themes allowed a monitoring industry context to be provided to TLP, as 

well as for this thesis. This can be found in section 2.4.  

1. Interview with survey manager at London Underground Bond Street Station 

Upgrade (LUL) 

Lack of Monitoring Standards and approaches to specification or sense checks for approval of 

specs 

There needs to be a standard. The BTS is a guide and not a specification. Need it to be more 

detailed. You sometimes get over specification from the designers. 

LU/CR/NR/tunnels in general – higher level projects – same for HS2 and CR2. In particular 

LUL and NR need to have a standard.  

There is a risk that CR2 monitoring may result in some sort of overkill. Do we need to keep a 

hold of this and check the monitoring specification? 
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Manual monitoring done in-house and automatic monitoring done by SolData. 

Definition of Predicted Movement 

You get a good idea from the tender on the expected movements. As the design is updated, the 

movement levels are updated. This DEFINES monitoring. As the design is developed it makes 

the scope of the monitoring better or worse.  

Problems with defining the trigger levels – having to meet with the designers for specific works 

and levels of movement and updates etc. 

In this particular LUL office Costain Laing O’Rourke Halcrow/Atkins – have them in the same 

office and are accessible. 

There was an interim report which informs the designers of what happened with monitoring 

up until that point. Designers can then validate this movement and sometimes gives flexibility 

when looking forward (on the trigger levels etc). 

Access to Railway Infrastructure for Monitoring 

Working with LU requires more paperwork and requires you to be on top of it. Have to 

programme paperwork into the routine. It’s all in their benefit and you can’t stop the works if 

monitoring isn’t ready so just get it done.  

Development/Transfer of new technology and process developments to Railway Infrastructure 

– incentive 

Fibre optics are cheap. 

Processing is the expensive bit – data loggers. 

Need to have the money for experimenting in parallel – probably doesn’t exist at LU 

You have to convince the PM to have multiple systems running for monitoring.  

What would the longevity be? Does it last the project? Would need a dummy project in an 

ideal world. Not to mention the space, installation and maintenance of the system. 

However using TLS for condition surveys. Positional condition survey. 

If using Amberg Trolley – need access and scanning equipment. Would need someone to do 

additional monitoring. Not possible to scan in a day at LU (if daily monitoring required). 

West coast mainline – Amberg trolley was used for gauging surveys. Processing and analysing 

costs and equipment costs. 1 day on site scanning = 2 days processing. 

Predicted System performance and setup 

Knowing the limitations of the system. ±2mm with current system. Doubling on prisms to 

improve the accuracies etc – worth it in the long run in terms of cost. 

In terms of setup of system – naming is standardised at CR ---- goes into having a monitoring 

standard (question 1). Need to set this from the beginning. They have the AGS format. This 

should be formalised with the EPP and alarm system. 

Needs to be flexible. 

Installation and Maintenance of Target Based Monitoring Systems 

TM30s are being calibrated once a year to prevent further repair costs. 

Always a communications problem with the data boxes and need to get access to logger boxes 

to reboot them roughly once a week. They use dial-up connection and sometimes in the tunnels 
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can cause delays and a jam in the network for the instruments. For tunnelling, monitoring is 

crucial and can’t be having unreliable systems. 

Currently using Geoscope which allows to switch limits on and off for movement and 

timescale can be changed. Currently restricted to the vertical movement but quite happy with 

it. 

Temperature + movement has a massive link and only learn this from baseline monitoring = 

+/- 3mm 

Data handling and reporting systems – presentation intelligence, timeliness and analysis 

3D modelling from planning and BIM with monitoring = FUTURE ideas 

At Crossrail they tend to meet with the contractors and look at each individual graph. At 

this site they don’t go in with graphs unless there is a need to. All analysis is done in-

house by the engineers and allows SolData to work with them to continually improve the 

system. 

Cost vs benefit 

CR monitoring is costing £100million. 

All the stakeholders have to invest in monitoring. Designers need to work with Commercial 

team have to have money in the pot just in case there are complaints or repairs that need to be 

done and to cover risk generally. 

Generally most buildings can take 20mm settlement. The main thing is to keep the clients 

happy. A condition survey could be done to prove the state of the building and how much it 

could potentially take in terms of movement.  

If a building is going to move, it’s mitigating the risk. Will it still moving if he carry on with 

the works? Can the area be cleared? 

For the future they would hope that they would use the lessons learnt from Crossrail for HS2. 

Keeping the requirements realistic and what need/don’t need. Have a compromise on reporting 

and having templates for different situations. 

Looking back the JLE construction, there was hardly any automatic monitoring and very few 

prisms for manual monitoring. Mainly done through manual precise levelling. 

 

2. Interview with geotechnical engineer (ground and structural monitoring expert) at 

Crossrail 

Monitoring standards 

At Crossrail there is a fairly consistent approach with monitoring. 

There are Crossrail design standards (based on and incorporating Crossrail, NR and LUL 

standards). This is a rigid process for assessing impact. This is based on lessons learnt on 

previous experiences of projects at similar levels (C122 – Arup) 

Designers are required to produce the expected predicted movement according to the 

framework design consultant (???)  

When assessing the impact looking at surface, utilities and structures and the potential damage 

taking a very conservative approach. The most intensive analysis is then carried out to 

eliminate anything where possible.  

Then look at the most impacted assets and work towards least impacted. Asses the trigger 

levels for the allowable movement. Produce RAG levels and B (emergency response). 
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Assessment for monitoring is carried out = minimum requirement. Typically involving 

levelling points or ATR monitoring. Contractors must follow these minimum requirements 

and can implement additional stuff if they wish.  

There may be additional requirements for land owners – e.g. NR/LUL require cant calcs which 

have to be accounted for. 

Data handling and reporting 

Generally there is no problem with the instrument reading: can interpret the data through data 

analysis and visualisations. The problem is the size of the Crossrail project.  

UCIMS was setup by the AGS (Association Geotechnical Specialists with the intention of 

having an industry standard so that multiple contractors can submit monitoring data error free 

(issues with CSV and ASCII format). Therefore it gives central contractors a way of defining 

what is to be done and then contractors must abide by it. 

Crossrail have some initiatives for Instrumentation and Monitoring: 

1) Cut down on instruments and carry out less monitoring. Having a focused person on 

data management 

2) Lessons learnt when moving forward – better instrumentation etc. 

3) 3rd party asset monitoring – verification of manual monitoring during engineering 

hours. 

4) Covering areas already by current instruments setup for other reasons – overlap! Just 

overcoming the logistical problems as notice needs to be given for installation. 

Newer technologies 

Work shopping to carry out blue sky thinking – Quantum Black – data management company 

that help Formula 1 with real-time data reading. 

The potential of output of data from non-contact monitoring: 

?surface changes 

?contour changes  

Currently trialling at Liverpool Street with TLS with Cambridge Uni 

Photogrammetry (potentially automatic?) is being trialled by Keith Bowers at LUL 

Procurement 

Procurement with the Civils for carrying out the work. This is dependent on the scale of the 

project, but the monitoring does tend to get tied up in this part of the process independent of 

which asset it is. This is because the contracts are weak and requires somebody to enforce it – 

but this would require financial backing. Need tighter monitoring specifications and getting 

contractors to deliver and not getting their money until it’s done!At the tender level there needs 

to be more rationalising. There needs to be allowances and awareness for common sense! 

On a big project you have (for example) 3 contractors working over 3 phases; they will use 3 

different types of systems. Therefore need an overall contractor to oversee everything. 

Reporting system (continued from above) 

UCIM doesn’t work (yet)! Ideally/in reality it needs to: 

• Be a centralised system for ALL monitoring 

• Allow for multiple users login simultaneously 

• Be able to see what triggers have gone off overnight 

• Be more incorporated into the GIS centralised database system using the 3D 

graphics (CAD) and monitoring system is incorporated into existing features + design 
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models. Also useful to see where construction work currently taking place in relation to 

the monitoring results. 

There are issues with data feeding – really require something more off the shelf. It was trialled 

for the project but wasn’t developed enough. 

3. Interview with survey assurance manager at Crossrail project 

Technical Data Manager (surveyor) at Crossrail (now retired).  

Trialled a system for the TLS + monitoring with Steve Ramsey – which failed on accuracy 

requirements and repeating scans. 

Very keen to have a system with GIS integration with monitoring – believes the technology is 

there. Improve the way in which engineers handling (the raw survey data) to get the triggers – 

having a global visualisation of monitoring data. For example a prism movement on one side 

of a building relative to a boring machine location and movements (for example). Like a live 

system. 

Wants to bridge the gap between surveyors and engineers. This will only work if there is an 

established worked example. 

Predicted Movement 

For Jubilee Line extension Mike Black (engineer) wrote a comprehensive report on predicted 

movement expected. Same engineer on the Crossrail Project. There is a standard way for 

predicting movement when digging a hole…etc etc…for particular situations.  

Lack of standards.. 

Need to remember what is important for railway standards in order for trains to run. Can 

we just run a trolley through the track at certain epochs? 

..and specifications 

Engineers are always designing the spec and always have a geotechnical bias. When money is 

awarded to a large scale project (such as Crossrail) there is a commitment/obligation made in 

parliament to have monitoring well established in a project. 

Data Collection & Reporting 

There is a gap here with the technology available and what is actually being presented. Ideally 

the engineers can see visually in 3D what is happening to a structure. There is a possibility of 

incorporating GIS into monitoring. However the engineers don’t know or want this necessarily 

– so convincing them that there is a better way is key. 

Cost 

The problem is that when funding is allocated to monitoring for a large project, the budget is 

quite big (see before) so they just use the budget as it is there anyway. The monitoring budget 

goes straight to the construction contractors. This is the main problem with the money – it is 

spent “willy nilly” 

Recommendations for improvements: 

Specifications – needs to be tightened up and who is writing it. Should be collaborative 

between surveyor and engineer 

Data Display and Visualisations – getting the surveyor to do something innovate and produce 

3D models with little extra cost. 

Has provided the CR monitoring specification (or an earlier draft version) for reviewing 

purposes only. 
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4. Interview with associate geotechnical engineer (produced the advanced works 

monitoring specification at London Bridge Station) 

Lack of monitoring standards 

NR + LUL always asking for more. 

Other clients include Thames Water and BT 

Process is planning – money assigned – site investigations – ground movement assessment – 

this is for 3rd parties and confirm with them. 

It is important to have continuation between these processes. BT have a structural protection 

team. LUL have a smaller group. Network Rail has a much larger team which does change 

and makes it harder for continuation. Thames Water – able to build relationship up. 

No standards or knowledge for movement on Shard escalators. Cost of up to 1 million pounds 

per escalator if was closed. Used electro-levels due to the tolerances required (and TS). No 

differential movement and no known global movement. Useful for lessons learnt.  

NR assets. Arches – targets at crown and springing points from lessons learnt. Track – ATS – 

real time and tiltmeters for global movement. 

3rd party of NR – dealing with these is harder than the actual client. 

Access to Railway Infrastructure for Monitoring 

ACCESS IS AN ISSUE 

NR –clean targets every 4-6 weeks which can be a logistical nightmare 

LUL – fine with access 

BT – can be difficult 

Data handling and reporting systems  

It is a problem when the consultant is specifying the type of system required. 

Should know from the beginning to ensure get what you want – essentially comes from a good 

specification.  

If want 3D visualisations from data through online reporting system – DoE should know where 

they are.  

In terms of analysis the specification should budget for maintenance through a PM in the office 

and on site. They should be the one developing it throughout the project (i.e. someone being 

paid for continuous maintenance). 

Newer technologies doing differential movement calcs and strain damage. Total station 

producing X,Y,Z co-ordinate. Strain damage and calcs not always helpful for client. Moving 

away from global movement.  

The potential of new technologies is good but who will pay for it? The main thing that the 

engineer is interested in is whether it can be displayed and interpreted by the engineers easily. 
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Example 3rd party monitoring – reduce scope. This can be hard. Engineer would claim to why 

this needs to be done when there is an increased risk if something were to happen. It is just a 

cost that you need to allow for. 

Lead-time and baseline monitoring length is usually due to costs available (but not always). 

Baseline monitoring allows correlating movements with temperatures and redundant data 

confirms this. If something moves – then aware of the temperature environments. Then this 

changes the thresholds originally set in the monitoring specification.   

As long as keep communication and can justify baseline measurements. 

For Shard monitoring never went over amber threshold. Not sure what arches can tolerate. Use 

a generic chart for structural movement and predictions – not arches! 

Newer technologies – main concerns 

How accurate is it?  

Does it show co-ordinate change? 

Could be easier for costing. 

Need to know which clients would be open to it and which assets it could be applicable to. In 

the spec want to see what asset could be used for this measurement? Also need to say what 

want in terms of output and the frequency required. 

Accuracy values are right in the specification. It is up to the monitoring contractor to say if 

alternative methods possible. Also up to them to say if a target is not being seen. Assuming 

the quality and assurance is being done by them (and should tell the engineer if otherwise). 

This is usually stated in the monitoring specification. 

Need to be careful when asking for more than the original spec. Contractors would want more 

money.  

Inclinometers- lack of sight with surveying it. Maybe need a generic checklist for a 

specification? That would be a good spec! 

 

5. Interview with monitoring specialist contractors 

Lack of Monitoring Standards 

10 year old specifications - tend not to have anything recent.  

What kind of accuracy? Wireless? Dynamic measurement? DO NOT EXIST.  

Depends on the simplicity of the job – only sometimes necessary 

Definition of Predicted Movement 

Action Protocol. Track – standard. 

Unserviceable – all service ability driven functions. The way around that? What has happened 

before? What is the noise? Look at previous events? Basing on historic events and looking 

forward.  

However for a station for re-build. 1 limit is handy. Looking at serviceability limit for a grown 

of an arch. Reverse engineer the limits based on the monitoring system. Think about 

Blackfriars and strain gauges gave a predicted movement – didn’t think about tide gauges and 

temperature sensor. 
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PTS and line blockages. Datum has invested people to have these skills to reduce these costs. 

Cutting down time on site. Plug in instead of stripping cables. Checking equipment   

Development new technology  

Commercial drive to make a living. Being helpful. Looking at the long term benefits. Doing a 

good job. And motivated 

Predicted System performance and setup/Standards 

From the specification you (referring to Network Rail) have a 1mm accuracy specification – 

not possible on track. Then architects and designers to question why 1mm? Going back to the 

standards? 

Access to railway infrastructure Installation and Maintenance of Target Based Monitoring 

Systems 

Using prisms to measure twist and cant – not the right thing. Not being implemented the right 

way. 

Data handling and reporting systems – presentation intelligence, timeliness, analysis 

Datum has a solution to that – the hub and server developments! In house system that is 

bespoke and customer relevant.  

Cost 

If it is 5x more expensive to fix it then repair it. Buying time for monitoring it. Manual 

monitoring is the most expensive. Encourage people to be innovation. False selling from 

monitoring contractors. This stuff is too specialist but also requires you to have generalist 

skills. Need a reasonably good surveyor, civil engineer, logistics co-ordinator and method of 

communicating. Collaboratively decide which sensor to use? How to fix it? How to read it? 

Sounds a lot of money. Associate expense with what you’re doing. Keeping it open on line 

speed. Asset value (and replacement value). Operating value (driven by line speed).  NR start 

racking up the cost for delays and don’t think about it practically. 

Emphasis of importance of the monitoring will change. Is this a contract issue? Because it isn’t 

open ended? To some extent? But at the end of the day it is required to be monitored. But then 

how do you ask a contractor to cost something up like that? South Hampstead project with 

100mm movement…never would have thought it would have happened to that? 

Non-contact feature monitoring – 

Built-in measurement points or systems 

Demand for cloud scanning monitoring bit. Not a real-time system. 

Communications – relying on internet and GPRS. Underground – local wi-fi to bounce off 

until somewhere you can get signal. Best way of comms. 

Power – only have battery power. Power budget. Got to operate to the power budget. Thinking 

about frequency of the work depending on the . Reliable piece of kit. Show a previous case 

study and figure out the lessons learnt.  If the provision of power could be introduced by NR 

– there would be an increased number of sensors available. 
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