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Abstract

This work describes experiments conducted to achieve a stimulated Raman pumping (SRP)

scheme for the state-selective detection of decelerated H2 molecules from a molecular beam.

An optical Stark deceleration technique is proposed consisting of trapping H2 molecules in op-

tical lattices. To achieve SRP, two separate experiments were carried out: a (2 + 1) resonance

enhanced multiphoton ionization (REMPI) scheme and a coherent anti-Stokes Raman spec-

troscopy (CARS) scheme. The (2+1) REMPI experiment was conducted in a non-equilibrium

DC glow discharge where ro-vibrationally excited H2 molecules at v = 1 are produced. We

successfully measure the H2 (2 + 1) REMPI spectra at v = 1 vibrational state in this non-

equilibrium discharge. In a separate CARS experiment, in which one of the lattice beams is

used as a Stokes beam, we verify the pump laser wavelength for the SRP scheme. The out-

come of both CARS and REMPI experiments shows good verification of the pump and probe

wavelengths respectively. Furthermore, radial temperature measurements for H2 molecules are

conducted in the non-equilibrium DC glow discharge using the (2+ 1) REMPI process. In this

experiment, radial vibrational temperature of hydrogen molecules is measured to be over thou-

sands of Kelvin for the first time. The rotational and translational temperatures are determined

to be hundreds of Kelvin in these measurements as well.
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Chapter 1

Introduction

1.1 Motivation

The control of the translational motion of atoms, molecules and ions [1, 2], through the use

of electric, magnetic [3, 4] or optical [5, 6] fields and mechanical means such as a rotating

nozzle [7, 8], is an active area of research. Such control allows the creation of highly mono-

energetic beams of atoms and molecules with low energy for applications involving collisional

and reactive scattering experiments [9, 10], atomic nano-fabrication [11, 12] and atomic optics

[13]. In the case of molecules, deceleration from a high-speed molecular beam would achieve

such control. Such a deceleration of molecular beams would provide a tool for studying ul-

tracold chemistry, long-range atomic and molecular interactions [14], and tunnelling and reso-

nance phenomena, which are usually disguised by the wide energy spread of typical molecular

beams [2, 15, 16]. Chemical reactions are governed by both the internal state and the transla-

tional energy of the active species. Although considerable work has gone into using the optical

phase and intensity of laser fields to manipulate internal motion [14, 17], no common optical

techniques for controlling molecules’ translational motion over a wide range have been demon-
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strated. Optical Stark deceleration is a promising technique for manipulating the translational

motion of molecules and is the focus of our current work.

1.2 Optical Stark deceleration

Optical Stark deceleration is a technique employing intense, pulsed, optical fields to rapidly

decelerate molecules emitted from a beam source. In this technique a far detuned optical

field and the induced dipole moment of a molecule interact resulting in a potential well. In

an optical Stark deceleration experiment, two nearly counter-propagating intense laser pulses

(with an intensity greater than 1011 Wcm−2) are spatially overlapped to create an interference

pattern. The resulting interference pattern is collinear with the molecular beam propagation

direction so as to produce a deep periodic optical lattice potential. In addition, a probe beam,

which is orthogonal to the propagation direction of the molecular beam and lattice beams, is

needed to detect the molecules in the lattices. This is illustrated in figure 1.1.

In this scheme, the potential experienced by a polarisable particle is quasi-electrostatic [18]

and given by U = −1
2αeff ∣ E ∣2. This trapping potential is very general and can be applied to

any polarisable particle whether that can be an atom, molecule or some mesoscopic particle.

The force on a particle in this potential, F = −∇U , is dependent on the intensity gradient

of the optical field, which stems from the interference pattern of two intense, nearly counter-

propagating laser beams. This results in the intensity gradients being much steeper than in

a single beam field. Overlapping the interference pattern with polarisable particles creates a

periodic one-dimensional potential along the z direction, known as an optical lattice (figure

1.1, inset), of the form:

U(z, t) = −2αeff

ε0c

√
[I1(t)I2(t)] cos2(1

2
[kz −∆ωt]), (1.1)

where k = 4π sinϕ
λ is the lattice wavenumber, λ is the wavelength of the light used, ϕ is the half-

2



Figure 1.1: The creation of an optical lattice, produced by the interference of two nearly

counter-propagating optical fields E1 and E2, for deceleration of molecules in a molecular

beam. Also shown is a probe laser that is used to detect the velocity changes induced by the

lattice (figure taken from reference [19]).

angle between the two beams, ∆ω = ω2 − ω1 is the angular frequency difference between the

two lattice beams, αeff is the polarizability of the particle and I1,2(t) are the beam intensities. A

non-zero frequency difference creates a travelling lattice with a velocity vL = ∆ω
k . By varying

∆ω one can control motion of lattice and confined particles.

Molecular deceleration can be achieved using either a constant-velocity lattice generated

with a fixed ∆ω [8] or a decelerating lattice which is produced by rapidly sweeping, or chirping,

the frequency difference between two beams [20, 21]. Previous experiments on laser deceler-

ation and acceleration of supersonic beams of molecules (for instance, deceleration of nitric

oxide [8, 22]) deployed a deep lattice potential travelling at a constant velocity (with fixed ∆ω)

which was half that of the beam velocity. Deceleration and acceleration of a molecular beam

was achieved by exploiting a half oscillation in the deep optical potential in which the trapped

3



molecules undergo a half phase-space rotation. The final velocity was determined by the poten-

tial depth, with the gradient of the potential determining the magnitude of the force. Therefore,

tailoring the final velocity with this technique necessitates absolute control over both the inten-

sity and duration of the lattice beams. This is technically challenging. The challenge is also

to control the frequency, even for fixed ∆ω. In addition, the deep potential implies that the

final velocity spread of the decelerated packet cannot be narrower than the width of the orig-

inal molecular beam and the large intensity prevents its use on easily ionized species. On the

other hand, controlling the velocity is simpler when using an accelerating/decelerating lattice

[23] as the beam intensity and duration stay fixed whereas only their relative frequency (∆ω)
is changed (chirped). A chirped optical lattice is generated by rapidly changing the frequency

difference between two laser beams which results in an acceleration or deceleration of the lat-

tice. Particle acceleration with a chirped lattice is achieved by trapping particles in the potential

wells of the lattice and carrying them with potential as it accelerates. In order to do this the

lattice is switched on with a velocity equal to that of the particles and than accelerates them

to the desired final velocity. The same principle applies to a decelerating lattice as well where

the lattice is switched on with a velocity equal to the that of the particles and than decelerated

to rest in the lab frame. As this method does not rely on the oscillatory motion of the trapped

particles, acceleration or deceleration can be carried out over longer durations and requires

lower intensities. In addition, employing a chirped lattice removes the fundamental limit on

the velocity width of the acceleration/deceleration distribution which prohibits the use of con-

stant velocity acceleration in certain applications [24]. Since the decelerating lattice approach

is more advantageous compared to the constant-velocity lattice approach, we use the former.

By using the chirping lattice approach, argon atoms are accelerated from rest up to 191 m s−1

with an acceleration of 108 times that of gravity within our research group [23]. In this study,

argon atoms were initially laser cooled to a temperature of 70 µK. The acceleration took place

over a distance of 10 µm and a timescale of 70 ns. This state of the art chirped optical Stark
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acceleration/deceleration technique is unique and has been developed by our research group at

UCL.

A significant requirement to achieve the decelerating lattice is the ability to produce two

strong optical fields, the intensity and frequency of which can be independently controlled over

hundreds of nanoseconds. Furthermore, we require their intensities to remain sufficiently low

so that they do not ionise or powerfully perturb the internal states of the particles. Such a laser

system has been developed by our research group that is able to temporarily produce flat-top

intensity profiles (1014 Wm−2) and frequency chirps up to 1.1 GHz [25]. The amplifier in

the laser system is capable of producing pulse energies of 700 mJ for µs pulse durations. At

pulse duration 100−200 ns the output pulse energies are typically 350−400 mJ. Focusing these

output pulses to beam waists of 100 µm or less generates intensities on the order of 1014 Wm−2.

In addition, we require a probe which is able to detect the decelerated molecules in the

optical lattices. However, probing the decelerated molecules in the molecular beam is highly

challenging because the volume of the optical lattice is relatively small compared to the molec-

ular beam volume. This difficulty arises from the fact that there is a background ionization

signal caused by the probe beam ionising molecules from outside of the optical lattice but in

the probe beam’s path, see figure 1.2a. This is because all molecules in the molecular beam are

at v = 0 vibrational state and ground rotational state as the temperature in the molecular beam

is around 1 K. To overcome this challenge, one can tag only the molecules in the optical lattice

by excitation to a specific excited rovibrational quantum state with subsequent detection via

state-selective ionisation. Tagging process essentially means preparing molecules in an excited

rovibrational state, thus they would be distinguished from the rest in the molecular beam. To

merely tag the molecules in the optical lattices, we can employ one of the non-linear optical ap-

proaches. Stimulated Raman pumping (SRP) is widely used as a method to prepare molecules

in specific rovibrational states. In SRP, two laser beams are used whose energy difference is

tuned to a Raman allowed transition.
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(a) Probing H2 molecules at v = 0.

(b) Probing only the tagged H2 molecules at v = 1 in the optical lattice.

Figure 1.2: (a) The position of the H2 molecular beam with respect to the pulsed optical lattices.

The UV probe beam, used to ionize and detect the H2 molecules perturbed by the lattice, is

also shown. (b) The position of the H2 molecular beam with the optical lattice and stimulated

Raman pumping beams. The pump beam propagates in the same path as the lattice beam,

which is also deployed as the Stokes beam for achieving SRP. The ultraviolet probe beam is

used to ionize and detect the molecules perturbed by the lattice. v = 0 and v = 1 are the ground

and excited vibrational state respectively.
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In order to achieve this tagging process via SRP, we use one of the lattice beams as stokes beam

in the SRP for detecting the molecules in the lattice. Therefore, we propose using the SRP to

overcome the challenge of probing the slowed molecules.

This thesis will focus on the progress towards achieving a stimulated Raman pumping

scheme, which will be employed to detect H2 molecules decelerated in chirped optical lattices.

The aim of the SRP is to tag the molecules that have been decelerated in the optical lattices.

Previous experiments in our laboratory have used direct ultraviolet photoionization to detect H2

molecules within an optical lattice [26]. However, deceleration of H2 molecules has not been

attempted with this scheme because it is highly challenging to distinguish the ionization signal

of the slowed molecules from the rest in the molecular beam. Hence, we decided to employ the

SRP scheme to solve the detection issue. By means of the SRP scheme, the molecules in the

optical lattices are excited to the J = 1, v = 1 rovibrational state and detected in that specific

rovibrational state by state selective UV photoionization. In order to accomplish the SRP, two

laser beams, a pump beam and a Stokes beam, are required. In addition, a UV photoionisation

beam (probe) is required to ionise the excited molecules in the v = 1 in the optical lattice.

We use one of the lattice beams as the Stokes beam and have the pump beam co-propagating

with it. Subsequently, only H2 molecules in the v = 1 vibrational state where the two lattice

beams cross can be ionized and detected by a UV probe beam without ionizing the background

molecules outside of the optical lattice. This is illustrated in figure 1.2b.

SRP allows the preparation of a single rovibrational quantum level in the ground electronic

state of a molecule. Various experiments employing SRP can be found in the literature [27–

29]. In our study, the SRP scheme is applied to H2 molecules. A detailed explanation of this

scheme is as follows. Firstly, a pump beam excites H2 molecules from the v = 0, J = 1 ro-

vibrational level in the ground electronic state X1Σ+

g to a virtual state. A red shifted Stokes

beam simultaneously takes these molecules down to the v = 1, J = 1 ro-vibrational level in

the ground electronic state. Following that, a pulsed UV probe beam ionises the molecules in

7



Figure 1.3: Figure showing the proposed stimulated Raman pumping and REMPI detection

of H2 (v = 1) molecules. In the SRP scheme, a pump beam and the lattice beam (used as

a Stokes beam) excites H2 molecules from the v = 0, J = 1 to v = 1, J = 1 ro-vibrational

level in the ground electronic state X1Σ+

g via a virtual state. From this level, a UV probe beam

state-selectively ionizes the molecules at this specific state by a (2+ 1) REMPI process via the

E,F1Σ+

g electronically excited state. The E,F1Σ+

g state is the lowest electronically excited level

that can be reached by absorption of two photons from the ground state X1Σ+

g according to the

symmetry selection rules.

this particular state using a (2+ 1) REMPI process via the E,F1Σ+

g electronically excited state,

as illustrated in figure 1.3. In our SRP scheme, the Stokes beam is one of the lattice beams at

∼ 1064 nm. In the SRP, the energy difference between the two beams is tuned to correspond to a

particular ro-vibrational transition. Although the wavelength for the pump beam and the probe

beam are known in theory, previously they had not been experimentally confirmed using our

experimental setup in our laboratory. In order to achieve SRP and (2 + 1) REMPI, we needed

three laser beams which are pump, stokes/lattice and probe beams respectively as shown in
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figure 1.3. Amongst these three beams, the Stokes/lattice beam wavelength was known but the

others were not. Since it was highly challenging to achieve the SRP scheme and (2+1) REMPI

process with two unknown wavelengths, we decided to divide the former and the latter process

into two different experiments. This allowed us to confirm independently the two unknown

wavelengths through two different experiments and also assess the feasibility of the tagging

scheme. Firstly, a coherent anti-Stokes Raman scattering(CARS) experiment was conducted to

obtain the pump wavelength. CARS uses multiple photons to address the molecular vibrations,

and produces a coherent signal. In CARS experiment, the Stokes beam was one of the lattice

beams. In a separate experiment, a non-equilibrium plasma was produced in a static gas cell

to generate vibrationally excited molecules in the v = 1. Thus, by using the (2 + 1) REMPI

process in the non-equilibrium plasma, the excited molecules in the v = 1 was detected and the

probe beam wavelength was confirmed.
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Chapter 2

Production of excited H2 in

non-equilibrium plasmas

Non-equilibrium plasmas can be used to produce ro-vibrationally excited states in gases [30–

33]. Non-equilibrium discharge is defined as charged species having much higher kinetic en-

ergy than neutral species. The most distinct characteristic that differentiates non-equilibrium

discharge plasma from other discharge plasmas is the electron temperature (Te), i.e. aver-

age electron energy (1 to 10 eV) in the plasma is about two orders of magnitude higher than

ion temperature (Ti) and neutral or gas temperature (Tg). Since there is a large difference in

mass, merely a fraction of the electron energy is imparted into neutrals and ions through elastic

collisions. Most of the energy losses of electrons are caused by inelastic collisions such as

electronic and vibrational excitation of atomic and molecular species [34, 35]. Development

of the (2 + 1) REMPI detection scheme of v = 1 tagged molecules can be achieved by using

the naturally produced vibrationally excited molecules within the non-equilibrium plasma. Us-

ing these vibrationally excited H2 molecules, we can determine the probe beam wavelength

experimentally and confirm the detection capability of our probe laser.
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The field of gas discharge plasmas has expanded primarily due to the exotic non-equilibrium

aspects of such a plasma. High Te and low Tg in non-equilibrium discharge plasma result in

the production of highly reactive species such as free radicals as a consequence of the fre-

quent excitation and disassociation of atomic and molecular species. Thus, non-equilibrium

discharge plasmas provide chemically active space in which the reactions that may not occur

in thermal equilibrium readily arise. A wide range of chemical, non-equilibrium conditions

are possible since external parameters can easily be modified [36]. Firstly, the input gas can

be changed and this defines the species in the plasma such as atoms, molecules etc. Secondly,

the pressure range from approximately 0.1 Pa to atmospheric pressure. A high pressure (i.e.

above atmospheric pressure) typically implies frequent collisions in the plasma, which means

a short collision mean free path compared to the discharge length (0.1− 1 m), and thus pushes

the plasma toward thermal equilibrium where the temperature of all species (electrons, ions,

neutral species) is the same. Some other parameters that can modify the non-equilibrium condi-

tions can define the electromagnetic field structure, the discharge configuration, the discharge

volume and the temporal behaviour (e.g. by pulsing the plasma). In order to match the re-

quirement for our purpose which is to generate vibrationally excited molecules, we decided to

produce a DC glow discharge plasma to create vibrationally excited H2 molecules in its non-

equilibrium positive column region where the vibrational temperature is much greater than the

gas temperature [37].

This chapter will begin with a literature review about commonly used plasma and discharge

studies with a particular emphasis on non-equilibrium plasmas. Next, an introduction to the

state selective detection of H2 molecules by (2+1) REMPI process will be presented. The main

outcome of this experiment is to independently confirm the probe beam wavelength, which will

be employed in the (2 + 1) REMPI process to detect vibrationally excited molecules via the

SRP scheme as stated in the previous chapter.
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2.1 Introduction to plasma and discharges

The word ‘plasma’ was introduced into the physics literature by Langmuir [38, 39] to describe

the region of a gas discharge in which the number of electrons and ions is equal. Plasmas

are ionised gases consisting of positive/negative ions and electrons as well as neutral species.

The ionisation degree can differ from 100% (fully ionized gases) to 10−4 − 10−6% (partially

ionized gases) [36]. Plasma behaviour can be observed either in the solid [40], liquid [41],

or gas phases [42]. However, this thesis focuses on the generation of collisional gas phase

plasmas, created by ionising a neutral gas. A number of techniques have been developed

to cause gas ionisation, including ionisation by external sources of radiation such as X-rays

[43, 44], electron beams [45, 46], photo-ionising radiation [43, 44] and through use of a gas

discharge [47, 48]. Amongst these techniques, gas discharges are by far the most common

approach. There has recently been a great interest in studying atmospheric pressure plasmas.

Examples of conventional sources for atmospheric plasmas are arcs, corona discharges and

dielectric barrier discharges (DBDs)[49–55]. The creation of spatially uniform, atmospheric

pressure non-equilibrium plasma discharges [56] (also known as atmospheric pressure glows

(APG)) are desirable due to their potential industrial applications [57]. A number of other

approaches for APG formation are also known, such as direct current, radio frequency (RF)

and microwave discharges [58]. We will here focus on low pressure DC glow discharges, since

these are relatively easy to produce experimentally compared to the other approaches.

The basic plasma process in a glow discharge can be explained as follows. A few elec-

trons are initially emitted from electrodes due to the omnipresent cosmic radiation. If a voltage

difference is not applied between the electrodes, the emitted electrons will not be able to cre-

ate a discharge. However, when a sufficiently high potential difference is applied between

two electrodes placed in a gas; as the voltage increases to the ionisation point, Townsend dis-

charge happens [59]. The Townsend discharge is a gas ionization process where free electrons,
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Figure 2.1: Schematic overview of the basic plasma process in a glow discharge. When a potential

difference is applied between two electrodes, the gas (e.g. hydrogen) will break into electrons and

ions. The latter can cause secondary electron emission at the cathode. The emitted electrons give rise

to collisions in the plasma. One result of these collisions is excitation, which is typically followed by

de-excitation with emission of radiation, hence the name of ‘glow’ discharge. Some collisions result in

ionisation which creates new electrons and ions, therefore making the glow discharge a self-sustaining

plasma.

accelerated by a sufficiently strong electric field, give rise to electrical conduction through a

gas by avalanche multiplication caused by the ionization of molecules by ion impact. After

this, the gas will break down into ions and electrons. Then, the resultant ions will be acceler-

ated towards the cathode where they release more electrons by ion-induced secondary electron

emission. These newly emitted electrons give rise to further ionisation collisions. As a result,

this process will create new ions and electrons and leads to an avalanche process. The most im-

portant collisions are inelastic collisions, initiating excitation and ionisation as shown in figure

2.1. The excitation collisions are followed by de-excitations via spontaneous emission, which

are responsible for the ‘glow’ . Consequently, electron emission at the cathode and ionisation

in the plasma make the glow discharge a self-sustaining plasma [36].

The DC glow discharge contains several different characteristic regions. The potential dif-

ference applied between the two electrodes is typically not equally distributed between cathode

and anode, but it decreases almost entirely in the first millimetres in front of the cathode be-
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cause the voltage current characteristic of the glow discharge is highly non-linear. This region

adjacent to the cathode, which is thus characterized by a strong electric field, is called the ‘cath-

ode dark space’ or ‘sheath’. In the largest part of the discharge, called the ‘negative glow’, the

potential known as the ‘plasma potential’ is nearly constant and slightly positive with a very

small electric field. Regions described as ‘glow’ emit significant light whereas those labelled

as ‘dark spaces’ do not. When the distance between cathode and anode is relatively long (e.g.

a few centimetres), two more regions can be present known as the ‘Faraday dark space’ and the

‘positive column’ [36]. They are characterized by a slightly negative electric field which con-

ducts electrons toward the anode. These two regions are generally present in glow discharges

used as lasers (‘positive column lasers’) and as fluorescence lamps. Below the ionisation volt-

age or breakdown voltage there is no glow, but as the voltage increases to the ionisation point

the Townsend discharge occurs just as the glow discharge becomes visible. This is the start

of the normal glow range. As the voltage is increased above the normal glow range, abnor-

mal glow begins. If the voltage is increased to the point where the cathode glow covers the

entire cathode, arc discharge begins. On the voltage versus current diagram, normal glow dis-

charge corresponds to the region between Townsend discharge and the arc discharge, where

the discharge voltage remains essentially constant for varying plasma current [60, 61].

In order to get the discharge to be non-equilibrium (Tvib > Ttrans), the energy gained in

vibrational excitation should be greater than the energy lost by vibrational to translational (V −
T ) relaxation. This special non-equilibrium regime, where vibrationally excited molecules are

present, occurs in the positive column of normal DC glow discharge. Hence, the H2 discharge

experiment was conducted in the positive column of the normal DC glow discharge. In the next

section, a detailed explanation for the vibrational excitation of H2 molecules in non-equilibrium

plasmas will be discussed.
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2.2 Non-equilibrium Glow Discharge

The determination of the vibrational (Tvib), gas (Ttrans), and rotational (Trot) temperatures in

non-equilibrium conditions is of significant importance for the study of low temperature plas-

mas and plasma interactions with a surface [62–64]. The translational or gas kinetic tempera-

ture in a gas discharge is a parameter of wide importance in the field of plasma chemistry.

A number of diagnostic technique exist to determine the vibrational, translational, and

rotational temperature of the gas discharges, such as pyrometry, interferometry [65], Coherent

Anti-Stokes Raman Scattering (CARS) [66, 67], Laser Induced Fluorescence (LIF) [68, 69]

and Optical Emission spectroscopy (OES)[68, 70–74].

The rotational temperature, Trot, of an excited state may have physical meaning if the char-

acteristic time of rotation-translation relaxation, τRT, for the vibronic state in question is much

shorter than the characteristic time of population and deactivation processes [32]. In this con-

dition, the rotational population distribution in this rovibronic state follows the Boltzmann

distribution with rotational temperature equal to translational temperature [75]. However, in

a completely opposite condition, if the radiative lifetime is much smaller than τRT, rotational

collisional mixing of neutral species during the lifetime of the excited rovibronic state is not

efficient enough to ensure equilibrium of the rotational distribution with the gas temperature.

The degree of relation between the rotational population density distribution in the excited

rovibronic state and the population of the ground electronic state can be calculated with the

excitation-deactivation balance equation that can be found in the literature [76].

It is known that at low rotational levels J = 0−5, the relaxation rates between the rotational

and translational degrees of freedom of the Hydrogen molecules are high [64]. Thus, experi-

mental studies have showed that the measured rotational temperature, Trot, can be considered

to be equal to the gas temperature in the total pressure range investigated in a radio frequency

inductive H2 discharge plasma [31].
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On the other hand, in the same study, a large difference between the vibrational and rota-

tional temperatures has been observed. This finding is a result of the non-equilibrium kinetic

processes between electrons and Hydrogen molecules, atoms and ions as reported by several

theoretical studies [63, 77–81]. Consequently, a satisfactory agreement was achieved by a

comparison between their and corresponding theoretical results based on the kinetic model

developed in reference [80]. The model explains the relaxation of vibrationally excited H2

molecules due to the action of several inelastic processes involving e − V (electron-vibration),

V − V (vibration-vibration), and V − T (vibration-translation) energy transfers. A significant

role in the deactivation of vibrationally excited H2 molecules is played by V − T transfer from

atomic Hydrogen, whose rate is approximately three orders of magnitude bigger than the cor-

responding V −T rates from Hydrogen molecules [31]. As a result, the concentration of atomic

Hydrogen, which is controlled by heterogeneous recombination in the previously mentioned

experiment, plays a significant role in determining the vibrational temperatures particularly

at low pressure. In that experiment, the measurements of the rotational, gas and vibrational

temperatures in H2 rf inductive discharge plasma at total pressure of 0.5 − 8 torr using CARS

spectroscopy. However, at high pressure, V −T deactivation from molecules and V −V energy

transfer start being dominant [71].

Although many studies show that vibrational excitation of pure H2 molecules can be achieved

in non-equilibrium discharge plasmas, a mixture of H2 and a noble gas at few torr pressure in

which H2 is only a few percent, proved to be more effective in producing the vibrational ex-

citation [82, 83]. This is because the electron temperature is greater compared to pure H2,

hence the electrons can more effectively populate highly excited vibrational states of H2. In

addition, the diffusion loss of electrons, H− and vibrational states of H2 to the tube wall can

be decreased due to the presence of a buffer gas. A metal cathode can act as a sink for Hy-

drogen atoms because of their high sticking coefficient on a metal surface, which reduces the

Hydrogen density. Therefore, the destruction rate of highly excited H2 vibrational states via
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V − T relaxation collisions with H atoms can be significantly decreased. Furthermore, in the

case of the Hollow Cathode Discharge (HCD) configuration, the electron beam component of

the HCD additionally yields population of the H2 vibrational state because of a two-step pro-

cess, in which excitation of B and C levels of the H2 molecule and radiative decay to several

vibrational states occur.

For these reasons, our study investigates the generation of vibrationally excited states in

a mixture of a noble gas and H2. Although there are models that look at a variety of pure H2

discharges [37, 80, 84–92], only a few kinetic models for a noble gas and H2 mixture have been

studied. There exists one comprehensive kinetic model for an Ar − H2 mixture [82] and two

models, which investigate a Ne − H2 mixture [93, 94]. Both models for the Ne − H2 mixture

emphasize the kinetics of Ne excited states. However, a thorough investigation of the H2 vibra-

tional kinetics and the impact of Ne on the vibrational kinetics of H2 has not been addressed in

these studies. A comprehensive study by Petrov and Petrova showed an unusually high popu-

lation of vibrationally excited Hydrogen molecules in a Ne − H2 mixture [83]. In their study,

the researchers investigated the formation of negative Hydrogen ions in a conventional HCD

with a mixture of Ne −H2. The model employed in their work involved coupling the solution

of the steady-state spatially averaged electron Boltzmann equation with a system of balance

equations for Neon and Hydrogen neutral and charged particles. Comprehensive information

for the kinetic processes occurring in Ne −H2 plasma was presented in their work.

The vibrational kinetics of H2 is known to play a crucial role in non-equilibrium plasma

processes, and substantial theoretical efforts have been made to calculate the vibrational dis-

tribution function (VDF) [78, 95–100]. The vibrational kinetics are coupled with electron

Boltzmann equations and the heavy particle kinetics in a self-consistent way [96, 97]. The

coupling between internal plasma and input parameters is not only because of electron impact

excitation and super-elastic collisions with H2 vibrationally excited states, but also because of

loss of electrons through dissociative attachment.
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The bound vibrational levels have energiesEv = ωe(v+ 1
2)−ωeχe(v+ 1

2)2, 0 ≤ v ≤ 14, where

ωe = 4401.21 cm−1 and ωeχe = 121.336 cm−1 [96]. The processes related to the vibrational

kinetics of H2 are summarized as follows:

• e − V relaxation and E − V relaxation

H2(v) + e
kvwÐÐ→ H2(w) + e

H2(0) + e
kBCÐ→ H2(B1Σ+

u,C
1Πu) + e

ξvkBCÐÐÐ→ H2(v) + e + hν

• V − T relaxation

H2(v) +H
PH
v,v−1ÐÐÐ→ H2(v − 1) +H, H2(v − 1) +H

PH
v−1,vÐÐÐ→ H2(v) +H

H2(v) +H2

P
H2
v,v−1ÐÐÐ→ H2(v − 1) +H2, H2(v − 1) +H2

P
H2
v−1,vÐÐÐ→ H2(v) +H2

H2(v) +Ne
PNe
v,v−1ÐÐÐ→ H2(v − 1) +Ne, H2(v − 1) +Ne

PNe
v−1,vÐÐÐ→ H2(v) +Ne

• V − V relaxation

H2(v) +H2(w − 1)
Pw−1,w
v,v−1ÐÐÐÐ→ H2(v − 1) +H2(w)

• Wall deactivation

H2(v)
νwallÐÐ→ H2(0)

• Dissociative attachment

H2(v) + e
kattÐ→ H− +H

where kvw the relaxation rate coefficient from v to w vibrational state where the former and

latter are upper and lower vibrational states. kBC is the excitation rate coefficient and ξv is the

fractional contribution to each vibrationally excited state “v”. PH
v,v−1, P

H2
v,v−1 and PNe

v,v−1 are the

rate coefficients for V −T relaxation for H atoms, H2 and Ne atoms respectively. PH
v−1,v, P

H2
v−1,v

and PNe
v−1,v are the rate coefficients for the excitation from v − 1 to v vibrational state. Pw−1,w

v,v−1
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is the rate coefficient for V − V processes involving vibrationally excited H2. νwall is the wall

deactivation in which the diffusion of the H2(v ≥ 1) molecules and their deactivation at cathode

wall are a major loss mechanism. Lastly, katt represents the dissociation rate coefficient.

The cross sections and rate coefficients have been extensively studied by Loureiro et. al.

[96]. Cross sections for electron impact vibrational excitation are available merely from v = 0

to w = 1,2, and 3 [101–103]. The cross sections from level v to level w = v + 1, v + 2, v + 3

are assumed to be the same, but with shifted threshold according to the energy difference

between levels “w” and “v” [98]. Vibrational excitation of H2 also occurs through electron

impact excitation to electronic states H2 (B1Σ+

u) and H2 (C1Πu), followed by radiative decay

to H2(v) X1Σ+

g . The excitation cross sections to both electronic states “B” and “C” are known

in the literature [101, 102, 104, 105]. Approximately 60% of the excitation to state B and 99%

of the excitation to state C decays back to discrete vibrational levels “v” of H2 (X, v) in the

ground electronic states as shown in table 2.1 [106]. The fractional contribution ξv to each

vibrational state “v” is also provided in reference [106].

v 0 1 2 3 4 5 6 7

B→ X 0.083 0.048 0.039 0.036 0.034 0.034 0.035 0.035

C→ X 0.160 0.100 0.096 0.097 0.100 0.096 0.085 0.071

v 8 9 10 11 12 13 14

B→ X 0.036 0.038 0.040 0.044 0.023 0.043 0.025

C→ X 0.056 0.042 0.030 0.021 0.011 0.009 0.005

Table 2.1: Fraction of the excitations to states H2(B) and H2(C) which decay back to vibra-

tionally excited H2 in the X1Σ+

g state [106].

The excitation and de-excitation of molecular rotations have been treated in the continuous

approximation in a study carried out by Frost and Phelps [107]. This study reported that rota-
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tional excitation and momentum transfer cross sections for low-energy electrons in hydrogen

and nitrogen are obtained from a comparison of theoretical and experimental values for the

mobility and the diffusion coefficient. The theoretical values of the transport coefficients were

obtained by calculating accurate electron energy distribution functions using an assumed set

of elastic and inelastic cross sections. The discrete nature of the energy loss occurring in a

rotational or vibrational excitation collision was included in the theory, as were collisions of

the second kind with thermally excited molecules.

2.3 The electronic spin and Hund’s cases

In molecules, as in atoms, magnetic interactions couple the spin and orbital angular momenta.

The most important of these interactions is the one between the electronic spin S and the elec-

tronic orbital momentum L. This can be defined by an effective interaction of the form ĀL⋅S,

where Ā is a constant for a given multiplet, called spin-orbit coupling constant. The rotation of

the molecule as a whole also creates a magmatic field that interacts with the magnetic moments

of the electrons. That spin-orbit coupling can also be expressed as an effective interaction of

the form Γ̄N⋅S, where Γ̄ is a constant. In addition, the nuclear spins also interact with L, S and

N. However, the interaction with the nuclear spins has a negligible effect on the energy levels,

even though, the symmetry of the nuclear spin wave functions can be crucial in the spectra of

homonuclear diatomic molecules which will be explained in the case of H2 in details. If the

nuclear spins are neglected, the total angular momentum operator J for a diatomic molecule is

expressed as [108]:

J = L +N + S = K + S (2.1)

where N, the orbital angular momentum of the relative motion of the nuclei, is in a direction

at right angles to the internuclear line. In the absence external electric and magnetic fields,
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molecular wave functions must be eigenfunctions of J2 with eigenvalues J(J + 1)h̵2 and of Jz

with eigenvalues MJ h̵ where Jz is the component of J in an arbitrary direction in the space-

fixed coordinate frame. An analysis of the couplings between the vectors L, N and S which

add to form J and their effect on energy levels was given by F. Hund who defined five limiting

cases (a) to (e). These cases depend on the relative strength of the electrostatic, spin-orbit and

spin-rotation energies. The electrostatic interaction between the electrons and nuclei restricts

the electronic wave function to rotate as the molecule rotates. A measure how important this

interaction is the magnitude of the difference in energy ∣ ∆E ∣ between two adjacent electronic

levels with different values of Λ. The magnitude of the spin-orbit interaction is expressed by

the absolute value of A = Āh̵2, while the importance of the spin-rotation coupling is dictated

by the rotational constant B = h̵2

2µR2
0
. Hund’s cases are related to different limiting values of the

three energies, ∣ ∆E ∣, ∣ A ∣ and B.

Hund’s case (a), ∣ ∆E ∣ ≫ ∣ A ∣ ≫ B

In this case, the electronic interaction is much greater than spin-orbit interaction that in turn is

much greater that rotational energy. An instance can be given by the AΠ term of CO+. The

nearest level with a different value of Λ is the X2Σ+ ground state, from which it is calculated

that ∆E = 20733 cm−1 while the spin-orbit constant is A = −117 cm−1 and B = 1.6 cm−1 [108].

The electrostatic interaction has axial symmetry and, this causes L to precess about the

internuclear axis, which means that Lz̄ = ±Λh̵ and ⟨Lx̄⟩ = ⟨Lȳ⟩ = 0. As in this case, the rota-

tion of the molecule is slow, and the spin-orbit interaction is large compared to the rotational

energy, the spin angular momentum S will also tend to precess about the internuclear axis.

This indicates that the spin should be quantised along the internuclear axis (the body-fixed OZ

axis). Simultaneous eigenfunctions of S2 and Sz̄ can be found with eigenvalues S(S+1)h̵2 and

Σh̵ respectively. The quantum number Σ used here should not be confused with the symbol Σ
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denoting the electronic term with Λ = 0. Denoting these eigenfunctions by ∣S,Σ⟩ we have that:

S2 ∣S,Σ⟩ = S(S + 1)h̵2 ∣S,Σ⟩ (2.2)

and

Sz̄ ∣S,Σ⟩ = Σh̵ ∣S,Σ⟩ (2.3)

where the quantum number Σ can take the (2S +1) values −S, −S +1, . . . , S −1, S. Since S2

and Sz̄, Lz̄, J2 and Jz̄ can be found specified by the quantum numbers S, Σ, ±Λ, J and MJ .

Since N is perpendicular to the internuclear axis, Nz̄ = 0 and therefore, see the figure 2.2 (a)

Jz̄ = Lz̄ + Sz̄ (2.4)

It follows that the molecular wave function is also an eigenfunction of Jz̄ corresponding to the

eigenvalues Ωh̵, where

Ω = ±Λ +Σ (2.5)

It should be stated that N2 does not commute with Sz̄, this neither N nor K(= N + L) are

conserved quantities. If we write the normalized eigenvectors of the molecular Hamiltonian as

∣S, Σ, ±Λ, J, Ω, MJ⟩, the additional energy due to the spin-orbit coupling is ELS , where

ELS = Ā ⟨S, Σ, ±Λ, J, Ω, MJ ∣ L ⋅ S ∣ S, Σ, ±Λ, J, Ω, MJ⟩ = AΛΣ (2.6)

To obtain this result, we recollect that as L and S are quantized along the body-fixed axis

⟨Lx̄⟩ = ⟨Lȳ⟩ = ⟨Sx̄⟩ = ⟨Sȳ⟩ = 0. Then, the total electronic energy is:

ET
S (R0) = ES(R0) +AΛΣ (2.7)

For a given value of Λ the energy levels are split into (2S + 1) multiplet components, which

are equally spaced in energy. The corresponding electronic terms are labelled by a subscript
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Figure 2.2: Hund’s coupling cases: (a) L and S precess about R with well-defined components

Λ and Σ, respectively, along R. N couples with ΩR̂ to form J, where Ω = Λ+Σ. (b) L precesses

about R with well-defined component Λ along R. N couples with ΛR̂ to form K and K couples

with S to form J. (c) L and S couple to form P which precess about R. The component of P

along R, Ω, is well defined. N couples with ΩR̂ to form J. (d) L and N couple to form K. J

results from coupling K to S.

giving the value of Ω. For instance, in a 3Π state with Λ = 1 and S = 1, the allowed values

Ω are Ω = 0, 1, 2 and the corresponding terms are written as 3Π0, 3Π1, 3Π2. Each of these

multiplets gives rise to a series of rotational levels.

To obtain the rotational energy spectrum we need to introduce the approximation where
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R is set equal to the equilibrium separation R0 of the nuclei. The rotational kinetic energy

operator is then N2

2µR2
0

and the rotational energy in Hund’s case (a) is thus E ′
r , where

E
′
r =

1

2µR2
0

⟨S, Σ, ±Λ, J, Ω, MJ ∣ N2 ∣ S, Σ, ±Λ, J, Ω, MJ⟩ (2.8)

Let us introduce a vector Ω by setting

Ω = Ωh̵R̂ (2.9)

where R̂ is a unit vector along the body-fixed OZ axis (the internuclear line), we have (see

figure 2.2)

N = J −Ω (2.10)

From 2.8 and 2.10, we find that:

E
′
r = B[J(J + 1) −Ω2] (2.11)

Since ∣ J ∣≥ Jz̄, the result of equation 2.11 is subject to the important restriction that J ≥ Ω.

The observation that spectral lines with lower values of J are missing provides an significant

method of determining the value of Ω when it is not known. The quantum numbers J can

take integer values when the spin has integer values or half-odd integer values if the spin is a

half-odd integer. The value of −BΩ2 only depends on the electronic state thus this quantity can

be combined with the energy ET
s (R0), producing [108]:

E
′
s(R0) = ET

s (R0) −BΩ2 (2.12)

in this case the rotational energy becomes:

Er = BJ(J + 1), J = Ω, Ω + 1, Ω + 2, ⋯ (2.13)

In Hund’s case (a) each level remains twofold degenerate with the two states withLz̄ = ±Λh̵ (Λ ≠
0) having the same energy, and indeed in the absence of external fields the (2J + 1) substates

with different values of MJ are always degenerate.
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Hund’s case (b), ∣ ∆E ∣ ≫ B ≫ ∣ A ∣

In Hund’s case (b), the spin-orbit interaction is either zero or is so small that it can be neglected.

When this occurs the most important spin interaction is the one with the rotational motion of

the nuclei. That can be expressed by the effective interaction γ̄K ⋅ S, where K = L + N. The

energy shift is very small and can be determined from first-order perturbation theory [108].

The unperturbed Hamiltonian contains no spin interaction. The rotational energies are given

by:

Er = BK(K + 1), K = Λ, Λ + 1, Λ + 2, ⋯ (2.14)

The uncoupled wave function for the unperturbed system is the product of the spin function

∣S, MS⟩ which is an eigenfunction of S2 and Sz and spatial functions ∣±Λ, K, MK⟩ that are

eigenfunctions of Lz̄(= Kz̄), K2 and Kz. If the interaction γ̄K ⋅ S is added to the Hamil-

tonian, the wave function is no longer eigenfunction ofSz and Kz, however the total angular

momentum J = K+S is always conserved as seen the figure 2.2 case (b). For this reason, an ap-

propriate basis for perturbative calculations is a simultaneous eigenfunction of S2, K2, Kz̄, J2

and Jz which can be written as ∣S, K,±Λ, J, MJ⟩. This function can be defined as a linear

combination of the uncoupled functions as:

∣S, K,±Λ, J, MJ⟩ = ∑
MKMS

⟨KSMKMS ∣J, MJ⟩ ∣S, MS⟩ ∣±Λ, K, MK⟩ (2.15)

where ⟨KSMKMS ∣J, MJ⟩ is a Clebsch-Gordan coefficient (ref. the book). The possible val-

ues of J for given values of K and S are:

J =∣K − S ∣, ∣K − S ∣ +1, ⋯, K + S (2.16)

with the restriction J ≥ 0. The additional energy due to the spin-rotational coupling is given

by:

∆Er = γ̄ ⟨S, K, ±Λ, J, MJ ∣K ⋅ S∣S, K, ±Λ, J, MJ⟩ (2.17)
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where γ̄ is called the spin-rotation constant. Since K ⋅ S = (J2 −K2 − S2)/2, we obtain:

∆Er =
γ

2
[J(J + 1) −K(K + 1) − S(S + 1)] (2.18)

where γ = γ̄h̵2. The total rotational energy is:

Er = BK(K + 1) + γ
2
[J(J + 1) −K(K + 1) − S(S + 1)]. (2.19)

For instance, if the total spin is S = 1/2, there are two possible values of J, J =K±1/2 (K > 0).

The degeneracy in J is removed and the rotational energies are:

Er = BK(K + 1) + γ
2
K, J =K + 1/2 (2.20)

= BK(K + 1) − γ
2
(K + 1), J =K − 1/2 (2.21)

For diatomic molecules consists of light atoms, for instance CH, OH and SiH, Hund’s cases (a)

and (b) are useful approximations; case (a) is better approximation than (b) when the spin-orbit

energy is larger than about twice the rotational energy. As the number of electrons increases,

so does the spin-orbit energy and for diatomic molecules consists of heavy atoms Hund’s case

(c) is a more useful approximation.

Hund’s case (c), ∣ A ∣ ≫ ∣ ∆E ∣ ≫ B

In this case the spin-orbit coupling, and usually the spin-spin coupling, is so strong that Λ and

Σ are no longer good quantum numbers. In order to form a basis the vectors L and S can

be combined to produce a vector P. Provided that the rotation of the molecule as a whole is

slow, P will precess about the internuclear axis and the basis states will be in eigenstates Pz̄, the

component of P along the body-fixedOZ axis as seen in figure 2.2 case (c). The eigenvalues of

Pz̄ can be expressed by Ωh̵ and the basis states must be simultaneous eigenstates of Pz̄, J2 and

Jz̄. Since the total angular momentum is J = P +N and N is at right angles to the internuclear

line, Jz̄ has the same eigenvalues as Pz̄ and the basis states can be denoted as ∣Ω, J, MJ⟩. An
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example of Hund’s case (c) is the HgH molecule for which the spin-spin coupling constant is

around 4000 cm−1 and the X2Σ and A2Π states are strongly mixed(ref the book). For such

heavy molecules a relativistic treatment is required and a detailed account of the theory has

been given elsewhere [109]. Despite the difficulty of calculating the energy shifts, the rotational

energy is easy to obtain, because a vector Ω = Ωh̵R̂ can be introduced, as in Hund’s case (a).

As N = J −Ω, we again find the result the equation 2.11.

Hund’s case (d), B ≫ ∣ ∆E ∣ ≫ ∣ A ∣

In this case the electronic interaction is so weak that the electronic wave function is not con-

strained to rotate with the molecule. This indicates that L and S can be quantised along the

space-fixed OZ axis. The electronic orbital angular momentum L can be coupled with N to

form the orbital angular momentum K. In turnK can be coupled with S to form the angular

momentum J as seen in figure 2.2 case (d). The lower lying states od diatomic molecules do not

conform to these conditions, however the Rydberg states may do so. In these states a valance

electron is excited to an orbit that is very far from the centre of mass of the molecule that the

remainder of the molecule behaves like a centre of force on the valance electron and the axial

symmetry is lost.

Hund’s case (e), ∣ A ∣ ≫ B ≫ ∣ ∆E ∣

This case is similar to case (d), however as there are no examples among the bound states of

diatomic molecules we will not consider it.

Spin uncoupling and Λ - doubling

As has been pointed out above, Hund’s coupling cases are idealisations, to which many molecules

approximately adjust. However, deviations from these idealisations may happen, which repre-
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sents a partial uncoupling or decoupling of some of the angular momenta. This uncoupling may

increase as J increases because in that case the electrons may not follow the nuclear motion.

Therefore, a molecule may fall approximately in one coupling case for low J , but in another

case for high J , while for intermediate rotational states one has intermediate coupling. One

usual example of intermediate coupling is provided by the transition from Hund’s case (a) to

(b). For low J , the spin S is coupled to the molecular axis, according to the coupling case (a).

However, as J increases and the rotational frequency gets larger, S uncouples from the molec-

ular axis (spin uncoupling) and eventually couples with K, as in Hund’s case (b). Another

type of uncoupling, generated by an interaction between the rotational and electronic motions,

is one which decouples the electronic orbital angular momentum L from the molecular axis.

This uncoupling has the effect of splitting the two otherwise degenerate levels corresponding

to Λ ≠ 0 and known as Λ-doubling.

2.4 The Influence of Nuclear Spins on the Rotational Struc-

ture

In the rotational and rotational-vibrational spectrum of homonuclear diatomic molecules such

as H2, N2 and O2 and in general in the spectra of molecules with a centre of inversion sym-

metry, such as CO2, characteristic intensity differences are observed in the lines originating

from levels with an even rotational quantum number J as compared to those stemming from

levels with an odd value of J . This is due to the influence of the nuclear spins on the spectra

[110]. In molecules with two identical nuclei, the intensity distribution in the spectrum is a

result of the influence of the nuclear spins on the symmetry of the overall wavefunction of the

molecular state. It is due to the Pauli exclusion principle, which states the overall wavefunc-

tion of fermions, i.e. particles with half-integral spins, must be antisymmetric with respect to
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exchange of the particles.

Here, we will consider the H2 molecule for explaining this effect. The two protons in the

molecule are fermions with spin 1/2. The spins of the protons may be parallel; in this case,

the molecule has a total nuclear spin quantum number of I = 1. The spin wavefunction is

symmetric with respect to particle exchange, as the particles are identical when their spins are

parallel. This type of hydrogen is called ortho hydrogen, o-H2. However, the two nuclear spins

also be antiparallel, and then the total spin quantum number would be 0. In that case, the spin

wavefunction is antisymmetric with respect to exchange of nuclei, and this configuration is

called para hydrogen, p-H2. The statistical weight of the two configurations is 3 ∶ 1 as shown

in Table 2.2.

I MI Wavefunction Character

o-H2 1 1 ↑↑
0 1

√

2
(↑↓ + ↓↑) triplet

−1 ↓↓
p-H2 0 0 1

√

2
(↑↓ − ↓↑) singlet

Table 2.2: o- and p-H2.

The overall wavefunction of the molecule is the product of the spatial functions (including

rotation) and the spin functions. Exchange of the nuclei means in the case of a dumbbell

molecule simply a reversal of the dumbbell, equivalent to an inversion in space. Under such

operation, the rotational eigenfunctions for J = 1, 3, 5, ⋯ change their signs; they have

negative parity and are antisymmetric with respect to exchange. The rotational functions with

J = 0, 2, 4, ⋯ remain unchanged; they have positive parity and are symmetric.

The overall parity is the product of the parities of the functions contributing to the total

system. For particles with half-integral spin, this must be negative. Then o-H2, i.e. hydrogen
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molecules with I = 1 and therefore positive parity of the function, must have rotational states

with negative parity, i.e. J = 1, 3, 5, ⋯ with the statistical weight 3, if the remaining spatial

function have positive parity, as indeed the case for the ground state of hydrogen. This is true of

the state denoted by 1Σ+

g , the ground state of hydrogen molecule [110]. Para hydrogen, with I =
0 and negative parity of the spin function, must have rotational functions with J = 0, 2, 4, ⋯,

so that the overall product gives a negative parity for the total wavefunction. Between these

two kinds of hydrogen, which can be separated from each other macroscopically, transitions

are rather strictly forbidden. Only transitions within term system with even J and within that

with odd J are possible, if the nuclei are completely uncoupled. The weak coupling between

the nuclear spins and the electronic shells does, however, make transitions between the two

systems probable, with a very small transition probability.

At the lowest temperatures, only p-H2 is stable; o-H2, due to its J = 1, i.e. because a

rotational quantum is excited, is metastable. The spontaneous conversion of o-H2 into p-H2

by flipping of a nuclear spin occurs very slowly, over a time of years. This process can be

accelerated by addition of paramagnetic materials or other catalysts, thus pure p-H2 can be

prepared at low temperatures [111–113]. Normally, thermal equilibrium is established between

the two H2 modifications. Hydrogen is a mixture of p-H2 and o-H2 in the ratio of 1 ∶ 3.

2.5 Multiphoton spectroscopy of molecular species

The realisation that an atom or molecule must be capable to undergo a coherent (i.e. simulta-

neous) multiphoton transition when placed in a sufficiently intense radiation field goes back as

further as the beginning of quantum mechanics [114]. In fact, Raman scattering in one well-

known example of a multiphoton process which dates back that time. However, experimental

demonstration of multiphoton absorption in an isolated molecule had to wait until the develop-

ment of the laser which produces a sufficient intensity to compensate for the intrinsic weakness
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of such transitions.

Although there are many variants of the multiphoton spectroscopy experiment, the vast

majority of such experiments use the resonance-enhanced multiphoton ionisation (REMPI)

technique. As will be explained in the next section, the figure 2.3 outlines one of the simplest

and most practised types of REMPI experiment. In this particular example, the molecular

species of interest needs to absorb a minimum of three photons in order for it to be excited

from its ground state ∣1⟩ to an energy above its ionisation limit. The probability of such a

three-photon excitation can be greatly enhanced when there a real excited state of the neutral

molecule resonant at the energy of one ot two absorbed photons. The particular case shown

assumes that there is an excited state ∣2⟩ resonant at the energy 2hν. Resonance is necessary,

however not enough for state ∣2⟩ to cause enhanced ionisation following excitation. The other

requirements are that the ∣2⟩ ← ∣1⟩ two-photon excitation has a nonzero transition probability

and the state ∣2⟩ needs to be sufficiently long lived that the subsequent one-photon ionisation

step has reasonable probability. Once these conditions are fulfilled, the spectrum attained by

measuring the ion yeild (or the yield of the accompanying photoelectrons) as a function of

excitation wavelength will produce a signature of the ∣2⟩ ← ∣1⟩ two-photon transition in the

neutral molecule.

Now, let us consider what determines two-photon (or high-order) transition probabili-

ties. Just as with the more traditional one-photon spectroscopy, symmetry considerations are

paramount. A multiphoton transition between two states ∣1⟩ and ∣2⟩ will be allowed if the

transition moment [115]:

⟨2∣Tkq(Ô)∣1⟩ (2.22)

is nonzero, i.e. if the product of the irreducible representations for the wavefunctions of state

∣1⟩ and ∣2⟩ and of Tkq(Ô)- the qth component of the spherical tensors of rank k representing the

multiphoton transition operator Ô- includes the totally symmetric representation. Symmetry
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considerations impose that only spherical tensors of either odd or even rank will contribute to

any one-colour multiphoton excitation. Therefore, for instance, as one-photon electric-dipole

transitions must be carried by components of rank one, only components of rank k = 0 and/or 2

can contribute to two-photon transitions induced employing photons of identical frequency and

polarization. The k = 0 component (a scalar) can merely contribute to a two-photon transition

linking states of the same symmetry. The identification of k ≠ 0 components in two-photon

excitation spectra is generally quite straightforward since they are forbidden, and thus not

appears when the spectrum is recorded employing circularly polarized light. Sensitivity to

the polarisation state of the exciting radiation is one important feature differentiating one-

photon and multiphoton transitions [116]. As tables 2.3 and 2.4 illustrates, for all but the

least symmetric molecules, at least some of the k ≠ 1 components will span representations

different from, or additional to, those of the dipole moment operator. Resultantly, multiphoton

excitations can provide a means of populating excited states via transitions not allowed in

traditional one-photon absorption spectroscopy.

Less selective selection rules are merely one of several advantages stems from the use of

multiphoton excitation methods; operational convenience is another one. A multiphoton exci-

tation achieved employing visible or near ultraviolet photons can frequently provide a ready

means of populating an excited state lying energies which, in one-photon absorption, would

corresponds to technically more demanding vacuum ultraviolet spectral region. On the other

hand, multiphoton excitation cross-sections are relatively small; representative values for two-

and three-photon absorption cross-sections are 10−50 cm4 s−1 and 10−84 cm4 s−2, respectively

[117]. Whereas these values are typically around 10−17 cm2 for the cross section for an electric

dipole allowed one-photon excitation between two bound states of a molecule. Multiphoton

transitions are observed by using high laser intensities to compensate for the small cross sec-

tion. For most spectroscopic applications, the required intensities are generated by focusing the

output of conventional tunable dye lasers with nanosecond pulse duration. The interaction is
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concentrated in a localized volume, which is the focal volume of the beam, therefore rendering

the technique potentially matched for use with supersonic molecular beams.

According to the selection rules for electric dipole transitions, as shown in table 2.3 and

2.4, conventional one-photon absorption spectroscopy will never disclose the entire manifold

of excited electronic states of a molecule. Additional information can often be determined

if it is possible to study these same systems in emission. Whereas, multiphoton excitation

spectra can reveal much more information about the system. This is most obvious in the case

of homonuclear diatomic molecules such as H2, N2, O2 and halogens; these all have ger-

ade electronic ground state. As a result, one photon spectroscopy has tended to discriminate

in favour of their ungerade excited states. Two-photon spectroscopy, in contrast, will excite

g ⇔ g and u ⇔ u transitions; new spectroscopic data on the gerade excited states of each of

the above homonuclear diatomics has been derived in this way [118–120]. REMPI technique

is increasingly finding applications outside the spectroscopic community. For instance, mul-

tiphoton ionisation of H2, resonance enhanced at the the two-photon energy by the levels of

the E,F double minimum state, is being employed to detect H2 products arising in the H + H2

reactions [121, 122].
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Number of photons, n k q D∞h(a) D6h D3h(b)

1 1 0 Σ+

u A2u A
′′
2

1 ±1 Πu E1u E
′

2 0 0 Σ+

u A1g A
′
1

2 0 Σ+

u A1g A
′
1

2 ±1 Πg E1g E
′′

2 ±2 ∆g E2g E
′

3 1 0 Σ+

u A2u A
′′
2

1 ±1 Πu E1u E
′

3 0 Σ+

u A2u A
′′
2

3 ±1 Πu E1u E
′

3 ±2 ∆u E2u E
′′

3 ±3 Φu B1u +B2u A
′
1 +A

′
2

Table 2.4: Representation of the spherical tensor components Tkq(Ô) of the one-colour, n-

photon (n = 1 − 3) transition operator [115].

2.6 State selective detection via REMPI

In this section, state selective detection via the (2+1) REMPI process will be discussed. Molec-

ular hydrogen, having only two electrons, is the simplest neutral diatomic molecule. The de-

termination of the internal state distribution of H2 is of fundamental importance in numerous

applications, ranging from H atom recombination on surfaces [123], H+H2 reactive scattering

[124] to hydrogen plasmas [125]. Molecular hydrogen shows only a weak quadrupole-allowed

infrared spectrum and its lowest-lying electronic states are located in the deep vacuum ultra-

violet range (≤ 100 nm) [126]. Consequently, standard methods for determining the internal
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Figure 2.3: (2 + 1) REMPI process energy diagram. The REMPI technique typically involves

either a resonant single photon, or multiple photon absorption via a virtual (intermediate)

state, to an electronically excited state, followed by another photon which ionises the atom

or molecule.

state distribution of the molecule, such as infrared chemiluminescence [127] or Laser-induced

fluorescence (LIF) [128] are either inapplicable or present formidable technical challenges.

Although it is possible to detect H2 in a quantum-state-specific manner by Raman or Coherent

Anti-Stokes Raman Scattering (CARS) spectroscopy [129], signal-to-noise limitations prevent

the use of these techniques at low densities (below 1012 molecules/cm3) . On the other hand,

Resonant Enhanced Multiphoton Ionization (REMPI) has very high sensitivity because the

ions produced can be collected with high efficiency. Thus, this method can be applied to the

measurement of highly rarefied gas flows below number densities of 1012 molecules/cm3. This

is too small to detect by conventional methods like LIF [130]. Therefore, REMPI is the most

suitable method for our attempt to detect the vibrationally excited H2 molecules in the non-

equilibrium plasma discharge.

REMPI is a well-known technique in laser spectroscopy [132, 133]. In this method, two or

more photons are used to excite and ionise the molecule, starting from specific ro-vibrational
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Figure 2.4: Potential energy curves for some electronic states of H2 and H+

2 . The excitation

and ionization steps for the (2 + 1) REMPI process used in our work are also shown (Figure

adapted from reference [131]).

levels. If the energy of one or more photons corresponds to the energy difference between the

electronic ground state level and an allowed real excited level (resonant process), then the cross

section for ionisation is much larger than for non-resonant multiphoton ionisation. If more than

one photon is necessary for the excitation process, two-photon absorption occurs via so called

virtual (intermediate) states as shown in Figure 2.3 [131]. For such a process to occur, since
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the lifetime of the molecule in the virtual state is short (∼ 10−15 s) and two photons have to

be absorbed within that period of time, it requires a sufficiently high laser intensity. By tuning

the laser wavelength and measuring the produced ion signals as a function of the wavelength,

information about the population of the different quantum states in the electronic ground state

can be obtained [134].

The particular REMPI process applied for the hydrogen molecule in our work is demon-

strated in the potential energy level diagram [131] in Figure 2.4. The E,F1Σ+

g state is the lowest

electronically excited level that can be reached by absorption of two identical photons (UV)

from the ground state X1Σ+

g according to the symmetry selection rules as shown in table 2.3.

Since the energy difference between these states is of the order of 12.5 eV, the wavelength

of the laser has to be around 200 nm. For subsequent ionisation of the excited molecule, one

photon from the same source is sufficient. Such an excitation process is described as a (2 + 1)
REMPI process. For a (1 + 1) REMPI process, excitation in to the B1Σ+

u state is possible ac-

cording to the selection rules, however laser radiation of around 100 nm is required [135]. For a

change of vibrational quantum number during the electronic excitation, Franck-Condon factors

[136] govern the transition strength. Franck-Condon principle states that when an electronic

transition takes place, the time scale of this transition is so fast compared to nucleus motion

that it is considered that the nucleus to static, and the vibrational transition from one vibrational

state to another one is more likely to occur if wave functions of these states have a large over-

lap. The degree of overlap of the wave functions for the ground state and excited state of the

oscillator give us the Franck-Condon factors. Whereas the rotational quantum number has to

change according to ∆J = 0,±1 for a one-photon process. That means that for the two-photon

process employed in this work, the change of the rotational quantum number has to be −2, 0 or

+2 [137] shown in table 2.3. Excitations of these kinds are represented as O-branch, Q-branch

and S-branch transitions respectively. A Q-branch transition from an initial vibrational state

vi and rotational state J in the electronic ground state, to the final vibrational state vf in the
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electronically excited E,F state, is then labelled QJ(vf, vi). In the next section, the extraction

of the rovibrational populations from (2 + 1) REMPI process will be discussed.

2.7 Extracting ro-vibrational populations from (2+1) REMPI

measurements

The population of the rovibrational levels in the electronic ground state can be determined

from the ion yield. Operating far from the saturation of the (2 + 1) process, the ion yield Ni is

approximately given by [138]:

Ni = CN0σ2phI
2
ex

σionIion

σionIion +A
, (2.23)

where N0 denotes the ground rovibronic state number density and C is the instrumental ion

detection efficiency. σ2ph and σion are the cross sections for the two-photon excitation process

and the ionisation process respectively. Typical cross sections for single-photon excitation

are 10−17 to 10−18 cm2 and for two-photon processes 10−30 − 10−36 cm4W−1 [139]. Iex and

Iion are the photon flux densities for excitation (200 nm radiation) and ionisation and A is

the spontaneous fluorescence decay rate from the excited E,F state. The spontaneous decay

rate for the E,F state is of order 107 s−1 corresponding to a lifetime of ≈ 100 ns [131]. If

the two-photon excitation proceeds without saturation, a quadratic energy dependence on the

intensity of 200 nm light should be observed according to Equation 2.23. The ionisation step is

assumed saturated. Hence, we can use ion yield as a measure of the ground rovibrational state

populations.

The rovibrational state population for a thermalized gas at temperature T is given by:

N(J, v) =
gn(2J + 1)exp (−Erot(J,v)−Evib(v)+Evib(0)

kBT
)

ΣJ,vN(J, v) , (2.24)

39



with:

Erot(J, v) = [Be − α(v + 1

2
)]J(J + 1) −DJ2(J + 1)2, (2.25)

Evib(v) = ω (v + 1

2
) − ωx(v +

1

2
)2. (2.26)

According to Huber and Herzberg [140], the constants for hydrogen molecules (in cm−1) are:

Be = 60.85, α = 3.062, D = 4.71 × 10−2, ω = 4401.21, ωx = 121.34. Here gn denotes the spin

degeneracy and is equal to 3 for odd numbers and 1 for even J − numbers.

In order to avoid excessive indices, in the spectroscopy literature the upper state (vf, Jf)
is always labelled with a prime as (v′, J ′), whereas the lower state (vi, Ji) is labelled with

a double prime as (v′′, J ′′). In the rest of this Thesis the corresponding transitions will be

labelled accordingly.

In Table 2.5 the calculated relative ro-vibrational state population for the levels v′′ = 0, J ′′ =
0−9 and v′ = 1, J ′ = 0−9 at T = 300 K are compiled. At room temperature and in equilibrium,

v′ = 1 vibrational level populations are not significant compared to the v′′ = 0 vibrational level.

In addition, the photon wavelength for the specific two-photon resonant excitation from the

electronic ground state to the E,F state is quoted. The transition wavelengths are calculated

using term values as described below. Just as in the ground electronic state, a molecule may

vibrate and rotate in the excited states. The term value S for a molecule with an electronic

term value Te, corresponding to an electronic transition between equilibrium configurations

and with vibrational and rotational term values G(v) and F(J) respectively, is given by [141]:

S = Te +G(v) + F(J). (2.27)
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QJ ′′(v′, v′′) λ(nm) N(J ′′, v′′)

Q0(0,0) 201.67 0.1287

Q1(0,0) 201.78 0.6564

Q2(0,0) 202.00 0.1177

Q3(0,0) 202.33 0.0919

Q4(0,0) 202.77 0.0043

Q5(0,0) 203.32 0.0010

Q6(0,0) 203.96 0.0000

Q7(0,0) 204.69 0.0000

Q8(0,0) 205.52 0.0000

Q9(0,0) 206.42 0.0000

Q0(1,1) 205.46 0.0281 × 10−8

Q1(1,1) 205.57 0.1473 × 10−8

Q2(1,1) 205.79 0.0280 × 10−8

Q3(1,1) 206.12 0.0239 × 10−8

Q4(1,1) 206.55 0.0013 × 10−8

Q5(1,1) 207.09 0.0003 × 10−8

Q6(1,1) 207.73 0.0000 × 10−8

Q7(1,1) 208.45 0.0000 × 10−8

Q8(1,1) 209.26 0.0000 × 10−8

Q9(1,1) 210.15 0.0000 × 10−8

Table 2.5: Ro-vibrational state population N(J ′′, v′′) of H2, calculated for v′′ = 0, J ′′ = 0 − 9

and v′′ = 1, J ′′ = 0− 9 at T = 300 K, and the corresponding laser wavelengths necessary for the

(2 + 1) REMPI process.
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The vibrational term values for any electronic state, ground or excited, can be expressed as:

G(v) = ωe (v +
1

2
) − ωexe (v +

1

2
)

2

, (2.28)

where the vibration wavenumber ωe and the anharmonic constants ωexe vary from one elec-

tronic state to another. The rotational term values for any Σ state are given by:

F(J) = BvJ(J + 1) −DeJ
2(J + 1)2, (2.29)

whereBv is the rotational constant,De is the centrifugal distortion constant, and the superscript

“v” indicates the vibrational dependence.

Only the v − dependence of Bv is important here and it is given by:

Bv = Be − αe (v +
1

2
) , (2.30)

as for the ground state. The constants Be, αe and De are characteristic of a particular electronic

state in the ground or excited state. The corresponding diatomic constants of H2 molecules for

the ground electronic state X1Σ+

g and the excited electronic state E,F1Σ+

g are given in Table 2.6

[142].

State Te ωe ωexe Be αe De

X1Σ+

g 0 4401.20 121.33 60.853 3.062 0.0471

E,F1Σ+

g 100082.3 2588.9 130.5 32.68 1.818 0.0228

Table 2.6: The diatomic constants of H2 molecules for the ground electronic state and the

excited electronic state. All of the constants are given in wavenumber units [cm−1].

If the rotational energy distribution follows the Maxwell-Boltzmann distribution, the rota-

tional line intensity in the H2 molecule (2 + 1) REMPI spectra is given by [143]:

IJ ′,J ′′ = Ag(J ′′)S(J ′, J ′′)exp( −Erot

kBTrot
) . (2.31)
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Here A is a constant independent of the rotational quantum number J ′′ of the ground state and

J ′ of the excited (resonance) state, but including laser flux, number density and vibrational

strength (Franck-Condon factor). Here g(J ′′) is the nuclear spin degeneracy depending on the

parity of J ′′ and the spin Is of the nuclei [75]. For H2 (Is = 1/2), it takes the values 3 and 1

for odd and even J ′′ respectively. S(J ′, J ′′) is the rotational transition strength (two-photon

Honl-London factor). The two-photon Honl-London factors for the 1Σ+

g ← 1Σ+

g transition [144]

are shown in Table 2.7, with the assumption that the ratio of the transition dipole factor is

(µs/µl) = 1 [143].

Branch S(J ′, J ′′)

O(J ′ − J ′′ = −2) J ′′(J ′′−1)
30(2J ′′−1)

P(J ′ − J ′′ = −1) 0(forbidden)

Q(J ′ − J ′′ = 0) 2J ′′+1
9 {1 + J ′′(J ′′+1)

5(2J ′′−1)(2J ′′+3)}

R(J ′ − J ′′ = 1) 0(forbidden)

S(J ′ − J ′′ = 2) (J ′′+1)(J ′′+2)
30(2J ′′+3)

Table 2.7: Two-Photon Honl-London factors for the 1Σ+

g ← 1Σ+

g transition using linearly polar-

ized light.

The transition probability via P or R-branch transition is zero, because the transition of

J ′−J ′′ = ±1 is forbidden for 1Σ+

g ← 1Σ+

g by two-photon absorption. The term exp(−Erot/kBTrot)
indicates the Maxwell-Boltzmann distribution at the rotational temperature Trot. kB is the Boltz-

mann constant and Erot the rotational energy of the ground state. Erot is a function of J ′′ as

given in Equation 2.25. In the next section, the simulation of H2 (2 + 1) REMPI spectra at

room temperature will be explained.
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2.8 Simulation of H2 (2 + 1) REMPI spectra

This section presents simulations of the H2 rovibrational spectra. Calculating H2 spectrum

involves two main parts. The first part is to calculate the transition wavelengths for the cor-

responding rovibrational states. The second is to determine the corresponding line intensities

including the line profiles, to take into account of line broadening mechanisms.

2.8.1 Transition wavelengths for H2 (2 + 1) REMPI spectra

As discussed in section 2.7, the transition wavelengths are calculated using the term values

for the H2 molecule. Our study investigates the (2 + 1) REMPI process in H2 by excitation

from the ground electronic state X1Σ+

g to the excited electronic state E,F1Σ+

g and subsequent

ionisation. Therefore, we need to establish the term values for the ground and excited states of

H2 molecule.

The rotational term value for the ground electronic state is given as:

F(J ′′) = [Be − αe (v′′ +
1

2
)]J ′′(J ′′ + 1) −DeJ

′′2(J ′′ + 1)2. (2.32)

The vibrational term value for the ground electronic state is expressed in the equation 2.28

and it will be represented as G(v′′).

Before introducing the rotational term values for the excited electronic state, we need to

take into account the selection rules. Due to these rules, there would be O-branch, Q-branch

and S-branch transitions. Therefore, the rotational term values of the excited electronic state for

these three transitions can be defined as FQ(J ′1), FO(J ′2), and FS(J ′3) where J ′1 = J ′′, J ′2 = J ′′−2

and J ′3 = J ′′ + 2.

The vibrational term value for the excited electronic state be calculated using the equation

2.28 and it will be represented as G(v′).
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After defining the ground and excited state rovibrational term values, now we can define

the total term values.

The total term values for the ground state is expressed in the equation 2.27 and will be

defined as S′′.

The total term values for the excited state for Q-branch, O-branch, and S-branch are ex-

pressed as:

S
′
Q = T

′
e +G(v′) + FQ(J ′1), (2.33)

S
′
O = T

′
e +G(v′) + FO(J ′2), (2.34)

S
′
S = T

′
e +G(v′) + FS(J ′3). (2.35)

Now that we have established the total term values for the ground and excited states, the

transition energies can simply be calculated by subtracting the ground state total term values

from the excited state total term values. Thus, the transition energies for Q-branch, O-branch,

and S-branch are given as:

νQ = S
′
Q − S

′′
, (2.36)

νO = S
′
O − S

′′
, (2.37)

νS = S
′
S − S

′′
, (2.38)
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Because two-photon absorption is required to excite the molecule for our (2 + 1) REMPI

process, we need to divide the transition energies by 2 in order to determine the laser wave-

length for this process.

Note, up to this point, all of our calculations are conducted in cm−1 units using the diatomic

constants for H2 molecules in table 2.6.

2.8.2 Line intensities for H2 (2 + 1) REMPI spectra

The rotational line intensity, where the rotational energy distribution follows the Maxwell-

Boltzmann distribution, is given by equation 2.31. In this equation, the line intensities mainly

depend on the vibrational strength, also known as Franck-Condon factor, the rotational tran-

sition strength, which is also called two-photon Honl-London factor, and the state popula-

tions determined by Maxwell-Boltzmann distribution. However, in our calculations vibrational

strength factor is not included because we produce our (2 + 1) REMPI spectra using rovibra-

tional transitions with the same vibrational state; thus, the vibrational strength factor is assumed

to be constant for each rotational transition. Consequently, our calculations assume relative in-

tensities depending on merely the Honl-London factors and Maxwell-Boltzmann distribution

factor.

For our line intensity calculations, the relative rovibrational state populations are initially

determined using the following expression:

N = g(J ′′)exp(−(G(v′′) + F(J ′′))
kBT

) , (2.39)

where g(J ′′) is the spin degeneracy and equals to 3 for odd or 1 for even J ′′ − numbers. G(v′′)
and F(J ′′) are the ground state vibrational and rotational term respectively. kB is Boltzmann

constant and T is the temperature.
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The two-photon Honl-London factors are shown in table 2.7 for Q-branch, O-branch and

S-branch.

After establishing the rotational line strengths, we now can establish the line intensity ex-

pression involving both the Honl-London factors and Maxwell-Boltzmann factor. Therefore,

the line intensities for each branch are expressed as:

IQ(J ′, J ′′) = SQ(J ′, J ′′)N, (2.40)

IO(J ′, J ′′) = SO(J ′, J ′′)N, (2.41)

IS(J ′, J ′′) = SS(J ′, J ′′)N, (2.42)

where IQ(J ′, J ′′), IO(J ′, J ′′) and IS(J ′, J ′′) are the line intensities for Q-branch, O-branch

and S-branch respectively.

2.8.3 Line broadening for H2 (2 + 1) REMPI spectra

Real spectral lines are broadened. Three broadening mechanisms determine the spectral profile,

φ(ν). One of these mechanisms occurs due to quantum mechanical uncertainty in the energy

of levels with finite lifetimes. This type of broadening is called natural or lifetime broadening,

and is generally relatively small. The second type of the broadening mechanism is called

collisional or pressure broadening. Collisions reduce the effective lifetime of a state; thus, this

leads to broader spectral lines. High pressure also indicates that more collisions occur in a

gas; consequently, this results in broader spectral lines. The other broadening mechanism is
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Doppler thermal broadening, due to the thermal (or large scale turbulent) motion of individual

atoms or molecules in a gas relative to the observer.

Although the dominant broadening is Doppler broadening in our work, we will give a brief

description of each, and focus on the Doppler broadening.

Natural broadening

The uncertainty principle states that energy levels above ground state with energy E and life-

time ∆t, has an uncertainty in energy expressed as:

∆E∆t ≈ h̵. (2.43)

This means short-lived states have large uncertainties in their energy. Therefore, a photon emit-

ted in a transition from this level to the ground state will have a range of possible frequencies

given as:

∆ν ≈ ∆E

h
≈ 1

2π∆t
. (2.44)

This effect is called natural broadening.

If the spontaneous decay of a state n′(to all lower energy levels n′′) proceeds at a rate

expressed as:

γ = Σn′′An′n′′ ,

it can be shown that the line profile for transitions to the ground state is of the form:

φ(ν) = γ/4π2

(ν − ν0)2 + (γ − 4π)2
. (2.45)

This is called a Lorentzian or natural line profile.
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Pressure (Collisional) broadening

Collisions randomize the phase of emitted radiation. If the collisions are frequent enough, they

effectively shorten the lifetime further. Thus, this results in pressure or collisional broadening

of spectral line. If the frequency of collisions is νcol, then the line profile is as follows:

φ(ν) = Γ/4π2

(ν − ν0)2 + (Γ − 4π)2
. (2.46)

where Γ = γ + 2νcol. As seen, this is still a Lorentz line profile. Collisions dominate at high

density, meaning high pressure.

Doppler broadening

Doppler broadening is typical in gaseous samples. As a well known fact, the Doppler effect

results in a light frequency shift when the source is moving toward, or away from the observer.

When a source emitting radiation with frequency ν0 moves with a speed vz, the observer detects

radiation with a frequency as:

ν = ν0 (1 ± vz

c
) , (2.47)

where the sign + and − is related to an approaching and receding source, respectively.

Molecules in a gas randomly move in all directions and the observer detects the corre-

sponding Doppler broadened spectral profile. This profile reflects the distribution of molecular

velocities along the line of detection which can be designated a z − axis for simplicity.

In the case of thermal equilibrium the velocity distribution is the Maxwell-Boltzmann dis-

tribution:

n(vz)dvz =
√

2kBT

πm
exp(−mv2

z

2kT
) , (2.48)
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where n(vz)dvz is the relative number of atoms or molecules with velocity component vz par-

allel to the light beam and m is the particle mass.

By combining equations 2.47 and 2.48, we obtain the expression for the light intensity as a

function of ν:

I(ν) = I0

√
4ln2

π

1

∆νD
exp(−4ln2

(ν − ν0)2

∆ν2
D

) where ∆νD = 2ν0

c

√
2ln2kT

m
. (2.49)

where ∆νD is the Doppler width, full width at half maximum. The distribution (The Doppler

profile) in equation 2.49 has a Gaussian form. It is seen that the Doppler width ∆νD is propor-

tional to the transition frequency ν0, to the square root of the gas temperature T , and inverse to

the square root of the particle mass.

For transitions which belong to the visible or the near-UV spectral range, when the gas tem-

perature is around 300 K, the Doppler width is typically within one GHz. However, Hydrogen

atoms and molecules have exceptionally high Doppler widths of around 30 GHz due to their

low mass (high velocity). For the visible part of the spectrum the Doppler line broadening is

usually much larger than the lifetime broadening. Therefore, the experimentally obtained line

profiles usually have Gaussian shape. In contrast, for microwave transitions, or in conditions

of high collisional broadening, the lifetime broadening becomes larger than the Doppler one

resulting in Lorentz-type line profiles.

In our calculations, we determined the Doppler broadening in wavelength instead of fre-

quency solely due to convenience.

The Doppler width at full width at half maximum (FWHM) ,∆λ, is multiplied by a factor

of 4 in our calculations for (2 + 1) REMPI process since it is 2 photon process [145].

We now can rearrange the Doppler broadening profile using the transition wavelengths and

line intensity equations 2.40, 2.41, and 2.42. Thus, the new expressions are given as:
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IQ(λ) = IQ(J ′, J ′′)
c
λQ

√
m

2πkT
exp(−4ln2(λ − λQ)2

(∆λQ)2
) , ∆λQ = 4

⎛
⎝

2λQ

c

√
2ln2kT

m
⎞
⎠
, (2.50)

IO(λ) = IO(J ′, J ′′)
c
λQ

√
m

2πkT
exp(−4ln2(λ − λO)2

(∆λO)2
) , ∆λO = 4

⎛
⎝

2λO

c

√
2ln2kT

m
⎞
⎠
, (2.51)

IS(λ) = IS(J ′, J ′′)
c
λS

√
m

2πkT
exp(−4ln2(λ − λS)2

(∆λS)2
) , ∆λS = 4

⎛
⎝

2λS

c

√
2ln2kT

m
⎞
⎠
, (2.52)

where IQ(λ), IO(λ), and IS(λ) are the line intensities of the Doppler broadened profiles and

∆λQ, ∆λO, and ∆λS are Doppler width at FWHM of (2 + 1) REMPI process for Q-branch,

O-branch, and S-branch respectively.

As discussed, natural broadening and pressure broadening effects are not included in our

work because their contribution to the line broadening is negligible compared to the Doppler

broadening. However, we include the laser linewidth to the line profiles since it has a significant

contribution to the spectral line broadening. Therefore, our total line broadening is combination

of Doppler linewidth and laser linewidth. We assumed our laser linewidth, which is around

2 GHz, has a Gaussian profile; thus, it is included in the Doppler profile by simply adding it to

the Doppler width at FWHM for our simulation. The example of the H2 (2+1) REMPI spectra

at room temperature will be presented in the results section.
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Chapter 3

(2 + 1) REMPI experiment and Results in

the non-equilibrium discharge

3.1 Experimental setup

In this section, we will discuss the experimental setup for our H2 (2+1) REMPI experiment in

the non-equilibrium discharge. In addition, it will be implemented with a slight modification

for the room temperature measurements. The experimental setup includes the laser system,

optical layout, discharge cell and detection of the REMPI signal as well as the data acquisition

process.

Tunable light ( 598 nm to 630 nm) is produced by a Rhodamine 610/640 dye laser (Cobra-

Stretch, Sirah GmbH, Germany), which is pumped by a frequency doubled Nd:YAG laser

(Precision II, Continuum, USA). A portion of the dye laser output (at ω) is frequency doubled,

this is then mixed with the remaining fundamental to produce a tunable UV output at the third

harmonic (3ω). After spectral filtering the UV output is sent to a H2/Ne gas cell containing two

electrodes (see below). The current produced from the UV photoionisation of H2 is detected
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via a signal averaging oscilloscope (see below) as a function of the laser wavelength (3ω) and

stored on a laboratory PC.

3.1.1 Laser system

A schematic diagram of the experimental setup is depicted in Figure 3.2. The laser system

consists of two main parts: one is a Nd:YAG laser (Continuum Precision II), which is used to

pump the Sirah dye laser, and the Sirah dye laser combined with a frequency conversion unit

(FCU).

Nd:YAG laser

At the heart of our Nd:YAG laser is very high efficiency pump chamber to couple the flashlamp

light into the Nd:YAG rod. Through the use of a diffuse reflector concept, the Nd:YAG laser

is able to produce high gain with low heat buildup in the overall system. Therefore, the pulsed

output has a stable frequency doubled at 532 nm and an available pulse energy of 400 mJ/pulse.

The pulse duration is 10 ns and its repetition rate is 10 Hz.

Dye laser

The Nd:YAG laser output is guided into the Sirah dye laser to generate the required tunable

laser radiation. A dye mixture of Rhodamine 610 and 640 is used to yield a wavelength range

of 598 nm to 630 nm with a peak at 615 nm. The dye mixture at the oscillator consists of

Rhodamine 610 (RhB) + Rhodamin 640 (Rh101) with concentrations of 0.17 and 0.04 g/l

respectively. The dye mixture is diluted by 1/8 at the amplifier. After the amplifier, a conversion

factor of approximately 25% for the RhB + Rh101 dye mixture yields a subsequent dye laser

output.
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Figure 3.1: The FCU unit consists of two BBO type crystals: one is to generate the second

(SHG-250) and the other one (THG-200) to generate the third harmonics of the fundamental

dye laser wavelength. A half-wave plate is used to ensure the correct input polarisation for

second harmonic generation. An optical compensator is used to correct for the beam shift

induced by the second harmonic crystal.

Frequency conversion unit (FCU)

The Sirah FCU unit (THU-205), is designed to generate laser light in the UV wavelength range,

from 197−210 nm, by third harmonic generation (THG), as shown in figure 3.1. The dye laser is

operated in the red spectral range, from 598 to 630 nm with a peak at 615 nm. Its output beam

is intially frequency doubled by the FCU. Then, the resulting UV beam (307.5 nm) is sum

frequency mixed with the residual dye laser beam (≈ 615 nm) to generate a frequency tripled

beam (≈ 205 nm). A set of 4 dichroic mirrors separate the generated UV beam (205 nm) from

the incoming light (307.5 nm and ≈ 615 nm). Thus, we have our UV output which has a pulse

energy about ≈ 1 mJ/pulse.

3.1.2 Optical layout

The optical setup is depicted in figure 3.2. After the FCU unit, the UV output still contains a

small amount of residual fundamental wavelength (615 nm). Therefore, a Pellin Broca prism
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Figure 3.2: Experimental setup for H2 (2 + 1) REMPI experiment in the glow discharge cell.

The diagram depicts the laser system combined with frequency conversion unit (FCU), optical

layout and detection equipment.

is mounted at the exit of the FCU unit to separate the UV output beam (205 nm) from the other

wavelength. A lens is used to focus the UV output beam through a window mounted to the

cell. In addition, the UV laser power was monitored on a photodiode. It should be noted that

all the optics used in the UV beam optical layout have to be fused silica since ordinary glass

would absorb the UV radiation.
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3.1.3 Discharge cell

The (2 + 1) REMPI experiment was realized in a glass cell as shown in figure 3.2. The glass

cell was specifically designed to carry out the discharge experiment since a cell made of a con-

ductive material may create unwanted discharge patterns from the electrodes to the cell walls.

The glass cell, designed by our group and constructed by the UCL MAPS faculty workshop, is

in the form of a 4-way cross that is 20 cm by 15 cm in length and has 3.2 cm outer diameter

for each-way of the cell. Two UV fused silica windows are mounted to two sides of it in order

to allow laser light to enter and exit the glass cell. In addition, two copper electrodes were

designed for creating a glow discharge by applying a DC voltage across them. Copper was

chosen due to its good conduction properties. The electrodes are circular in shape and 2 cm

in diameter. The anode is grounded. Both electrodes are attached to a KF-25 flange which is

mounted to the glass cell. The electrical feed-through is connected to the power supply and

detection electronics through these flanges.

3.1.4 REMPI signal detection and data acquisition

REMPI signal detection

In our work the signal detection is conducted through the electrodes. Firstly, H+

2 ions are pro-

duced by (2 + 1) REMPI process and then they are collected via the cathode in the glass cell.

To achieve this, the cathode is connected to a high voltage supply (Series EW, Glassman High

Voltages, USA) and a negative voltage is supplied to the electrodes. By applying a potential

difference across the electrodes, the laser induced H+

2 ions are attracted to the cathode, thus a

laser induced current is generated then it is collected, and measured on an oscilloscope (Wave-

pro 7300, LeCoy, USA). The oscilloscope is connected to the cathode using a BNC cable and

capacitor (4.7 nF) which can handle high voltage up to 2 kV. By placing the capacitor be-
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Figure 3.3: H2 discharge and non-equilibrium positive column (Tvib > Ttrans). The characteristic

glow discharge regions are seen in the cell.

tween the cathode and scope, the latter is protected from the DC high voltage supplied by the

power supply and additionally the high DC voltage is filtered from the laser induced ion signal

created.

Glow discharge production

To produce H+

2 ions, a DC glow discharge was produced in a gas mixture of 10% H2 in Neon.

To do that, the electrode separation is adjusted to be 5.5 cm. Then, a constant gas flow of

the gas mixture at around ≈ 40 Torr pressure is maintained in the glass cell. It is crucial to

have the constant gas flow in order to sustain the discharge at a constant voltage and current.

After maintaining a constant gas flow in the cell, 500 volts and 23.5 mA are supplied across the

electrodes. The optimum gas flow, pressure, and current characteristics for a stable discharge

were found by trial and error. One can be certain that the discharge is stable when both the

cathode and anode surfaces are covered by a uniform glow as depicted in figure 3.3. Some

characteristic regions of the glow discharge are shown in figure 3.3. Amongst these discharge

regions, the positive column is of the most importance to us because it has a non-equilibrium
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characteristic (Tvib > Ttrans). Therefore, the vibrationally excited H2 molecules are produced in

the positive column.

Data acquisition

After producing a stable glow discharge in the glass cell, we detect the vibrationally excited

molecules. To achieve this, initially the dye laser is calibrated over the desired wavelength

range, which requires tuning of both the SHG and THG crystals in the FCU unit. In order

to obtain the rotationally resolved spectrum of vibrationally excited (v = 1) H2, the tunable

dye laser must have approximately the same intensity over the scanned wavelength range from

≈ 205 to 207 nm. During the data acquisition, the dye laser is scanned over the calibrated

wavelength range with a 0.0004 nm, which is ≈ 3 GHz in frequency unit, step size to resolve

the Doppler profile of the transition lines where Doppler linewidth is calculated to be ≈ 52 GHz

using the equation 2.50 in section 2.8.3. The produced ion signals are plotted versus the cor-

responding laser wavelength. Each data acquisition cycle, which starts by firing a laser pulse

and finishes when the ion signal produced is recorded, is initiated by a trigger pulse obtained

from the pump laser (Nd:YAG laser) in our laser system. Additionally, the ion signal at each

laser wavelength are averaged on the oscilloscope to reduce errors. The dye laser is scanned

over a wavelength range which covers the first few rovibrationally excited states in the v′ = 1

vibrational level. Primary measurements covered the wavelength range between 205.35 and

the 206.60 nm. The calibrated wavelength range should be able to detect H2 molecules in the

v′ = 1, J ′ = 0−3 rovibrational quantum states via the (2+1) REMPI process via the Q−branch

lines of the E,F1Σ+

g −X1Σ+

g (1,1) band. The H+

2 ions produced by the (2 + 1) REMPI process

are collected at the cathode and the signal is sent to the Lecoy oscilloscope for monitoring. The

data collected via the Lecoy oscilloscope and recorded on a computer. The data acquisition is

carried out by a Labview program developed by our group.
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3.2 Characterization of H2 via (2 + 1) REMPI at 300 K

The characterization included investigating the (2+ 1) REMPI signal’s dependence on various

parameters. These parameters consists of the pressure of the gas mixture, the voltage applied

across the electrodes, the current and laser power. The main motivation for this experiment was

to compare the measurements at room temperature with the expected theoretical calculations.

Therefore, we could verify our methodology and apply the same methodology to the non-

equilibrium discharge.

Experimental setup

The experimental setup for (2 + 1) REMPI experiment at room temperature is the same as the

experimental setup for the discharge experiment described in section 3.1. The only difference

is the electrode used to collect the H+

2 ions in the glass cell. In this case, two copper rods, which

have 6.35 mm (1/4′′) diameter, were used with a separation of around 3 mm. A high voltage

power supply, which is able to generate negative voltages up to 1000 V and current of 2 A, was

used. Before the measurement, we applied a voltage just under the breakdown one, so that the

laser induced ions could be easily produced. The separation of electrodes fixed at around 3 mm

distance to each other, thus the required voltage was around 200 V.

Data acquisition

Data collection for room temperature measurements was conducted using a SRS Gated In-

tegrator and Boxcar Averager (SR 250, Stanford Research Systems, USA) instead of the os-

cilloscope as mentioned previously, because our oscilloscope was not available. The SR 250

consists of a gate generator, a fast gated integrator, and exponential averaging circuitry. The

gate generator, which is triggered externally, provides an adjustable delay from a few nanosec-

onds to 100 ms before it generates a continuously adjustable gate with a width between 2 ns

59



and 15 µs. In the experiment, the (2 + 1) REMPI signal is initially amplified by an Ortec 575

amplifier (575, Ortec, USA), which is capable of achieving amplification gains ranging from

10 to 500. After the amplification, the signal is sent to the gated integrator and boxcar averager,

in which 30 samples are averaged. Then, the averaged output is sent to a computer interface

module (SR 245). The digital output of the computer interface is connected to a computer

via an RS-232 cable. REMPI spectra are recorded by scanning the dye laser wavelength from

≈ 201 to 204 nm, the REMPI signal for each wavelength step was averaged for 30 laser shots.

3.2.1 Results of characterization measurements at room temperature

Characterization measurements of the (2 + 1) REMPI experiment at room temperature were

carried out using the Q1(0,0) rovibrational transition. This transition is chosen because the

J ′′ = 1 rotational state is the most populated state in H2 at room temperature (300 K) since para-

and ortho-H2 spin multiplicity contributes to population distribution as discussed in section 2.4.

Q-branch transitions are detected only since the O- and S-branch transitions are approximately

30 times are less probable compared to the Q-branch transitions due to the Holn-London factors

as states in equation 2.40 and shown in table 2.7 [146, 147].

Gas pressure vs (2 + 1) REMPI signal

As has already been discussed in section 2.7, the ion yield for the (2 + 1) REMPI process

is given by equation 2.23 where the ion yield is directly proportional to the pressure of the

gas, which is proportional to N0, the ground rovibronic state number density. In figure 3.4(a),

the signal is measured over a range of gas pressures (other experimental parameters are con-

stant, such as, laser intensity, voltage across electrodes). The signal becomes very insignificant

around 5 Torr and it increases as the pressure goes up. The reason we conducted pressure

measurements was because we wanted to identify an optimum pressure for the characteriza-
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Figure 3.4: (a) shows the dependence of the signal with gas pressure at 300 K. (b) shows the

FWHM of the signal versus gas pressure.

tion measurements. As a result, the optimum gas pressure was chosen to be around 15 torr.

Pressures above 25 torr were not practical as the pressure increases the breakdown voltage

increases and the resulting ion signal becomes very laser. This could cause saturation of our

detection equipment.

Figure 3.4(b) shows the variation in the FWHM of the REMPI signal with pressure. The

measurement confirms that the correlation between the linewidth and the gas pressure is linear.

The measured linewidths are generated by fitting the raw data to a Gaussian function in Origin

Lab.

Amplification gain vs (2 + 1) REMPI signal

In figure 3.5(a), the variation in the signal with the amplification gain from the Ortec 575

amplifier is displayed. The purpose of this measurement is to characterize the gain setting on

the amplifier so that we could operate the (2 + 1) REMPI experiment at optimum voltage-

amplification as well as ensure that the amplifier operates linearly. The integrated area under

measured signal with respect to gain is shown in the figure 3.5(b). A linear response was
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Figure 3.5: (a) shows the variation in the signal with amplification gain at 300 K. (b) shows

the integrated peak area of the signal with respect to the gain.

Figure 3.6: (a) shows the variation in signal with voltage across electrodes at 300 K, with a

gain factor of 100. The signal level increases as the voltage across the electrodes rise and it

saturates at around 345 V. (b) shows a close up to the saturation effect with various voltages.

obtained and a gain of 100 was chosen for our measurements.
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Figure 3.7: (a) shows the signal’s dependence on laser power at 300 K. (b) shows the doppler

broadening measurement at 300 K. H2 Q1(0,0) transition line is scanned for this measurement

and the measured linewidth at FWHM is 57.0 ± 1.5 GHz.

Voltage vs (2 + 1) REMPI signal

In figure 3.6(a), the REMPI signal is recorded at various electrode voltages. The applied volt-

age across the electrodes and the signal are correlated such that as the voltage is increased, the

signal value rises. Note, during the characterization experiment we had to carefully adjust the

voltage. Since otherwise, the signal detection electronics (i.e. boxcar averager or oscilloscope)

might be saturated and thus the full signal may be missed. This effect of detection electronics

saturation can be seen in the figure 3.6(b). In order avoid the saturation, we conducted our

measurements at round 300 V.

Laser power vs (2 + 1) REMPI signal

The signal with respect to laser power is measured. For this measurement, the laser wavelength

is fixed to the peak at Q1(0,0) transition. The laser power is measured by a photodiode (PD)

in a configuration as shown in the figure 3.2. The UV laser output power was varied by turning
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the half-wave plate in the FCU unit as shown in figure 3.1. Each data point is averaged on the

scope for 20 laser shots. The measured data points were fitted to a power function in Origin

lab, as shown in figure 3.7(a). As a result, it is found that the signal scales with a power of

2.0 ± 0.2 with respect to the laser power. These findings are in agreement with the equation

2.23 in which the REMPI signal is predicted to be proportional to the square of the laser power.

Doppler broadening

The linewidth measurement at room temperature was conducted at Q1(0,0) transition line,

shown in figure 3.7(b). As explained in subsection 2.8.3, the Doppler profile is Gaussian shape.

Thus, the measured data is fitted to a Gaussian function in Origin lab in order to determine the

linewidth of the transition. The measured linewidth is found to be ∆λ = 0.0077± 0.0002 nm at

FWHM which is equal to ∆f = 57.0 ± 1.5 GHz. The theoretical value for Doppler broadening

at 300 K is calculated using the equation 2.50 and is found to be ∆λ = 0.0071 nm which cor-

responds to ∆f = 52.0 GHz. If this is subtracted from the measured linewidth, the remaining

braodening must be due to the laser linewidth since the natural and pressure broadening effects

are negligible. Consequently, the laser linewidth is determined to be 0.0006±0.0002 nm, which

is equal to 5.0 ± 1.5 GHz.

Power broadening effect measurement

The spectral width of an atomic/molecular transition absorption line generally increases with

incident laser power, a phenomenon known as power broadening [148]. Power broadening

of the REMPI signal is measured by varying laser power and scanning the laser wavelength

over the Q1(0,0) transition line. As can be seen in figure 3.8, the measurement is carried

out for four different laser powers which are 0.3, 0.6, 0.8, and 1 mJ/pulse respectively. It

should be noted that these values are relative to the actual laser power since we only measure

64



Figure 3.8: Power broadening of Q1(0,0) at 300 K. The FWHM of the REMPI signal was

found to increase with laser power with values of 0.00558, 0.00821, 0.0101 and 0.01342 nm

recorded for laser pulse energies of 0.3, 0.6, 0.8 and 1 mJ, respectively.

a small portion of the output beam on a photodiode, depicted in figure 3.2. The laser power is

recorded simultaneously along with the REMPI signal as the laser is scanned. The raw data is

normalized to the squared laser power because the REMPI signal is proportional to this. The

signal is seen to broaden as the laser power is increased, shown in the figure 3.8. Note that the

laser has a small shift in wavelength (due to the calibration) and it has to be accounted for when

generating the spectra. The corrected laser wavelength is the value after this shift is accounted

for and this is applied to the rest of the measurements in this thesis.

In figure 3.9, the experimental spectrum is compared to the simulation at room tempera-

ture. The measured and the simulated spectrum are in a good agreement. The comparison is

established for the transitions, given as Q0(0,0), Q1(0,0), Q2(0,0), Q3(0,0) and Q4(0,0)
respectively. Although in the simulated spectrum, the Q4(0,0) line has a very small fraction

of population, this could not be detected. The difference in line strengths are mainly due to the

non-uniform laser intensity over the scanned wavelength range. Even though the REMPI sig-
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Figure 3.9: The measured H2 (2 + 1) REMPI spectrum vs simulation at 300 K. The measured

and simulated spectrum show a good agreement (lines assigned according to reference [137]).

nal is normalized to the squared laser intensity, large fluctuations in laser intensity might have

caused REMPI signal to be non-quadratic with respect to laser power. Thus, the difference in

relative line intensities might have occurred. This difference will result in large uncertainty in

the rotational temperatures.

Extraction of rotational temperature from the simulated spectrum at 300 K

The rotational temperature of the H2 molecules can be extracted from the spectrum by using a

Boltzmann plot. In order to produce the Boltzmann plot, we need to revise how we calculated

the line intensities for the (2+1) REMPI spectrum as discussed in subsection 2.8.2. In equation

2.40, the line intensities for Q-branch transitions are given and the relative rovibrational state

populations are expressed in the equation 2.39.

Now, if we substitute the equation 2.39 into the equation 2.40, the Q-branch intensity is

given by:

IQ(J ′, J ′′) = SQ(J ′, J ′′)g(J ′′)exp(−(G(v′′) + F(J ′′))
kBT

) .
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From this expression we would like to determine the temperature. We rearrange to get:

ln( IQ(J ′, J ′′)
SQ(J ′, J ′′)g(J ′′)

) = −(G(v′′) + F(J ′′))
kBT

. (3.1)

Now, if one plots the “ln” term on the left hand side versus the numerator term on the right hand

side, which is essentially the rovibrational term values, the resulting plot gradient will be equal

to − 1
kBT

where kB is 0.695 cm−1/K and thus the temperature can be calculated. This is called

Boltzmann plot method which used to determine the rotational temperature from a measured

or simulated rovibrational spectrum. The temperature will be equal to the rotational as well as

transnational and vibrational temperature because the gas is in equilibrium. In equation 3.1,

IQ(J ′, J ′′) can be experimantally measured and thus the rotational temperature of the gas can

be determined. We verify the Boltzmann plot method on simulated data, using the term values

in table 3.1. We can now employ the same method to determine the rotational temperature

from the measured room temperature spectrum.

Extraction of rotational temperature from the experimental spectrum at 300 K

The rotational temperature of H2 molecules at room temperature is determined from the mea-

sured spectrum shown in figure 3.9.

Transition line Line intensity (I(J)) Rovibrational Term values (cm−1)

Q0(0,0) 0.0018 2.1703 × 103

Q1(0,0) 0.0098 2.2887 × 103

Q2(0,0) 0.0017 2.5245 × 103

Q3(0,0) 0.0013 2.8754 × 103

Q4(0,0) 6.2190 × 10−5 3.3379 × 103

Q5(0,0) 1.4792 × 10−5 3.9075 × 103

Table 3.1: Parameters extracted from the simulation of the REMPI spectrum.
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A Boltzmann plot was generated by using the line intensities of the measured lines. They

are determined from the area under each peak by fitting each line to a Gaussian function in

Origin lab are listed in table 3.2. The fitted experimental data is shown the figure 3.10(a). The

rotational temperature is then determined to be 326±54 K. Although this result is in agreement

with the room temperature within the error range, the uncertainty is around 17% and relatively

large.

Transition line Line intensity(I(J))
(Peak area)

Rovibrational

Termvalues(cm−1)

Q0(0,0) 1.02114 × 10−4 2.1703 × 103

Q1(0,0) 3.57141 × 10−4 2.2887 × 103

Q2(0,0) 2.99468 × 10−4 2.5245 × 103

Q3(0,0) 7.05623 × 10−5 2.8754 × 103

Table 3.2: Parameters extracted from the experimental spectrum.

Simulated room temperature spectra in the v′′ = 0 and v′ = 1 vibrational states

The motivation for this section is to compare the population of ground and excited vibrational

states at room temperature. This is shown in the figure 3.10(b). The simulation illustrates

the Q-branch rovibrational transitions in H2. When the REMPI signal strength of the both

vibtarional states are compared, the former vibrational state’s signal strength is at around 0.010

while the latter one is at round 2.00 × 10−11. That means practically all the molecules are in

the v′′ = 0 vibrational state at 300 K. Thus, a mechanism is needed to transfer population

from v′′ = 0 to v′ = 1 vibrational state. To achieve that, we employ non-equilibrium discharge

to populate the excited vibrational state. Thus, we can detect these molecules by REMPI as

discussed in chapter 1.
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Figure 3.10: (a) shows the Boltzmann plot of the experimental spectrum at 300 K.

Q0(0,0), Q1(0,0), Q2(0,0), Q3(0,0) lines are used. The rotational temperature is found

to be 326 ± 54 K. (b) shows the simulated room temperature H2 (2 + 1) REMPI spectra in the

v′′ = 0 and v′ = 1 (inset) vibrational states. As can be seen, at room temperature the signal

strength of rovibrational transitions in the v′′ = 0 state is much larger than in the v′ = 1.

3.2.2 Characterization of the (2+1) REMPI experiment in non-equilibrium

discharge

The experimental setup for the REMPI experiment has been discussed in the section 3.1. To

characterize the non-equilibrium discharge, the signal’s dependence on several parameters,

such as current and laser power, was first measured. The rotationally resolved REMPI spectrum

in the v′′ = 0 and v′ = 1 states has been measured from which the vibrational, rotational and

translational temperatures of H2 in different regions of the non-equilibrium discharge can be

measured. This has been measured for the fist time here at UCL.
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Figure 3.11: (a) shows the signal variation with current in the v′ = 1 and J ′ = 1 rovibrational

state. (b) shows the normalized signal variation with current in the v′′ = 0 and J ′′ = 0 rovibra-

tional state.

Current vs (2 + 1) REMPI signal

This measurement was conducted for the H2 Q1(1,1) line, which is the highest populated

rovibrational state. In figure 3.11(a), the signal was measured with respect to various currents

across the discharge. The signal increases as the current decreases, but the discharge is less

stable at lower current. This can be seen in the figure as well, the base line of the signal at

20 mA has more noise compared to the other two measurements. Thus, we have done the

characterization measurements in higher current which is around 23.5 mA. The gas pressure

in the glass cell was kept at a constant flow of 16 Torr and the high voltage was 500 V. These

values were used for the rest of measurements.

A similar measurement was carried out in the v′′ = 0 vibrational state. This time Q0(0,0)
line was measured. In addition, the signal was normalized to the squared laser intensity, as

shown the figure 3.11(b). As can be seen in the figure, the normalized signal increases as the

current decreases.
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Figure 3.12: (a) The normalized signal variation with laser power is shown. The transition

linewidth increases as the laser power increases. (b) The signal’s dependence on the laser

power is displayed in the non-equilibrium discharge.

Laser power vs (2 + 1) REMPI signal

The normalized signal variation with laser power in non-equilibrium discharge was measured,

as shown in figure 3.12(a). The measurement was carried out in the v′′ = 0 and J ′′ = 2 rovi-

brational state which is denoted as Q2(0,0). The measured values range from 38 to 104 mV.

Here, these values are relative to the laser power. The linewidth of the transition decreases as

the laser power falls. The signal was normalized to the squared laser intensity.

The figure 3.12(b) shows the signal’s dependence on the laser power in the non-equilibrium

discharge. The measurement was conducted in the v′ = 1 and J ′ = 1 rovibrational state denoted

as Q1(1,1). Each data point was averaged for 20 laser shots. The resulting plot was fitted to a

power function in Origin lab and the power factor was found to be 1.90±0.09. This result agrees

well with the theoretical square power dependence. Consequently, the measured spectral lines

of H2 molecules were normalized to the squared laser power for each measurement.
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3.2.3 Full spectrum of H2 (2 + 1) REMPI in the v′′ = 0 and v′ = 1

The full spectrum of H2 in the v′ = 1 vibrational state in the non-equilibrium discharge is

displayed in figure 3.13(a). The measurement is carried out to establish the rovibrational lines

of H2 Q-branch transitions. The first six populated rovibrational lines of the H2 molecules in

the first vibrationally excited state are successfully measured. In the experiment, each line is

scanned twice to verify that each measurement repeats itself. The populated rovibrational lines

are denoted as Q0(1,1), Q1(1,1), Q2(1,1), Q3(1,1), Q4(1,1), and Q5(1,1) respectively.

Although the Q6(1,1) is measured, population is not detected in this level. Thus, it is concluded

that the higher J levels would not be populated. Note that the signal is normalized to the

squared laser power.

The full spectrum of H2 in the v′′ = 0 vibrational state in non-equilibrium discharge is

shown in figure 3.13(b). The measurement was conducted to determine the v′′ = 0 rovibrational

populations in order to compare the population distribution with the v′ = 1 vibrational state.

The first 7 rovibrational lines in the v′′ = 0 are measured, which are Q0(0,0), Q1(0,0), Q2(0,0),
Q3(0,0), Q4(0,0), Q5(0,0) and Q6(0,0) respectively. The rovibrational levels up to Q5(0,0)
are populated but no population is detected in the Q6(0,0) level. This was the case in the

v′ = 1 vibrational state and thus the number of the populated levels are consistent with each

other. The v′′ = 0 and v′ = 1 vibrational states’ total populations are compared, and with a good

approximation 10% of the H2 molecules in the v′′ = 0 vibrational state are excited to the v′ = 1

in the non-equilibrium discharge.

3.2.4 Rotational temperature of H2 in the v′′ = 0 and v′ = 1

The rotational temperature in the v′′ = 0 and v′ = 1 vibrational states in the non-equilibrium

discharge is calculated by employing the experimental spectra. The Boltzmann plot method is

used as explained in section 3.2.1. Figure 3.14 shows the Boltzmann plot for determining the
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Figure 3.13: (a) shows the full spectrum of H2 in the v′ = 1 in the non-equilibrium discharge.

(b) shows the spectrum in the v′′ = 0.

rotational temperature of the H2 in the v′′ = 0 vibrational state. The line intensities from the

spectrum in the figure 3.13(b) are used. The measured line intensities along with the rovibra-

tional term values are listed in the table 3.3.

The figure 3.14(a) shows the resulting Boltzmann plot and the rotational temperature in the

v′′ = 0 in non-equilibrium discharge is found to be 488 ± 15 K. Figure 3.14(b) illustrates the

resulting Boltzmann plot in which we used the experimental line intensities extracted from the

spectrum in the v′ = 1, as shown in figure 3.13. These parameters are listed in the table 3.3.

The rotational temperature of the H2 molecule in the v′ = 1 is determined to be 529 ± 16 K.
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Transition line Line intensity (I(J)) Rovibrational Term values (cm−1)

Q0(0,0) 0.01 2.1703 × 103

Q1(0,0) 0.04 2.2887 × 103

Q2(0,0) 0.01 2.5245 × 103

Q3(0,0) 0.016 2.8754 × 103

Q4(0,0) 0.0026 3.3379 × 103

Q5(0,0) 0.0014 3.9075 × 103

Q0(1,1) 5.5226 × 10−4 6.3288 × 103

Q1(1,1) 0.00383 6.4412 × 103

Q2(1,1) 0.00101 6.6647 × 103

Q3(1,1) 0.00166 6.9972 × 103

Q4(1,1) 1.6170 × 10−4 7.4352 × 103

Q5(1,1) 2.5583 × 10−4 7.9742 × 103

Table 3.3: The parameters extracted from the experimental spectrum in the v′′ = 0 and v′ = 1

in the non-equilibrium discharge.

3.2.5 Vibrational temperature of H2 in the non-equilibrium discharge

We initially established how to deduce the vibrational temperature from the (2 + 1) REMPI

spectrum and then applied it to the measured H2 spectra in the v′′ = 0 and v′ = 1 vibrational

states. Since we measured two vibrational states and their rovibrational level populations, we

can determine the vibrational temperature from the relative intensity of these states. Such

expression will be dependent on the Franck-Condon and the Boltzmann factor as given:

Iv′

Iv′′
= Av′

Av′′
e−
(G(v′)−G(v′′))

kBTvib , (3.2)
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Figure 3.14: (a) shows the Boltzmann plot using the measured spectrum data in the v′′ = 0 in

the non-equilibrium discharge. The rotational temperature is calculated to be 488 ± 15 K. (b)

shows the Boltzmann plot using the measured spectrum data in the v′ = 1 in the non-equilibrium

discharge. The rotational temperature is calculated to be 529 ± 16 K.

where Iv′ and Iv′′ are the total rovibrational line intensities for v′ = 1 and v′′ = 0 vibrational

states respectively. Av′ and Av′′ are the total Franck-Condon factors for the v′ = 1 and v′′ = 0

respectively. G(v′) and G(v′′) are the corresponding vibrational term values for each state.

Lastly, kB and Tvib are expressed as Boltzmann constant and vibrational temperature. To cal-

culate the Tvib, we need to rearrange the equation 3.2 as:

Tvib = −
(G(v′) −G(v′′))

kB × ln
⎛
⎝

(
Iv′
Iv′′

)

(
Av′
Av′′

)

⎞
⎠

. (3.3)
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Transition line Line intensity (I(J)) (Raw data) Line intensity (I(J)) (Gauss fit)

Q0(0,0) 0.01026 0.01042

Q1(0,0) 0.04072 0.03641

Q2(0,0) 0.01019 0.01012

Q3(0,0) 0.01639 0.01615

Q4(0,0) 0.00267 0.00247

Q5(0,0) 0.00157 0.00123

Q0(1,1) 5.96267 × 10−4 5.50136 × 10−4

Q1(1,1) 0.0039 0.00383

Q2(1,1) 0.00103 9.70711 × 10−4

Q3(1,1) 0.00167 0.0165

Q4(1,1) 2.10166 × 10−4 1.49481 × 10−4

Q5(1,1) 2.7255 × 10−4 2.48576 × 10−4

Table 3.4: Parameters extracted from the experimental spectrum in the v′′ = 0 and v′ = 1 in the

non-equilibrium discharge for calculating vibrational temperature.

Now we can calculate the vibrational temperature of the H2 molecule in the non-equilibrium

discharge. To achieve that, the measured total line intensities for v′′ = 0 and v′ = 1 are used.

The Fanck-Condon factors for H2 E,F1Σ+

g − X1Σ+

g electronic transitions are used. The total

Franck-Condon factor for the v′′ = 0 and v′ = 1 vibrational state are Av′′ = 4.6750 × 106 and

Av′ = 8.2129 × 105 respectively [136]. Therefore, if we measure the relative line intensities

for the v′′ = 0 and v′ = 1, the vibrational temperature can be calculated. The experimental

data for the raw data total line intensities in the v′′ = 0 is Iv′′ = 0.0818 and in the v′ = 1 is

Iv′ = 0.0077 as given in the table 3.4. Consequently, the vibrational temperature, Tvib, of H2 in

the non-equilibrium discharge is calculated to be 3273 ± 380 K, using the equation 3.3.

76



The error in the vibrational temperature is determined by first calculating the error in the

total line intensity of the rovibrational lines for v′′ = 0 and v′ = 1. Secondly these errors are

propagated by using the error propagation relation. To do this, all the measured rovibrational

lines in the both vibrational states are fitted to a Gaussian function in the Origin lab and the

total intensities are determined in that case. Then, the difference between the total raw data

and Gauss fit intensity is taken as the error in the total intensity for the each vibrational state.

3.2.6 Translational temperature of H2 in the non-equilibrium discharge

The translational temperature of H2 molecule in the v′′ = 0 and v′ = 1 is determined by using

the measured Doppler profiles. The parameters are extracted from the measured spectrum for

each state as given in the figure 3.13. First, we need to reconsider how the temperature is

related to the Doppler broadening. As discussed in subsection 2.8.2, the Doppler broadening

at FWHM for the (2 + 1) REMPI process is expressed in equation 2.50. We can rearrange the

equation for T , which will be the translational temperature and it is given as:

Ttrans =
c2m(∆λ)2

16λ28kBln(2) (3.4)

where ∆λ is the Doppler linewidth at FWHM. c, m, λ and kB are the speed of light, mass of

the H2 molecule, laser wavelength and Boltzmann constant respectively.

In order to calculate the translational temperature from the experimental spectrum in the

v′′ = 0 and v′ = 1 in the non-equilibrium discharge, the FWHM of raw and Gauss fitted data

is used as listed in the table 3.5. The error in FWHM is determined by taking the difference

between the FWHM of the raw and Gauss fit data for each rovibrational transition. The trans-

lational temperature is calculated by employing the equation 3.4. To do this, we require to use

the Doppler linewidth at FWHM. However, as have been discussed earlier in the section 2.8.3,

the measured linewith is convolution of the Doppler and laser linewidths.
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Transition

line

Laser wavelength

(nm)

FWHM(nm)

Raw data

FWHM(nm)

Gauss fit

Translational

Temperature(K)

Q0(0,0) 201.67 0.00962 0.00907 486 ± 59

Q1(0,0) 201.78 0.00831 0.00924 335 ± 86

Q2(0,0) 202.00 0.00923 0.00916 442 ± 7

Q3(0,0) 202.33 0.00900 0.00856 421 ± 44

Q4(0,0) 202.77 0.00793 0.00726 316 ± 58

Q0(1,1) 205.46 0.00849 0.00761 361 ± 80

Q1(1,1) 205.57 0.00784 0.00763 299 ± 18

Q2(1,1) 205.79 0.00734 0.0073 259 ± 3

Q3(1,1) 206.12 0.00795 0.00784 315 ± 9

Q4(1,1) 206.55 0.00834 0.0065 339 ± 159

Q5(1,1) 207.09 0.00677 0.00604 219 ± 52

Table 3.5: Parameters extracted from the experimental spectrum in the v′′ = 0 and v′ = 1 in the

non-equilibrium discharge for calculating the translational temperature.

Therefore, we can determine the measured Doppler linewidth at FWHM using the expres-

sion below:

∆λD = ∆λR −∆λL (3.5)

where ∆λD is the Doppler broadening at FWHM. ∆λR and ∆λL are the raw data and laser

linewidth at FWHM respectively. As discussed in section 3.2.1, we already measured ∆λL and

its value is 0.0006±0.0002 nm. As a result, we have calculated the Doppler linewidth and then

translational temperature of H2 molecule in the v′′ = 0 and v′ = 1 as displayed in the table 3.5.

78



Figure 3.15: A schematic representation of the discharge cell showing the points at which the

radial temperature measurements were made.

3.3 Radial temperature measurements of H2 in the

non-equilibrium discharge

The radial temperature of the H2 molecule in the non-equilibrium discharge were investigated

by the analysis (2 + 1) REMPI spectra the determine the rotational populations in the v′′ = 0

and v′ = 1 vibrational levels of the X1Σ+

g ground state and their transition linewidths. REMPI

measurements were taken at seven different positions and the separation between each distance

was chosen to be 3 mm. The diameter of the electrodes are 20 mm as described in section 3.1.3.

Thus, our measurements covers 18 mm of the non-equilibrium discharge. Figure 3.15 shows

the discharge cell and the different spatial positions denoted as D = −9, −6, −3, 0, 3, 6 and

9 mm respectively. Each measurement was taken in the different position by moving the glass
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cell with respect to focus of the UV beam and this is indicated by two-way arrow in the figure.

The experimental setup and data acquisition process have been discussed in section 3.1.

The same gas mixture of 5% H2 in Argon was used. The gas mixture pressure was at constant

flow of 16 torr throughout the measurements. The UV beam output was around ≈ 1 mJ/pulse.

The current and voltage across the electrodes were 23.5 mA and 500 V respectively.

3.3.1 H2 (2 + 1) REMPI Spectra for radial temperature measurements

The first measured spectrum at D = 0 mm distance is shown in the figure 3.16(a) and spectrum

at D = 3 mm is shown in the figure 3.16(b). The spectra of H2 in the v′′ = 0 and v′ = 1 vibra-

tional states are combined and displayed in the figure. The measured rovibrational transitions in

the v′′ = 0 are denoted as Q0(0,0), Q1(0,0), Q2(0,0), Q3(0,0), Q4(0,0), Q5(0,0), Q6(0,0)
and Q7(0,0) respectively while the transitions in the v′ = 1 are denoted as Q0(1,1), Q1(1,1),
Q2(1,1), Q3(1,1), Q4(1,1), Q5(1,1) and Q6(1,1) respectively. Next measurements are car-

ried out at D = 6 and 9 mm and the measured spectra are illustrated in figure 3.17. In another

set of measurements, the radial distances were at D = −3 and −6 mm and the measured spectra

are given in figure 3.18. The last measurement of the radial distance was taken at D = −9 mm

in the non-equilibrium discharge and the measured spectrum is illustrated in figure 3.19.
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Figure 3.16: (a) shows the measured spectrum at D = 0 mm. (b) shows the spectrum at

D = 3 mm.

Figure 3.17: (a) shows the measured spectrum at D = 6 mm. (b) shows the spectrum at

D = 9 mm.
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Figure 3.18: (a) shows the measured spectrum at D = −3 mm. (b) shows the spectrum at

D = −6 mm.

Figure 3.19: The measured spectrum at D = −9 mm is shown.

3.3.2 Radial rotational temperatures of the H2 molecule in the

non-equilibrium discharge

The radial rotational temperature of H2 in the v′′ = 0 and v′ = 1 for the different radial distances

will be determined. To achieve that, for each radial distance, the (2 + 1) REMPI spectrum was
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analysed and the required parameters were determined to produce a Boltzmann plot.

Firstly, the rotational temperature of H2 at D = 0 mm radial distance is determined. The

data from the spectrum shown in the figure 3.16 is used to calculate the parameters for the

Boltzmann plot in the v′′ = 0 and v′ = 1. Table A.1 and A.2 illustrate the required parameters

for the Boltzmann plot both in the v′′ = 0 and v′ = 1 vibrational states. The area under curve of

the measured rovibrational lines is taken as the line intensity.

Figure 3.20: (a) shows the Boltzmann plots using the measured spectrum data at D = 0 mm in

the v′′ = 0 and v′ = 1 in the non-equilibrium discharge. The rotational temperatures are found

to be 493± 13 and 556± 19 K respectively. (b) show the Boltzmann plots at D = 3 mm and the

rotational temperatures are found to be 493±16 and 494±7 K for v′′ = 0 and v′ = 1 respectively.

The Boltzmann plot is produced by plotting the rovibrational term values versus the Log

term in the table. Figure 3.20(a) shows the resulting Boltzmann plots for the v′′ = 0 and v′ = 1

vibrational states. The slopes are −0.00292 ± 1.5279 × 10−4 and −0.00259 ± 1.7358 × 10−4 for

v′′ = 0 and v′ = 1 respectively. The rotational temperature is then calculated to be 493 ± 13 K

for v′′ = 0 and 556 ± 19K for v′ = 1. The Boltzmann plots for v′′ = 0 and v′ = 1 are produced

to calculate the rotational temperature of the H2 molecule as shown in figure 3.20(b). The

resulting slope is −0.00292± 1.9815× 10−4 and −0.00291± 8.9009× 10−5 for v′′ = 0 and v′ = 1
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respectively. Therefore, the rotational temperature at D = 3 mm is calculated to be 493 ± 16 K

for v′′ = 0 and 494 ± 7K for v′ = 1.

Figure 3.21: (a) shows the Boltzmann plots using the measured spectrum data at D = 6 mm in

the v′′ = 0 and v′ = 1 in the non-equilibrium discharge. The rotational temperatures are found

to be 537 ± 17 and 481 ± 14 K respectively. (b) shows the Boltzmann plots at D = 9 mm and

the rotational temperatures are 467 ± 19 and 440 ± 39 K for v′′ = 0 and v′ = 1 respectively.

The Boltzmann plots for the v′′ = 0 and v′ = 1 at D = 6 mm are produced to calculate the

rotational temperature of the H2 molecule as shown in figure 3.21(a). The resulting slope is

−0.00268 ± 1.7307 × 10−4 and −0.00299 ± 1.7884 × 10−4 for v′′ = 0 and v′ = 1 respectively.

Therefore, the rotational temperature at D = 6 mm is calculated to be 537 ± 17 K for v′′ = 0

and 481 ± 14K for v′ = 1. The Boltzmann plots for the v′′ = 0 and v′ = 1 at D = 9 mm are

produced to calculate the rotational temperature of the H2 molecule as shown in figure 3.21(b).

The resulting slope is −0.00308 ± 2.5212 × 10−4 and −0.00327 ± 5.9821 × 10−4 for v′′ = 0 and

v′ = 1 respectively. Therefore, the rotational temperature at D = 9 mm is calculated to be

467 ± 19 K for v′′ = 0 and 440 ± 39K for v′ = 1.
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Figure 3.22: (a) shows the Boltzmann plots using the measured spectrum data atD = −3 mm in

the v′′ = 0 and v′ = 1 in the non-equilibrium discharge. The rotational temperatures are 527±13

and 518 ± 9 K respectively. (b) shows the Boltzmann plots at D = −6 mm and the rotational

temperatures are found to be 531 ± 12 and 519 ± 13 K for v′′ = 0 and v′ = 1 respectively.

The Boltzmann plots for the v′′ = 0 and v′ = 1 at D = −3 mm is produced to calculate the

rotational temperature of the H2 molecule as shown in figure 3.22(a). The resulting slope is

−0.00273 ± 1.3803 × 10−4 and −0.00278 ± 9.4465 × 10−5 for v′′ = 0 and v′ = 1 respectively.

Therefore, the rotational temperature at D = −3 mm is calculated to be 527 ± 13 K for v′′ = 0

and 518 ± 9K for v′ = 1. The Boltzmann plots for the v′′ = 0 and v′ = 1 at D = −6 mm are

produced to calculate the rotational temperature of the H2 molecule as shown in figure 3.22(b).

The resulting slope is −0.00271 ± 1.2748 × 10−4 and −0.00277 ± 1.4185 × 10−4 for v′′ = 0 and

v′ = 1 respectively. Therefore, the rotational temperature at D = −6 mm is calculated to be

531 ± 12 K for v′′ = 0 and 519 ± 13K for v′ = 1.
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Figure 3.23: (a) shows the Boltzmann plots using the measured spectrum data at D = −9 mm

in the v′′ = 0 and v′ = 1 in the non-equilibrium discharge. The rotational temperatures are

found to be 488 ± 13 and 551 ± 10 K respectively. (b) shows the combined radial rotational

temperatures at all measured distances.

The Boltzmann plots for the v′′ = 0 and v′ = 1 at D = −9 mm are produced to calculate

the rotational temperature of the H2 molecule as shown in figure 3.23(a). The resulting slope

is −0.00295 ± 1.6814 × 10−4 and −0.00262 ± 9.5328 × 10−5 for v′′ = 0 and v′ = 1 respectively.

Therefore, the rotational temperature at D = −9 mm is calculated to be 488 ± 13 K for v′′ = 0

and 551 ± 10K for v′ = 1.

After determining the rotational temperature of the H2 molecule at measured different ra-

dial distances in the non-equilibrium discharge, we can plot the combined results of the radial

distances and rotational temperatures as shown in figure 3.23(b). It can be seen that the rota-

tional temperatures are fluctuates around 500 K for both v′′ = 0 and v′ = 1 vibrational states.
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3.3.3 Radial vibrational temperatures of the H2 molecule in the

non-equilibrium discharge

In the vibrational temperature calculations, the areas under curve for each rovibrational line in

the REMPI spectra are calculated. In order to determine the error in the vibrational temperature,

the difference between the raw, as given in table A.1, A.2; and Gaussian function fitted, as given

in table A.3, total line intensities is taken as the error in the total line intensity. Table 3.6 shows

the measured vibrational temperatures and the total line intensities for different radial points as

well as the error in the total line intensities for the v′′ = 0 and v′ = 1 vibrational state.

Figure 3.24 shows the radial vibrational temperature of H2 at the different radial distances

in the non-equilibrium discharge. As can be seen in the figure, the temperatures follow a trend

fluctuating around ≈ 3000 K. However, two points seem to be very different from the rest,

one is at D = −6 mm and the other is at D = −3 mm measurement. The error bars in these

measurements are relatively high compared to the rest and around 50%. The possible reasons

why the temperatures in these two point are high compared the rest may be that the error in

the total line intensities as a small error in the measurements would have a very large effect

in the resulting temperature as seen in equation 3.3. As we had a uniform non-equilibrium

discharge, we would expect that the vibrational temperatures within it would be very similar.

For the sake of the argument, if we do not take these two measurements into account, the rest of

the temperatures in the non-equilibrium discharge are following a stable trend line. This result

suggests that the vibrational temperatures of the H2 molecule in the non-equilibrium discharge

are nearly uniform and fluctuates around ≈ 3000 K.
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Figure 3.24: The radial vibrational temperatures of H2 at all measured radial distances in the

non-equilibrium discharge.

3.3.4 Radial translational temperatures of the H2 molecule in the

non-equilibrium discharge

Radial translational temperatures of H2 will be established by employing the measured (2+ 1)
REMPI spectra for the v′′ = 0 and v′ = 1. Table A.4, A.5 and A.6 show raw and Gauss fitted

linewidths at FWHM of the rovibrational transitions for the v′′ = 0 and v′ = 1 at D = 0 mm.

The error in the FWHM is calculated by taking the difference between the raw and Gauss

fitted FWHM data. The Doppler width for each transition is determined by subtracting the

laser linewidth from the raw data. Translational temperatures are calculated by employing the

Doppler width and corresponding error factor and listed in the same table.

Figure 3.25 shows the radial translational temperature distributions of H2 in the v′′ = 0 and

v′ = 1 in the non-equilibrium discharge. Data points in the figure are calculated as the average

translational temperature for each vibrational state at the corresponding radial distance. As

can be seen in the figure, the overall translational temperature in the v′′ = 0 is higher than the
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Figure 3.25: The radial translational temperatures of the H2 molecule at all measured radial

distances for both v′′ = 0 and v′ = 1 in the non-equilibrium discharge.

translational temperature in the v′ = 1.

3.4 Conclusion

In this chapter, the production of the vibrationally excited H2 molecules in the non-equilibrium

discharge is achieved. The vibrationally excited H2 molecules in the v′ = 1 in the non-

equilibrium discharge are measured by the (2+ 1) REMPI process. This measurement verified

the probe wavelength for the SRP scheme. It also proved the feasibility of the (2 + 1) REMPI

process as a detection tool. In addition, the characterization via the H2 (2 + 1) REMPI precess

was carried out both at room temperature and in the non-equilibrium discharge. In the char-

acterization process, H2 (2 + 1) REMPI spectra for the v′′ = 0 and v′ = 1 vibrational states

in the non-equilibrium discharge was measured. These measurements are carried out for H2

Q-branch transitions. From the measured H2 (2 + 1) REMPI spectra the rotational, vibrational

and translational temperature of the H2 molecule in the non-equilibrium discharge were deter-
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mined. The vibrational temperature is measured to be around ≈ 3000 K whereas the rotational

and translational are to be few hundred degrees only. With these findings, we conclude that we

produced a non-equilibrium discharge (Tvib > Ttrans) in which the energy gained in vibrational

excitation is greater than the energy lost by vibrational to translational (V − T ) relaxation.

Furthermore, the radial temperatures of the H2 molecule in the non-equilibrium discharge have

been measured via the (2 + 1) REMPI process for the first time.

Our temperature measurements agree with some of the other studies reported. In a study

reported by Mendez et. al. [33] the vibrational temperature of H2 molecules in low pressure (≈
0.008− 0.2 mbar) DC plasma was found to be 3000 K by using optical emission spectroscopy.

Also, the H2 rotational temperatures determined from the emission measurements were in the

300 − 350 K range and they correspond to the gas temperature. In another study carried out

by Shakhatov et. al. [31] translational, rotational and vibrational temperatures of H2 in radio

frequency inductive discharge plasmas at pressures and power release ranges of 0.5 − 8 torrs

and 0.5 − 2 W/cm3 have been measured by using multiplex CARS spectroscopy. The results

showed that a decrease of the vibrational temperature from 4250 to 2800 K by increasing the

pressure from 0.5 − 8 torr and a corresponding increase of the rotational temperature from 525

to 750 K. In another study reported by Amorim et. al. [37], the positive column of a hydrogen

glow discharge was studied under typical operating conditions: gas pressure from 0.3 up to

5 torr and discharge current from 1 up to 50 mA. Optical emission spectroscopy have been

employed in order to determine the gas temperature (300 < Tg < 600 K).

Although we measured the Q-branch transitions of H2 for the temperature measurements,

the O-branch and S-branch transitions can be measured as well. Since the probability of Q-

branch transitions are much greater than the O-branch and S-branch ones, the amplification of

the (2 + 1) REMPI signal might be required. The (2 + 1) REMPI laser wavelengths for the

O-branch and S-branch transitions in the H2 molecule are given in appendix table B.2 and B.3.

Even though we have measured the vibrational temperature by establishing the H2 (2 + 1)
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REMPI spectra in the v′′ = 0 and v′ = 1 vibrational states, more accurate vibrational tempera-

ture can be determined by measuring the higher vibrationally excited states, such as v = 2. Our

UV wavelength range is limited by the THG crystal which can produce UV light up to a certain

range. If this limitation is overcome, the rovibrational populations of v = 2 vibrational state

can be measured as well. The (2+ 1) REMPI laser wavelengths for H2 Q-branch transitions at

v = 2 vibrational state are given in appendix table B.1.

Lastly, because the radial temperature measurements are carried within the non-equilibrium

discharge, a significant drop in the vibrational temperature was not observed. As discussed pre-

viously, the vibrationally excited molecules start to deactivate by diffusion of the vibrationally

excited H2 molecules in the discharge wall expressed as H2(v)
νwallÐÐ→ H2(0). In order to mea-

sure this effect, a few more measurements need to be conducted in the boundary between the

non-equilibrium discharge and the surrounding gas in the glass cell. These new radial distances

would be further than the distance that has already been measured.
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Chapter 4

Raman excitation of v = 1 in hydrogen

molecules (H2)

One of the best optical pathways for revealing a molecule’s vibrational spectrum is through co-

herent anti-Stokes Raman scattering (CARS) non-linear spectroscopy. In CARS, a molecule’s

vibrational modes are excited into motion with simultaneous interaction of pump and Stokes

photons generated by pulsed lasers with high peak powers. In this chapter, Raman excitation

of v = 1 in Hydrogen molecules by CARS spectroscopy will be explained. The reason for this

experiment, as mentioned in introduction, is to determine our pump laser’s wavelength to be

used for the SRP scheme.

4.1 Coherent anti-Stokes Raman Spectroscopy (CARS)

Coherent anti-Stokes Raman scattering (CARS) was first observed by Terhune and Maker

[149, 150]. This spectroscopic technique is one of the non-linear Raman processes that have

been established with the accessibility of lasers. Examples for different Raman processes may
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include techniques such as conventional, spontaneous Raman scattering [151], Resonance Ra-

man scattering [152], Inverse Raman scattering [153], Hyper Raman scattering [154], and the

Raman-induced Kerr effect [155]. CARS is one of the most powerful methods of non-linear

spectroscopy, which has found many applications in gas-phase and plasma diagnostics, studies

of molecular relaxation processes, temperature and concentration measurements, condensed-

phase studies and, recently, in femtosecond chemistry [156, 157]. Numerous of CARS setup

have become a routine tool of modern optical experiments, described comprehensively in books

and reviews [158–162].

CARS is potentially a powerful method since its capacity in attaining analytical and spec-

troscopic information pertaining to Raman active resonances in gases, liquids, and solids. By

this technique, spectral resonances corresponding to vibrational transitions could be observed

by mixing together two visible laser beams. CARS is a third-order non-linear effect. In con-

trast to second-order non-linear processes, it is generally applicable to isotropic in addition to

a non-centrosymmetric medium. Moreover, its conversion efficiency to coherently produced

photons is significantly higher than conventional, spontaneous Raman scattering (CARS offers

a 105 improvement in conversion efficiency [163]). It appears to be a practical tool for ob-

taining spectra of luminescent samples (fluorescent materials, impurities, combustion systems,

and electric discharges) and of certain solutes in solution [157]. Due to all of the mentioned

advantages, we employed CARS to experimentally determine the pump wavelength to be used

in the SRP scheme.

CARS is a coherent third order non-linear optical process in which fields at ω1 and ω2 mix

via the third order non-linear susceptibility of the medium to generate a non-linear polarisation

that oscillates at 2ω1 − ω2. This is resonance enhanced if ω1 − ω2 matches a Raman active

(vibration-rotation transition) in the medium as depicted in figure 4.1 where ω1 and ω2 are

ωpump and ωStokes fields, respectively. The signal field generated at 2ω1−ω2 needs to be in phase
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Figure 4.1: CARS energy diagram is illustrated. It is coherent third order nonlinear optical

process in which fields ωpump and ωStokes mix via the third order non-linear susceptibility of the

medium to generate a nonlinear polarisation that oscillates at 2ωpump − ωStokes this is resonantly

enhanced if ωpump − ωStokes match a Raman active vibration-rotation in the medium.

with the non-linear polarisation generated by the pump fields at ω1 and ω2 for this to happen:

2k(ω1) − k(ω2) = k(2ω1 − ω2). (4.1)

Due to material dispersion this is not the case and the wave vector mismatch ∆k is finite

[164, 165], the degree of dispersion in dilute gases is not high and the coherence length (when

∆kL = π) for rotation vibration resonances in H2 is ≈ 10 cm for a collinear geometry [165].

In the case of collinear geometry, phase matching and dependence of CARS signal on ∆k are

discussed in appendix section C. An alternative to a collinear geometry is BOXCARS. The
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Figure 4.2: Vector diagram for non-collinear BOXCARS scheme.

BOXCARS scheme [166] satisfies phase-matching condition (2k⃗1 − k⃗2 = k⃗signal) with non-

collinear interaction. In this scheme, the pumping beam ω1 is split into two beams that are then

forced to converge at an angle of 2α, while the beam ω2 is oriented at an angle of θ, so that the

scattering direction is determined by the angle φ 4.2.

The CARS technique requires two comparatively high-powered (usually pulsed) laser beams

at frequencies ωp and ωs that are focused together in a sample. As a result of non-linear mix-

ing two laser beams, a coherent beam resembling a low intensity laser beam at frequency,

ωas = 2ωp − ωs , is produced in the medium. The efficiency of conversion to frequency ωas

depends critically upon the presence of molecular resonances at a frequency ωp − ωs , the laser

intensities, the resonance line width, and the number density of species [167]. The theory

behind the CARS process is explained in appendix C.

4.2 Calculation of CARS wavelength

There are vibrations and rotations of molecules which are visible in the Raman Spectrum, but

not in the infra-red or microwave spectra. For instance, diatomic molecules such as H2 , N2 or

O2 can be investigated merely with Raman spectroscopy, since their rotations and vibrations
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are infra-red inactive. For a molecule to be Raman active, it has to obey selection rules for

ro-vibrational Raman spectrum. This process is a two-photon process. In the Raman spectrum,

the selection rules are ∆v = ±1 for vibrational transitions, where Stokes lines are assigned to

∆v = +1, and anti-Stokes lines are assigned to ∆v = −1. In addition, the selection rules for the

rotational transitions are ∆J = 0,±2, where the S-branch transitions are assigned to ∆J = +2,

the Q-branch transitions to ∆J = 0, and the O-branch transitions to ∆J = −2 respectively.

In our work, CARS wavelength is calculated for H2 molecules. In order to calculate wave-

length of CARS in the Hydrogen molecule, S-branch transition which is from v′′ = 0, J ′′ = 1

to v′ = 1, J ′ = 3 is chosen. The ro-vibrational quantum state v′′ = 0, J ′′ = 1 in the ground elec-

tronic state is chosen because is the most populated state at the room temperature. Vibrational

constant (ωvib) for this particular transition is 4712.91 cm−1(v̄v) [168, 169]. For simplicity, the

wavenumber units is used for frequency calculation. Firstly, we determined the Stokes laser (IR

laser) wavelength which is the one of the optical lattice beams as mentioned in the chapter one.

Thus, the Stokes wavelength is calculated to be at 1064.555 nm which is 9393.60 cm−1(v̄s) in

wavenumbers. By using the expression of v̄p = v̄v + v̄s, where “p” and “s” subscripts are for the

pump and the Stokes beam respectively. Now, we can calculate v̄p = 14106.51 cm−1 and this

corresponds to 708.893 nm. Then, CARS wavelength can be calculated by the expression of

v̄cars = v̄v + v̄p. Therefore, we are able to determine v̄cars = 18819.42 cm−1 which is 531.370 nm

as shown in figure 4.3.

In addition to this, CARS wavelength is calculated for Q-branch transition in H2 which

is from v′′ = 0, J ′′ = 1 to v′ = 1, J ′ = 1. The intensity of scattering is proportional to the

space-averaged squares of the transition polarisability tensor components or [159]:

IΩ ≈ bJ±2,J(γ)2
0 (4.2)
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Figure 4.3: CARS process in H2 molecule. The pump beam at 708.893 nm excites the H2 molecule

from the ground state v′′ = 0, J ′′ = 1 to a virtual state. From there, the Stokes beam(IR lattice beam) at

1064.555 nm simultaneously takes the molecule down to the vibrationally excited state v′ = 1, J ′ = 3.

Then, the probe beam at 708.893 nm promotes the vibrationally excited molecule to a virtual state again.

Next, since the molecule cannot stay in the virtual state, it will fall back instantaneously to the ground

state by emitting a CARS photon at 531.370 nm.

where bJ±2,J are called Placzek-Teller coefficients and give by

bJ+2,J =
3(J + 1)(J + 2)

2(2J + 1)(2J + 3) (4.3)

bJ−2,J =
3J(J − 1)

2(2J + 1)(2J − 1) (4.4)

bJ,J =
J(J + 1)

(2J − 1)(2J + 3) (4.5)

and (γ)0 is the anisotropy of the equilibrium polarisability tensor. Since the intensity of scatter-

ing is proportional to the Placzed-Teller coefficients, the Q-branch transitions scattering inten-

sity is higher than S-branch one. Thus, the resulting CARS signal is greater for the Q-branch
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transition. Vibrational constant for this transition is 4155.25 cm−1 and corresponding wave-

lengths are calculated by the same procedure as the S-branch transition mentioned earlier in

this section. Hence, assuming we have our Stokes beam (IR lattice beam) at the wavelength

of 1064.555 nm, which is 9393.60 cm−1, then the corresponding pump beam wavelength can

be calculated to be at 738.07 nm, which is 13458.85 cm−1. As a result, the CARS wavelength

is found out to be at 564.84 nm, which is 17704.1 cm−1. In the next section, the experimental

setup, for determining the pump beam wavelength via CARS process, will be explained.

4.3 Experimental setup

This section will explain the experimental setup for the CARS experiment. To conduct the

CARS experiment, two laser beams are used. One is the pump beam provided by ND6000

dye laser (ND6000, Continuum, USA) and the other one is the Stokes beam generated by the

Custom laser (Custom, Continuum, USA). In order to realize the CARS process, these two

beams have to be spatially and temporally overlapped in a cell that contains H2 molecules.

Now, we will initially discuss the laser system that generates the required two beams for this

process.

4.3.1 Laser system

The laser system consists of a Continuum Custom laser and ND6000 dye laser. we will briefly

explain the later one fist.

Dye laser

ND6000 Dye laser (Continuum) generates the pump beam required for the CARS process.

The dye laser is pumped by a pulsed Nd:YAG laser (Spectra-Physics, Quanta-Ray Pro-series)
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which has a frequency doubled output at 532 nm and repetition rate of 10 Hz. The operational

principle of the Spectra-physics Nd:YAG laser is the same as the one in chapter 3 and its optical

setup explained in details. For generating the required tunable output of the ND6000 dye laser

(700 to 740 nm), LDS 750 dye solutions (in methanol) of 114 mg/l and 20 mg/l were used in

the oscillator and amplifier stages respectively. This produced the required tunable output with

a maximum output energy at 719 nm.

Custom-built (IR) laser

One beam of a custom-built (IR) laser is used as a Stokes beam for the CARS experiment.

The custom-built high-energy chirped laser system has specifically designed for optical Stark

acceleration/deceleration and developed in our research group [23, 25]. It has two pulsed

outputs. The laser system is initially derived from a single 1064 nm Nd:YVO4 microchip

laser that can be rapidly frequency-tuned by an electro-optic crystal in the cavity. This output

injection locks a laser diode, which is coupled into a commercial fibre amplifier that amplifies

the power to 1 W. The beam then is chopped into two pulses by a commercial electro-optic

pulse shaper. Then, two pulses are split and coupled into two optical fibres, one is 55 m

longer than the other. The resulting difference creates a time delay of 275 ns between the

pulses at the exit of the fibres, which paves a way to create a well defined frequency difference

when the microchip laser is chirped. On the exit of fibres, the pulses are amplified by two

sets of flash lamp pumped, pulsed Nd:YAG amplifiers to produce high intensities. This laser

system is capable of producing two high power beams with flat-top temporal profiles, where

the frequency difference can be chirped by up to 1.1 GHz over the pulse duration of 140 ns [25].

Before the measurements, both custom-built and ND6000 laser’s wavelength are checked and

calibrated with a wavemetre. WS-6 (WS-6, HighFinesse GmbH, Germany) and Burleigh (WA-

2000, Burleigh Instruments, USA) wavemetres are used for ND6000 and Custom laser’s beam

100



Figure 4.4: Experimental setup for CARS process in H2 molecule. The pump beam at

708.893 nm and the Stokes beam (IR lattice beam) at 1064.555 nm are co-propagated and

spatially and temporally overlapped in the H2 gas cell. The resulting CARS beam is shown in

green and detected by a photodiode (PD) after the residual pump and Stokes beams are filtered

out.

respectively.

4.3.2 Optical layout

The experimental setup for CARS experiment is shown in figure 4.4. The CARS process

includes two co-propagating laser beam. The IR beam at 1064 nm from the Custom laser is

employed as the Stokes beam, which is also one of the lattice beams. The beam at ≈ 708 nm

from the ND6000 dye laser is used as the pump beam. Since it is crucial that the pump and

Stokes filed have parallel linear polarisations [170], a half-wave plate (λ2) is placed in the

Stokes beam path in order to parallel polarize it with respect to pump beam. When the two

fileds have the same polarisations, the resulting signal is greatly enhanced. Two collinear beams
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are focused into the gas cell by a 15 cm lens. After overlapping the two beams spatially and

temporally at focal point, the CARS signal is generated and it is represented as green beam in

the diagram. To filter the CARS beam from the residual pump and Stokes beam, some filtering

optics are employed. At the exit of the gas cell another 15 cm lens is used to collimated the

beams. M4 mirror is mounted after the collimating lens to filter the most of the residual pump

and Stokes beam. Then, to filter the remaining the small portion Stokes and pump beam, F1

and F2 filters are employed. F2 filters the remaining Stokes beam and F1 only lets the CARS

beam. At the end, only the CARS beam reaches the photodiode and this signal is sent to the

scope to be detected before being recorded on PC.

4.3.3 Alignment

Spatial overlap

Since the CARS experiment consists of two co-propagating laser beams, the alignment chal-

lenge is to spatially overlap these beams in confocal point. To achieve the overlapping, a

specially designed aluminium plate with a few mm hole in the middle is blue-tagged onto fo-

cussing and collimating lenses shown in the figure 4.4. Firstly, the Stokes (1064 nm) beam is

aligned through the holes on the aluminium plate by walking the beam method. Once this is

done, the pump beam (708 nm) is aligned though the both holes using the same method. After

that, to ensure the two beams are overlapped at focal point of the focussing lens, a 50 µm pin

hole on a translational stage is placed at the focal point. Initially the pin hole is adjusted where

the Stokes beam is focused. Then, the pump beam is aligned through the pin hole. Thus, two

beams are spatially overlapped.
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Temporal overlap

The temporal overlap between the pump and Stokes pulses is achieved by employing two

delay/pulse generators (Model DG535, Stanford Research Systems, USA). Both pulses are

triggered from the electrical output of the custom built laser via two independently controllable

delay/pulse generators (Model DG535, Stanford Research Systems, USA).The pulse outputs

are detected by an amplified photodiode input to an oscilloscope (Wavepro 7300, LeCoy, USA)

where the degree of overlap can be observed as the delay generator settings are adjusted.

4.3.4 CARS signal detection and data acquisition

The CARS signal is detected using a photodiode as shown in the figure 4.4. The signal is

monitored on oscilloscope before data recorded on a PC. Data acquisition for CARS signal is

similar to the one for the REMPI signal as explained in the section 3.1.4 of the chapter 3. In

CARS experiment, the signal is obtained by the photodiode and each data point is averaged

for 20 laser shots on the scope. The data acquired by scanning the ND6000 dye laser over

the expected resonant peak of CARS signal and the data from the scope is recorded on PC.

Before scanning the pump laser to record the signal, the expected pump beam is calculated

with respect to Stokes beam and the resulting CARS wavelength is determined as shown in the

figure 4.3. A Labview program controlled both the dye laser and the oscilloscope during the

acquisition process.

4.4 Results

This section will explain the results obtained from the CARS experiment. Before taking

the measurements, the experimental parameters were optimized. Initially, both ND6000 dye,

which generates the pump beam, and Custom laser, which produces the Stokes beam, output
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Figure 4.5: CARS signal in H2 molecule for S-branch transition is shown in the figure. The

pump and Stokes beam wavelengths are 708.899 nm and 1064.555 nm respectively. The re-

sulting CARS signal’s wavelength is at 531.370 nm which is in green spectral range.

power were optimized to be sufficiently high for the CARS process. The intensity of the beams

need to be around ≈ 1010 W/cm2 for the CARS process. ND6000 dye laser had output power

of ≈ 5 mJ/pulse with pulse duration of 10 ns. Custom laser had output power of ≈ 70 mJ/pulse

with pulse duration of 140 ns. The beam waists for the pump and Stokes beam were measured

to be 68 µm and 46 µm respectively. Therefore, the intensities for the pump and Stokes beams

at focus were calculated to be 5 × 109 W/cm2 and 1 × 1010 W/cm2. Gas mixture of 10% H2 in

Neon is used in the gas cell.

4.4.1 Measured CARS signal

The first measurement of the CARS signal was carried out at S-branch transition in H2. Figure

4.5 shows the measured signal at 600 torr for the S-branch transition in H2. In S-branch tran-

sition, the molecules are excited from v′′ = 0, J ′′ = 1 to v′ = 1, J ′ = 3 rovibrational level in

the ground state of H2. To produce the resonant CARS signal, the pump laser is scanned over
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≈ 708.800 to 709.000 nm while the Stokes beam wavelength is being constant at 1064.555 nm.

The ND6000 dye laser is scanned with 0.005 nm step size in order not to miss the resonant

peak. The CARS signal is peaked at ≈ 708.90 nm which is the pump wavelength to achieve the

CARS process. The corresponding CARS beam wavelength is at 531.370 nm which is in the

green region of the spectrum.

4.4.2 CARS signal vs pressure

CARS signal versus gas pressure measurement is carried out to determine the dependence

of the signal strength on the pressure. Figure 4.6 shows the CARS signal’s dependence on

pressure (number density). The measurement was conducted for a range of pressures starting

from 200 to 600 torr. During these measurements, all other experimental parameters were

maintained to be the same apart from the gas pressure in the cell. As can be seen in the

figure, the CARS signal increases by rising the number density of molecules. When pressure

is 200 torrs, the signal almost disappears. Whereas, the strength of the CARS signal improves

exponentially by adding more gas molecules into the glass cell. It should be noted that we use

a gas mixture of 10% H2 in Ne. Thus, the H2 molecules has a partial density of 10% in the gas

mixture.

Figure 4.7 illustrates the CARS signal at different gas pressures. Each data point in the

figure is obtained from the CARS signal dependence on pressure measurements as shown in

the figure 4.6. Data points for the various pressures are fitted to an exponential function on the

Origin lab. As mentioned in the theory section C, CARS signal has a square dependence on the

number density of the gas. The CARS signal increases exponentially as the pressure goes up in

our measurement. Thus, it is suffice to state that the CARS signal dependence on the number

density measurement reflects an agreement with the theory.
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Figure 4.6: CARS signal versus different gas pressures ranging from 200 to 600 torr in H2

molecule for S-branch transition.

4.4.3 Improved CARS signal at Q-branch transition

Improved CARS signal is produced by measuring the H2 Q-branch transition. The signal for

Q-branch is improved compared the initial measurement for the S-branch because the transition

probability of Q-branch is greater than S-branch one. The measured Q-branch transition of H2

is from v′′ = 0, J ′′ = 1 to v′ = 1, J ′ = 1 rovibrational level in the ground electronic state. Figure

4.8 shows the measured CARS signal for this transition. The measured pump beam is peaked

at 738.070 nm while the Stokes beam wavelength is at 1064.555 nm. Thus, the resulting CARS
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Figure 4.7: CARS signal versus different gas pressures ranging from 200 to 600 torr in H2

molecule for S-branch transition. The data points are fitted to an exponential function.

Figure 4.8: Improved CARS signal at H2 Q-branch transition is shown in the figure. The pump

beam wavelength is at 738.070 nm while the Stokes one is at 1064.555 nm. The resulting

CARS beam is at 564.840 nm.

beam is at 564.840 nm which is at the green part of the visible spectrum. The CARS signal

could be seen by eyes in this measurement. The fact that CARS signal is high enough to be
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seen by eyes indicates a significant increase in the number of H2 molecules excited to v′ = 1

vibrational state.

4.5 Conclusion

In this chapter, we determine the pump wavelength to be employed in the SRP precess. CARS

experiment is successfully conducted for H2 S-branch and Q-branch transitions. The results

determined not only the pump wavelength for the SRP scheme but also verified the feasibility

of producing the vibrationally excited H2 molecules at v′ = 1 using our laser system.

Although we measured the CARS signal for H2 S- and Q-branches for our measurements,

the O-branch transition can be detected as well. In addition, CARS process can be used to

determine the temperature of the molecule by determining the several rovibrational level pop-

ulations of the molecule. The limitation in CARS process is that at low number densities it

is not very efficient because the efficiency of the process is highly dependent on the number

density of the gas.

CARS spectroscopy is a well established technique. Studies reported on determination

of the vibrational, gas and rotational temperatures of H2 in discharge plasmas [31] as well as

concentration measurement in H2 [165] by using CARS. It has also been used in part to achieve

the preparation of oriented and aligned H2 and HD by stimulated Raman pumping [170].
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Chapter 5

Future outlook

In this chapter, we will outline improvements to the experimental set-up as well as suggestions

to extend this work. This thesis presented work towards an efficient detection scheme for

decelerated H2 molecules in optical lattices. The feasibility of such a detection scheme has been

verified by conducting two independent experiments. The first is the detection vibrationally

excited H2 molecules in the v = 1 state using a (2+1) REMPI scheme. Here, the excited gas is

produced in a non-equilibrium discharge. A second detection scheme, known as CARS, detects

these same excited molecules but uses the v = 1 state created by laser excitation. In order to

successfully implement detection of decelerated H2 molecules, a number of improvements

to the complex deceleration experiment should be considered. In this chapter a discussion on

these improvements as well as a range of extension projects is presented. The detection scheme

presented in this thesis has been implemented to detect H2 in a molecular beam in our group

and presented elsewhere [26]. The detection scheme utilises the stimulated Raman pumping

of the H2 molecules to the excited v = 1 state and subsequent ionisation via (2 + 1) REMPI

scheme. Therefore, one can efficiently detect only the molecules in the optical lattice where

all detection beams are overlapped in the optical deceleration experiment. To achieve this, the
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detection scheme needs to be improved before attempting to decelerate the molecules in the

optical lattices. Since it is a non-linear process, the pump and probe laser needs to be optimized

to their optimum power. Also, the detection depends on the number density quadratically, thus

the density in the molecular beam needs to be sufficiently high. A study by Bartlett et. al. [29]

reported that the presence of electric fields on the order of 107 V/cm arising from the pulsed

SRP laser beams is sufficient to shift the line position of the REMPI transition to such an extent

that the estimate of the pumping efficiency is overestimated unless this shift is accounted for.

As we use high power laser beams, this effect needs to be considered for any future deceleration

experiments.

5.1 Chirped optical Stark deceleration of H2

Optical Stark deceleration is a technique that traps and decelerates cold molecules generated in

a molecular beam and takes them to rest in the lab frame. This occurs in a two stage process.

First, the molecules are cooled by collisions with rare gas atoms in a supersonic expansion

reaching temperatures in the 1 K range. However, these molecules still possess a high velocity

spread (few hundred m/s), so a second phase of velocity reduction is implemented in which a

portion of these molecules are trapped and can be slowed. In optical Stark deceleration, the

interaction between an induced dipole moment of the molecule and the intense optical field cre-

ates the potential needed for trapping the molecule. In principle, any molecule or atom can be

manipulated and decelerated in this way because all molecules can be polarised in this manner.

Previous experiments have demonstrated using a moving lattice potential to slow molecules

where a half phase space rotation (or half oscillation) in the lattice can swiftly decelerate or

accelerate molecules [171, 172]. Although this technique can produce a slowed velocity dis-

tribution, the lowest achievable energy spread is limited to the initial energy distribution of the

molecular beam. Even though this is suitable for loading molecules in a trap, it is not efficient
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enough for a range of collision experiments which require a narrow velocity distribution. The-

oretical work on the creation of slowed energy distribution which is narrower than the initial

molecular beam velocity spread has been done by using optical Stark deceleration [20]. In this

scheme, a lattice, which is initially moving at the molecular beam velocity, traps molecules

with a narrow energy distribution dictated by the potential well depth. An experiment like this

is very advantageous because it is applicable to any molecule. But the detection of the decel-

erated molecule is highly challenging since they need to be distinguished from the rest in the

molecular beam. Indeed, our detection scheme overcomes this challenge.

To create decelerating lattice, a linear frequency chirp is applied onto one of the near

counter-propagating laser beams which interfere and produce the moving lattice beams. To

realize these experiments an amplified laser has been developed in our research group as ex-

plained in chapter 1. This laser system has recently been employed to accelerate metastable

argon which cooled which an magneto-optical trap (MOT) to velocities up to 191 m/s in our

group [23], thus proving its capability for molecular acceleration/deceleration experiments. A

system like this can be used to decelerate/accelerate any molecular or atomic species, although

with differing efficiencies because of differences in the polarisability and mass of each species

[173].

Within our group, the work on the dipole trapping of both metastable and ground state

argon atoms has been carried out [174–176]. In this work, metastable atoms are first Doppler-

cooled down to ≈ 80 µK in a MOT on the 4s[3/2]2 to 4p[5/2]3 transitions. A build-up cavity is

used to trap cold, ground state argon atoms in a deep optical dipole trap. The atoms are loaded

in the trap by quenching them from the cloud of laser cooled metastable argon atoms.
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5.2 Sympathetic cooling of Hydrogen molecules

There has been an extensive research on the cooling of molecules over the years. Cold molecules

can be used to conduct experiments in high resolution spectroscopy, cold chemistry and col-

lisions. The spectroscopic resolution of a molecule can be significantly increased by inter-

nally cooling it [177–179]. Moreover, increased resolution can lead to more accurate mea-

surement of electron’s electric dipole moment and fundamental constants such as fine structure

constant and ratio of mp/me [180–183]. Molecules at ultracold temperatures can be used to

study the chemical reactions. At such low temperatures the reaction rate can increase as quan-

tum tunnelling effects become effective and thus reaction rates can be precisely controlled

[14, 184, 185]. Ultracold temperatures also pave a way for high resolution scattering experi-

ments by collision processes [10, 186].

The complex internal structure of molecules makes it more challenging to implement laser

cooling as opposed to cooling of atomic species. Various techniques have been developed

to cool molecules down to cold and ultracold temperatures. These techniques include us-

ing Feshbach resonances [187–189], photoassociation [190–193], molecular beam [194, 195],

electrostatic Stark [3, 196, 197] and Zeeman deceleration [198], and buffer gas cooling [199].

However, all these techniques are limited to certain molecules and thus lack a general approach

which is applicable to any species. We propose sympathetically cooling any molecule by trap-

ping them together with a laser-cooled ground state noble gas (i.e. Argon) in an optical dipole

trap. In principle, sympathetic cooling of molecules simply involves using thermalising elas-

tic collisions between molecular sample and the colder atomic species. Thermalising of these

species leads to an overall cooling of the molecules, which are initially hotter.

The Hydrogen molecule is a good candidate for sympathetic cooling because of its impor-

tance in astrophysics. Its collisional properties without the presence of a trapping field is easily

determined and the high polarisabilty to mass ratio makes it one of the most effective species to
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decelerate using optical Stark deceleration [171, 172]. Furthermore, the work came out of this

thesis. Work on calculating cold and ultracold cross section for H2 with He, and Ar have been

done [200, 201]. This has been extended to include all the stable rare gas atoms which can be

laser cooled and trapped [202, 203]. H2 is a good case to study as the scattering energy is very

low compared to the vibrational-rotational excitation energies, and therefore, merely allowed

channel is the elastic one. Under these conditions, the scattering of rare gas - H2 was modelled

as a two-body process [203, 204]. The high collisional cross sections for 4He−H2 and Ar−H2

are comparable to those used in sympathetic cooling experiments between cold alkalis [205].

These values stay relatively constant over a wide temperature range [173]. In another study,

simulations of Ar −H2 interactions were studied and revealed thermalisation between the two

species on a timescale of several seconds [206]. In this study, calculations were carried out for

various atomic and molecular density arrangements and final temperatures of 330±30 µK were

determined for one particular case.
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Appendix A

Radial temperature measurement data in

the non-equilibrium discharge

A.1 Data for radial rotational temperatures of H2
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Transition

line

Term values

(cm−1)
I(J)
D = −6 mm

I(J)
D = −9 mm

Q0(0,0) 2.1703 × 103 7.49572× 10−5 3.34868× 10−5

Q1(0,0) 2.2887 × 103 1.64496× 10−4 2.27488× 10−4

Q2(0,0) 2.5245 × 103 6.79339× 10−5 8.70499× 10−5

Q3(0,0) 2.8754 × 103 1.02586× 10−4 7.02798× 10−5

Q4(0,0) 3.3379 × 103 1.71291× 10−5 8.48521× 10−6

Q5(0,0) 3.9075 × 103 1.71737× 10−5 8.32543× 10−6

Q6(0,0) 4.5787 × 103 7.02495× 10−7 −−

Q7(0,0) 5.3446 × 103 3.2467 × 10−7 −−

Q0(1,1) 6.3288 × 103 7.00436× 10−6 2.15295× 10−6

Q1(1,1) 6.4412 × 103 3.05075× 10−5 1.67757× 10−5

Q2(1,1) 6.6647 × 103 1.00558× 10−5 5.55046× 10−6

Q3(1,1) 6.9972 × 103 1.73607× 10−5 9.54336× 10−6

Q4(1,1) 7.4352 × 103 2.74872× 10−6 1.13495× 10−6

Q5(1,1) 7.9742 × 103 1.86449× 10−6 −−

Table A.2: Parameters extracted from the experimental H2 spectrum in the v′′ = 0 and v′ = 1 in

the non-equilibrium discharge for the radial distances at D = −6 and −9 mm.

A.2 Data for radial vibrational temperatures of H2
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A.3 Data for radial translational temperatures of H2
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D = −9 mm

Transition

line

∆λ(nm)

Raw

∆λ(nm)

Gauss fit

Ttrans(K)

Q0(0,0) 0.00736 0.00701 274±28

Q1(0,0) 0.00763 0.00744 269±16

Q2(0,0) 0.00725 0.00729 264 ± 3

Q3(0,0) 0.00678 0.00670 228 ± 6

Q4(0,0) 0.00574 0.00585 157 ± 7

Q5(0,0) 0.00765 0.00721 293±37

Q0(1,1) 0.00610 0.00520 175±57

Q1(1,1) 0.00685 0.00657 226±20

Q2(1,1) 0.00642 0.00639 195 ± 2

Q3(1,1) 0.00659 0.00646 206 ± 9

Q4(1,1) 0.00621 0.00570 180±33

Table A.6: The linewith at FWHM data from the experimental spectrum at D = −9 mm in

the v′′ = 0 and v′ = 1 in the non-equilibrium discharge and corresponding radial translational

temperatures of H2.
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Appendix B

Laser wavelengths for the H2 (2 + 1)
REMPI process

Transition line Laser wavelength (nm)

Q0(2,2) 209.4368

Q1(2,2) 209.5466

Q2(2,2) 209.7653

Q3(2,2) 210.0908

Q4(2,2) 210.5204

Q5(2,2) 211.0502

Q6(2,2) 211.6751

Table B.1: Table displays H2 Q-branch laser wavelengths for (2 + 1) REMPI process at v′ = 2.
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Transition line Laser wavelength (nm)

S0(0,0) 201.2808

S1(0,0) 201.1397

S2(0,0) 201.1143

S3(0,0) 201.2044

S4(0,0) 201.4090

S5(0,0) 201.7263

S6(0,0) 202.1535

S7(0,0) 202.6872

S8(0,0) 203.3228

S9(0,0) 204.0548

S0(1,1) 205.0817

S1(1,1) 204.9453

S2(1,1) 204.9237

S3(1,1) 205.0169

S4(1,1) 205.2237

S5(1,1) 205.5421

S6(1,1) 205.9694

S7(1,1) 206.5018

S8(1,1) 207.1345

S9(1,1) 207.8617

Table B.2: Table displays H2 S-branch laser wavelengths for (2 + 1) REMPI process at v′′ = 0

and v′ = 1.
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Transition line Laser wavelength (nm)

O0(0,0) 201.5371

O1(0,0) 201.9072

O2(0,0) 202.3890

O3(0,0) 202.9793

O4(0,0) 203.6742

O5(0,0) 204.4686

O6(0,0) 205.3563

O7(0,0) 206.3299

O8(0,0) 207.3807

O9(0,0) 208.4983

O0(1,1) 205.3324

O1(1,1) 205.6960

O2(1,1) 206.1700

O3(1,1) 206.7511

O4(1,1) 207.4350

O5(1,1) 208.2163

O6(1,1) 209.0884

O7(1,1) 210.0434

O8(1,1) 211.0719

O9(1,1) 212.1629

Table B.3: Table displays H2 O-branch laser wavelengths for (2 + 1) REMPI process at v′′ = 0

and v′ = 1.
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Appendix C

Theory of CARS

A brief discussion of the basic theory behind CARS is presented here in order to explain the

process. A more complete account of the theory could be found in the literature [135, 207–

210]. Conversion of two laser beams into the anti-Stokes component at ωas = 2ωp − ωs is a

direct result of the nonlinear dielectric properties of materials. The efficiency of this process

is considered for both plane wave and focused beam and also an expression is established that

relates this efficiency to the normal Raman cross section [167].

Initially, a theoretical description of non-linear mixing will be given. The polarisation of a

medium in an electric field may commonly be expressed as a power series:

P⃗ (ω) = χ(i)(ω)E⃗(ω) + χ(2)E⃗2(ω) + χ(3)E⃗3(ω) (C.1)

where P⃗ is the macroscopic polarization vector, χ(i) is the dielectric susceptibility tensor of

rank i + 1 associated with the ith order of the electric field. The subscripts denoting the tensor

properties of the susceptibility have been eradicated for simplicity. At low intensity fields, only

the first order terms become significant and is the elementary for classical, linear optics includ-

ing normal Raman scattering. The higher order terms become significant as the field strength

approach very high levels, a fact that explains why the entire field of nonlinear optics accom-
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plished exponential progression immediately following the advent of laser. The first nonlinear

term depends on the square of the field strength and is accountable for second harmonic gener-

ation (doubling of laser frequencies), sum and difference frequency generation, hyper-Raman

effect and parametric oscillation. The third term is responsible for third harmonic generation

(3ω1 → ω3) and other processes, e. g. 2ω1+ω2 → ω3, 2ω1−ω2 → ω3 etc. It is the last mentioned

process, explicitly, 2ω1 −ω2 → ω3 which is designated as CARS. An isotropic medium such as

a liquid or gas exhibits inversion symmetry in its macroscopic dielectric properties. Inspection

of equation C.1 under the inversion operation discloses that χ(2) must be identically equal to

zero for such a medium. Therefore, the lowest order nonlinearity which may be present in a

liquid or gas is due to the third-order susceptibility, χ(3).

We will assume that the direction of all electric fields involved are along the same axis and

treat each field as scalar quantity. Employing complex notation, we may express the magnitude

of the electric field at angular frequency ωi(= 2πc
λi

) as:

Ei(ωi) =
1

2
[εiei(kiz−ωit) + c.c.] (C.2)

where εi is the amplitude, ki is the momentum vector equal to (ωini)

c , t is time, z is distance

along the direction of propagation, ni is the index of refraction at εi and c.c. is the complex

conjugate. Generally, E may consists of a sum of a number of different frequencies. For

the process designated as CARS, merely two frequencies at ω1 and ω2 are introduced, and

resulting polarization at frequency 2ω1−ω2 will be examined. Conventions vary in the literature

concerning the introduction of a factor of 3. IfE = E1+E2, the third-order term in equation C.1

has a component of magnitude 3E2
1E2. It is important to note that this factor of 3 is the source

of some confusion when relating results from various articles. For clarity, the relationships

derived here explicitly express this factor of 3 as a multiplicative coefficient related to the

value for susceptibility. Hence, retaining merely those terms in which the polarization differs
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by ω3 = 2ω1 − ω2,

P(3) = 1

8
[3χ(3)(−ω3, ω1, ω1,−ω2)] {ε2

1ε
∗

2e
i[2k1−k2]z−(2ω1−ω2)t + c.c.} (C.3)

where the usual notation of Bloembergen [211] is used such that χ(3)(−ωa, ωb, ωc, ωd) denotes

the susceptibility for the process in which ωa = ωb + ωc + ωd.

Substituting the equation C.3 into Maxwells equations gives the gain equation for plane

waves [165, 212];

dεas =
−iπωas

2cnas
ε2

pε
∗

s (3χ(3)) ei[2kp−ks−kas]ZdZ (C.4)

where the previous subscripts 1, 2, and 3 are exchanged by “p”, “s” and “as” to indicate the

pump laser frequency, Stokes frequency, and the anti-Stokes frequency, respectively. Introduc-

ing the standard relationship between electric field and intensity [Ii = c
8π ∣ εi ∣2], combination

of the equation C.4 gives:

ε = Ias

Is
= Pas

Ps
= (4π2ωas

nasc2
)

2

∣ 3χ(3) ∣2 I2
pL

2

⎡⎢⎢⎢⎢⎣

sin (∆kL
2

)
∆kL

2

⎤⎥⎥⎥⎥⎦

2

(C.5)

where ε the efficiency of the process, P is the power of the respective beams, L is the length

over which the beams are mixed through the sample and ∆k = 2kp − ks − kas. The momen-

tum mismatch ∆k is a direct result of the fact that the propagating waves move in and out of

phase due to dispersion in the medium. As can be realised from the equation C.5, conversion

efficiency for a length of path L is much greater for ∆k = 0, the phase-matched condition.

As dispersion in gases is generally quite small, especially for low-pressure conditions, phase

matching over modest path lengths (many centimetres) is readily accomplished. For condanced

media, ∆k ≠ 0 even over small paths. In this case, phase matching is achieved, nevertheless, if

the beams are overlapped at angle θ, the phase matching angle. This angle is determined from

the geometry showed in figure C.1. It could be noted that when this is done, the CARS beam
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Figure C.1: Wave vector diagram for phase matching (∆k = 0). k⃗1, k⃗2 , and k⃗3 are the wave

vectors for the pump, the Stokes, and anti-Stokes photons respectively.

occurs at a second angle θ′ , which aids in spatial filtering. It is clear that if the beams are over-

lapped, the interaction length is now limited by the beam walk-off. The phase matching angle,

θ, is usually very small (∼ 1○ for benzene at 992 cm−1) but increases rapidly with Raman shift

or for conditions near electronic absorption as encountered in resonance CARS enhancement.

If the beams are not overlapped and ∆k ≠ 0, then according to the equation C.5, the CARS

signal will vary sinusoidally with path length. In order to have path length to reach maximum

conversion efficiency we define as coherence length, L = Lc which occurs when ∆kLc
2 = π

2

or ∆k = π
Lc

. Hence, conversion efficiency varies with path length for collinear beams and

coherence length.

We can consider the question of the impacts of focusing on conversion efficiency. In one

approximation [213] the focal region is assumed to be a cylinder of plane waves and because

of the fortuitous cancellation of terms, the subsequent expression (∆k = 0) for the efficiency
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is independent of focal length:

ε = ( 2

λp
)

2

(4π2ωas

nasc2
)

2

∣ 3χ(3) ∣2 P 2
p (C.6)

in another approach to the problem, one adopts a functional form for the beam area but main-

tains the plane wave approximation for the field. The beam diameter d(z) can then be stated

as usual Gaussian form:

d(z)2 = d2
0

⎛
⎝

1 + (4λz

πd2
0

)
2⎞
⎠

(C.7)

where z is the longitudinal distance from the focal point and d0 is the minimum diameter of the

beam waist. For a lens of focal length f and an unfocused beam diameter d and wavelength λ,

it can be expressed [214] as:

d0 =
4λf

πd
(C.8)

The beam diameter defined here denotes the 1
e value of electric field or 1

e2 value of the intensity.

If the intensity is assumed to be constant in a beam profile of diameter d(z), an approximate

solution to the equation C.4 may be attained for the conversion efficiency:

ε = Pas

Ps
≈
⎡⎢⎢⎢⎢⎢⎣

2 tan−1 (2Lλ
πd20

)
λnas

⎤⎥⎥⎥⎥⎥⎦

2

(4π2ωas

c2
)

2

∣ 3χ(3) ∣2 P 2
p (C.9)

where λ is some average wavelength taken to be λp. This relation indicates that 71% of the

maximum conversion takes place over length L equal to 2πd20
λ . Implicit assumption in this

derivation is the plane wave approximation and a beam at ωas which has the same spatial dis-

tribution as that of the beams at ωp and ωs.

Lastly, the magnitude of χ(3) will be briefly discussed. The effect of an intense field on

matter is to polarize it in nonlinear fashion. The magnitude if the third-order nonlinear sus-

ceptibility given in the equation C.1 is a measure of the conversion efficiency of the process
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ωas = 2ωp−ωs. This conversion of laser power into anti-Stokes radiation occurs in any medium,

including noble gases. Nevertheless, when there is a vibrational resonance present, the conver-

sion efficiency increases dramatically when ωv = ωp −ωs. In this case, the total susceptibility is

a total of a frequency-dependent resonant part and a nearly frequency-independent nonresonant

part:

χ(3) ≡ χ = χres + χNR (C.10)

where for simplicity the superscript 3 has been removed, and throughout the text we are con-

cerned with the third-order susceptibility related to the process ωas = 2ωp − ωs. It is to be noted

that when χres is comparatively small because there is no nearby resonances or if the number

density of resonant species is very small, then the CARS emission is dictated by the nonres-

onant susceptibility, which generally arises from the solvent or diluted gases. It is due to this

nonresonant term χNR, which restricts the sensitivity of the technique, since one can record Ra-

man spectra merely to an extent χres surpasses χNR. For now, nevertheless, we will demonstrate

how χres is associated with spectral properties of Raman transitions.

Expressions for the resonant part of χ could be derived from classical or quantum mechan-

ical approaches. The outcomes let χ to be stated in terms of the normal Raman cross section.

Moreover, the numerous resonances present in χ are explicitly expressed in the quantum me-

chanical results. The harmonic oscillator aids as a model for the classical approach. Placzek’s

development [215] relates the polarizability, α, of a molecule to a bond stretching coordinate,

q:

α = α0 + (∂α
∂q

)
0

q + . . . (C.11)

The force created on the oscillator by a field because of this polarizability is:

F = 1

2
(∂α
∂q

)
0

E2 (C.12)
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The equation of motion for the simple damped harmonic oscillator is thus [216]:

q̈ + Γq̇ + ω2
vq =

1

2m
(∂α
∂q

)
0

E2 (C.13)

where Γ is a damping constant and ωv the resonant frequency. By applying the fieldE = Ep+Es,

where Ei has the form given in the equation C.2, it is noted that q is determined not only at

ωp and ωs but also at ωp − ωs. The solution of the equation C.13 for q(ωp − ωs) gives rise to a

polarization at the anti-Stokes frequency due to the relation: P = χE = N (∂α∂q )0
q(ωp − ωs)Ep,

where N is the molecular number density. A direct comparison of these expressions then

produces the following relation for the susceptibility [217]:

3χ(3)(ωas) =
N

m
(∂α
∂q

)
2

0

∆j

ω2
v − (ωp − ωs)2 − iΓ(ωp − ωs)

(C.14)

where N∆j , the difference in population in the lower and upper states for a specific transition

j. The term, ∆j , is an integral part of quantum mechanical approach by density matrix methods

[218].

Electromagnetic scattering theory gives the differential scattering cross section, dσ
dΩ , of a

molecule exposed to electromagnetic radiation [219, 220]:

dσ

dΩ
= (α′)2 (ω

c
)

4

(C.15)

where, for Raman Stokes frequency:

(α′)2 = (∂α
∂q

)
2

< q2 > (C.16)

This relation ignores contributions to dσ
dΩ from anisotropic scattering, for which a 5 to 10%

correction can be included when desired [219].

The quantum mechanical expression of < q2 > for a harmonic oscillator is:

< q2 >= h̵

2mωv
(C.17)
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By combining the three previous expressions, we obtain:

dσ

dΩ
= h̵

2mωv
(∂α
∂q

)
2 ω4

c4
(C.18)

The polarizability derivative in this expression can be substituted into the equation C.14 to

attain χ(3) in terms of the normal Raman differential cross section:

3χ(3) = 2Nc4

h̵ω4
s

( dσ
dΩ

) ωv∆j

(ω2
v − (ωp − ωs)2 − iΓ(ωp − ωs)

(C.19)

Note that the resonant third-order susceptibility is a complex quantity which can be divided

into a real and an imaginary part. These characteristics, the added nonresonant contribution,

and the the squared dependence of susceptibility on CARS signal create uncommon spectral

properties compared with normal, spontaneous Raman effect.

If we define ∆ω ≡ ωv − (ωp − ωs) and assume that ∆ω
ωv

≪ 1, which is generally a very valid

approximation in the vicinity of a resonance, then the equation C.19 simplifies to:

3χ(3) = A [ 1

2∆ω − iΓ
]

where

A = 2Nc4

h̵ω4
s

( dσ
dΩ

)∆j (C.20)

According to the equations C.5, C.6 and C.9, the CARS signal or efficiency is proportional to

the square of modulus of χ(3) or:

∣ 3χ(3) ∣2= A2

4∆ω2 + Γ2
(C.21)

For the integrated area over the CARS band, the equation C.21 becomes

∫ ∣ 3χ(3) ∣2 d(∆ω) = πA
2

2Γ
(C.22)

While at the peak of emission (∆ω = 0), the relation becomes:

∣ 3χ(3) ∣2
(∆ω=0)=

A2

Γ2
(C.23)
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In an alternative approach, one derives an expression for χ(3) from quantum mechanical con-

siderations. Armstrong et al. [208], Maker and Terhune [150] obtain expressions deploying a

third-order perturbation development. DeWitt et al. [218] have derived relations for the third-

order susceptibility by the density matrix method. From all of these developments, it is clear

that there are resonant denominators which express that χ(3) is enhanced as the anti-Stokes

signal or the laser frequency spectrally approaches an electronic resonance. Such an effect is

analogous to resonance Raman Effect in orthodox Raman spectroscopy [154, 220].

To conclude, the comparison of CARS with normal Raman scattering will be briefly dis-

cussed. As mentioned earlier, CARS is associated with the normal Raman cross section and,

thus, all molecular vibrations that are active in normal Raman spectroscopy are CARS active

[167]. However there are a few differences between CARS and normal Raman spectroscopy.

One of these differences is the efficiency of them. By combining the equation C.23 for peak

CARS conversion with the equation C.9 for CARS efficiency (with long paths and focused

beams), we obtain anti-Stokes power of [167]:

Pas = ( 16πλ4
s

hcλpλas
)

2

[N∆j

Γ
( dσ
dΩ

)]
2

P 2
p Ps (C.24)

where centimetre-gram-second units are used and Γ is full width at half-maximum in radians.

For normal Raman emission the power scattered in the laser beam is:

PRaman = NLΩ( dσ
dΩ

)Pp (C.25)

where, as previously, N is the number density, L is the length of the focal region, Ω is the solid

angle collected, and ( dσ
dΩ

) is the differential Raman cross section. These equations indicate that

CARS signals increases rapidly with laser power (cubic dependence on laser power), whereas

normal Raman scattering increases linearly with laser power. It is also indicated by these

equations that CARS output increases rapidly with number density (square dependence on

number density), an effect which can be counterbraced with increased laser power to the point

of saturation.
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[67] W. Biel, M. Bröse, M. David, H. Kempkens, and J. Uhlenbusch. Determination of

atomic and molecular particle densities and temperatures in a low-pressure hydrogen

hollow cathode discharge. Plasma physics and controlled fusion, 39(5):661, 1997.

[68] H. N. Chu, E. A. Den Hartog, A. R. Lefkow, J. Jacobs, L. W. Anderson, M. G. Lagally,

and J. E. Lawler. Measurements of the gas kinetic temperature in a ch 4-h 2 discharge

during the growth of diamond. Physical Review A, 44(6):3796, 1991.

[69] A. Gicquel, K. Hassouni, Y. Breton, M. Chenevier, and J. C. Cubertafon. Gas tem-

perature measurements by laser spectroscopic techniques and by optical emission spec-

troscopy. Diamond and related materials, 5(3):366–372, 1996.

142



[70] S. I. Gritsinin, I. A. Kossyi, N. I. Malykh, V. G. Ral’Chenko, K. F. Sergeichev, V. P.

Silakov, I. A. Sychev, N. M. Tarasova, and A. V. Chebotarev. Determination of the gas

temperature in high-pressure microwave discharges in hydrogen. Journal of Physics D:

Applied Physics, 31(20):2942, 1998.

[71] T. Gans, V. Schulz-von der Gathen, and H. F. Döbele. Time dependence of rotational
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401(3):273–294, 1931.

[115] M. N. R. Ashfold and J. D. Howe. Multiphoton spectroscopy of molecular species.

Annual Review of Physical Chemistry, 45(1):57–82, 1994.

[116] M. N. R. Ashfold. Multiphoton probing of molecular rydberg states. Molecular Physics,

58(1):1–20, 1986.

[117] S. H. Lin. Multiphoton spectroscopy of molecules. Elsevier, 2012.

[118] H. Rottke and K. H. Welge. Singlet gerade rydberg states of molecular hydrogen. The

Journal of chemical physics, 97(2):908–926, 1992.

[119] K-D. Rinnen, M. A. Buntine, D. A. V. Kliner, R. N. Zare, and W. M. Huo. Quantitative

determination of h2, hd, and d2 internal-state distributions by (2+ 1) resonance-enhanced

multiphoton ionization. The Journal of chemical physics, 95(1):214–225, 1991.

148



[120] A. Sur, C. V. Ramana, W. A. Chupka, and S. D. Colson. Rydberg–valence interactions

in the πg states of o2. The Journal of chemical physics, 84(1):69–72, 1986.

[121] E. E. Marinero, C. T. Rettner, and R. N. Zare. H+ d2 reaction dynamics. determination

of the product state distributions at a collision energy of 1.3 ev. The Journal of chemical

physics, 80(9):4142–4156, 1984.

[122] T. N. Kitsopoulos, M. A. Buntine, D. P. Baldwin, R. N. Zare, and D. W. Chandler.

Reaction product imaging: the h+ d2 reaction. Science, 260(5114):1605–1610, 1993.

[123] M. Balooch, M. J. Cardillo, D. R. Miller, and R. E. Stickney. Molecular beam study of

the apparent activation barrier associated with adsorption and desorption of hydrogen on

copper. Surface Science, 46(2):358 – 392, 1974.

[124] D. G. Truhlar and C. J. Horowitz. Functional representation of liu and siegbahns accurate

abinitio potential energy calculations for h+h2. The Journal of Chemical Physics, 68(5),

1978.

[125] D. J. Rose and M. Clark. Plasmas and controlled fusion. 1961.

[126] T. E. Sharp. Potential-energy curves for molecular hydrogen and its ions. Atomic Data

and Nuclear Data Tables, 2:119–169, 1970.

[127] M. J. Berry. Chloroethylene photochemical lasers: Vibrational energy content of the hcl

molecular elimination products. The Journal of Chemical Physics, 61(8), 1974.

[128] R. N. Zare and P. J. Dagdigian. Tunable laser fluorescence method for product state

analysis. Science, 185(4153):739–747, 1974.

[129] B. P. Stoicheff. High resolution raman spectroscopy of gases: Ix. spectra of h2, hd, and

d2. Canadian Journal of Physics, 35(6):730–741, 1957.

149



[130] H. Mori and C. Dankert. Spectroscopy of h2 + n2mixture in rarefied flows. AIP Confer-

ence Proceedings, 663(1):170–177, 2003.

[131] D. J. Kligler and C. K. Rhodes. Observation of two-photon excitation of the h 2 e, f σ

g+ 1 state. Physical Review Letters, 40(5):309, 1978.

[132] H. Zacharias. Laser spectroscopy of desorbing molecules. Applied Physics A, 47(1):37–

54, 1988.

[133] V. Letokhov. Laser photoionization spectroscopy. Elsevier, 2012.

[134] R. W. Terhune and P. D. Maker. Nonlinear optics. Bull. Am. Phys. Soc, 8:359, 1963.

[135] W. Meier, H. Rottke, H. Zacharias, and K. H. Welge. Rotational state selective pho-

toionization of the h2 molecule from b 1σ+ u (v= 0, 3) states. The Journal of chemical

physics, 83(9):4360–4363, 1985.

[136] U. Fantz and D. Wünderlich. Franck–condon factors, transition probabilities, and radia-

tive lifetimes for hydrogen molecules and their isotopomeres. Atomic Data and Nuclear

Data Tables, 92(6):853–973, 2006.

[137] G. Pozgainer, L. Windholz, and A. Winkler. Rovibrational state-specific detection of

desorbing hydrogen molecules using multiphoton ionization (rempi). Measurement Sci-

ence and Technology, 5(8):947, 1994.
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K. Bergmann. Power broadening revisited: theory and experiment. Optics commu-

nications, 199(1):117–126, 2001.

[149] R. W. Terhune and P. D. Maker. Nonlinear optics. Bull. Am. Phys. Soc, 8:359, 1963.

[150] P. D. Maker and R. W. Terhune. Study of optical effects due to an induced polarization

third order in the electric field strength. Physical Review, 137(3A):A801, 1965.

151



[151] A. Anderson (Ed.). The Raman Effect, volume 1 and 2. Dekker, New York, 1971.

[152] W. Kiefer and H. J. Bernstein. The resonance raman effect of the permanganate and

chromate ions. Molecular Physics, 23(5):835–851, 1972.

[153] E. S. Yeung. Inverse raman effect: A quantitative spectroscopic technique. Journal of

Molecular Spectroscopy, 53(3):379–392, 1974.

[154] J. F. Verdieck, S. H. Peterson, C. M. Savage, and P. D. Maker. Hyper-raman spectra of

methane, ethane and ethylene in gas phase. Chemical Physics Letters, 7(2):219 – 222,

1970.

[155] D. Heiman, R. W. Hellwarth, M. D. Levenson, and G. Martin. Raman-induced kerr

effect. Physical Review Letters, 36(4):189, 1976.

[156] A. M. Zheltikov. Coherent anti-stokes raman scattering: from proof-of-the-principle

experiments to femtosecond cars and higher order wave-mixing generalizations. Journal

of Raman Spectroscopy, 31(8-9):653–667, 2000.

[157] W. M. Tolles, J. W. Nibler, J. R. McDonald, and A. B. Harvey. A review of the theory and

application of coherent anti-stokes raman spectroscopy (cars). Applied Spectroscopy,

31(4):253–271, 1977.

[158] G. L. Eesley. Coherent Raman Spectroscopy. Elsevier, 2013.

[159] A. C. Eckbreth. Laser diagnostics for combustion temperature and species, volume 3.

CRC Press, 1996.

[160] A. B. Harvey and J. W. Nibler. Coherent anti-stokes raman spectroscopy of gases. Ap-

plied Spectroscopy Reviews, 14(1):101–143, 1978.

152



[161] S. A. J. Druet and J-P. E. Taran. Cars spectroscopy. Progress in quantum Electronics,

7(1):1–72, 1981.

[162] W. Kifer. Active raman spectroscopy: high resolution molecular spectroscopical meth-

ods. Journal of Molecular Structure, 59:305–319, 1980.

[163] R. F. Begley. Coherent anti-Stokes Raman spectroscopy. Applied Physics Letters,

25(7):387, 1974.

[164] V. N. Ochkin. Spectroscopy of low temperature plasma. John Wiley & Sons, 2009.

[165] P. R. Regnier, F. Moya, and J-P. E. Taran. Gas concentration measurement by coherent

raman anti-stokes scattering. AIAA Journal, 12(6):826–831, 1974.

[166] A. C. Eckbreth. Boxcars: Crossed-beam phase-matched cars generation in gases. Ap-

plied Physics Letters, 32(7):421–423, 1978.

[167] W. M. Tolles, J. W. Nibler, J. R. McDonald, and A. B. Harvey. A review of the theory and

application of coherent anti-stokes raman spectroscopy (cars). Applied Spectroscopy,

31(4):253–271, 1977.

[168] I. Dabrowski. The lyman and werner bands of h2. Canadian Journal of Physics,

62(12):1639–1664, 1984.

[169] J. Turner, K. Kirby-Docken, and A. Dalgarno. The quadrupole vibration-rotation transi-

tion probabilities of molecular hydrogen. The Astrophysical Journal Supplement Series,

35:281, 1977.

[170] N. C. M. Bartlett, D. J. Miller, R. N. Zare, D. Sofikitis, T. P. Rakitzis, and A. J. Alexan-

der. Preparation of oriented and aligned h 2 and hd by stimulated raman pumping. The

Journal of chemical physics, 129:084312, 2008.

153



[171] R. Fulton, A. I. Bishop, and P. F. Barker. Optical stark decelerator for molecules. Phys-

ical review letters, 93(24):243004, 2004.

[172] R. Fulton, A. I. Bishop, M. N. Shneider, and P. F. Barker. Controlling the motion of cold

molecules with deep periodic optical potentials. Nature Physics, 2(7):465–468, 2006.

[173] P. F. Barker, S. M. Purcell, P. Douglas, P. Barletta, N. Coppendale, C. Maher-

McWilliams, and J. Tennyson. Sympathetic cooling by collisions with ultracold rare gas

atoms, and recent progress in optical stark deceleration. Faraday discussions, 142:175–

190, 2009.

[174] P. D. Edmunds. Trapping ultracold argon atoms. PhD thesis, UCL (University College

London), 2015.

[175] P. D. Edmunds and P. F. Barker. A deep optical cavity trap for atoms and molecules

with rapid frequency and intensity modulation. Review of Scientific Instruments,

84(8):083101, 2013.

[176] P. D. Edmunds and P. F. Barker. Trapping cold ground state argon atoms. Physical

review letters, 113(18):183001, 2014.
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