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#### Abstract

Binary particle coagulation can be modelled as the repeated random process of the combination of two particles to form a third. The kinetics may be represented by population rate equations based on a mean field assumption, according to which the rate of aggregation is taken to be proportional to the product of the mean populations of the two participants, but this can be a poor approximation when the mean populations are small. However, using the Poisson representation it is possible to derive a set of rate equations that go beyond mean field theory, describing pseudo-populations that are continuous, noisy and complex, but where averaging over the noise and initial conditions gives the mean of the physical population. Such an approach is explored for the simple case of a size-independent rate of coagulation between particles. Analytical results are compared with numerical computations and with results derived by other means. In the numerical work we encounter instabilities that can be eliminated using a suitable 'gauge' transformation of the problem [P. D. Drummond, Eur. Phys. J. B38, 617 (2004)] which we show to be equivalent to the application of the Cameron-Martin-Girsanov formula describing a shift in a probability measure. The cost of such a procedure is to introduce additional statistical noise into the numerical results, but we identify an optimised gauge transformation where this difficulty is minimal for the main properties of interest. For more complicated systems, such an approach is likely to be computationally cheaper than Monte Carlo simulation.


## I. INTRODUCTION

The process of coagulation or aggregation is responsible for the coarsening of a size distribution of particles suspended in gaseous or liquid media. The phenomenon consists of a sequence of statistically independent events where two (or possibly more) particles unite, perhaps as a result of collision, to create a composite particle, and each event reduces the number of particles in the system ${ }^{1-3}$. This has practical consequences such as colloidal precipitation or accelerated rainfall from clouds ${ }^{4-6}$. Fragmentation can take place as well ${ }^{7}$, but precipitation processes are typically dominated by irreversible agglomeration. The phenomenon is familiar and yet it can present some surprises, an example of which was presented by Lushnikov ${ }^{8}$ in an exact study of coagulation kinetics driven by various choices of aggregation rates. He showed that in the later stages of a process where the binary coagulation rate is proportional to the product of the masses of the participants, a single particle emerges with a mass representing a sizable fraction of that of the entire system ${ }^{9}$. This has been termed a gelation event and standard kinetic models of coagulation are unable to account for the phenomenon, for the simple reason that they are designed to describe systems consisting of very large populations of particles in each size class. They rely on a mean field approximation, though this is not always clearly recognised. When small particle populations play a key role in the kinetics, different approaches become necessary ${ }^{10}$, the most common being Monte Carlo modelling ${ }^{11}$, though analytic treatments are sometimes possible ${ }^{12}$.

This paper investigates the utility of a rate equation model of kinetic processes that is able to capture small
population effects. The Markovian master equations that describe coagulation may be transformed mathematically into a problem in the dynamics of continuous stochastic variables acted upon by complex noise, the solution to which may be related to the evolving statistical properties of the populations in the physical system. The recasting of the problem into one that concerns complex 'pseudo-populations' can be done in two distinct ways, either using methods of operator algebra similar to those employed in quantum field theories ${ }^{13-23}$, or through the so-called Poisson representation of the populations ${ }^{24-27}$. The physical problem concerning the stochastic evolution of a set of (integer-valued) populations is replaced by the task of solving and averaging a set of stochastic differential equations ${ }^{28,29}$. The purpose of this paper is to explore the use of the Poisson representation in this area.

The advantage of such a transformation over Monte Carlo simulation of the process ${ }^{11,30}$ emerges for cases where the particles come in many species or sizes, since the configuration space of the populations, and hence the computational cost, increases very rapidly, but in order to illustrate the approach we study a very simple example of coagulation, where the aggregation rates do not depend on the masses of the participants. This is very different from the cases that exhibit gelation, studied by Lushnikov ${ }^{8}$ and others ${ }^{12}$, and we might not expect major deviations from a mean field approach, but nevertheless it is possible to use the system to demonstrate the analytic procedure, and compare the accuracy of numerical pseudo-population dynamics and averaging with respect to other approaches ${ }^{31-36}$, in order to form a view on the usefulness of the approach. We do not suggest that such a method is to be preferred over others for
such simple examples, since the technique is much more elaborate. There might, nevertheless, be cases where the approach might have analytic advantages even where mean field equations are largely adequate, and the area of nucleation modelling and barrier crossing is one worth exploring ${ }^{34,37}$.

In Section II the master equations describing the basic problem of $A+A \rightarrow A$ aggregation are developed and the Poisson representation is introduced and used to derive the equivalent stochastic dynamics problem and associated averaging scheme. The evolving complex pseudopopulation is obtained and its properties established. In Section III a parallel numerical study of the stochastic problem is discussed. Inherent instabilities in the dynamics may be eliminated using the Cameron-MartinGirsanov formula, or equivalently through a gauge transformation introduced by Drummond ${ }^{26}$. However, this comes with the introduction of diffusive dynamics for a subsidiary variable that imposes a cost on computational accuracy. Nevertheless, with a certain choice of transformation, termed an optimised gauge, we can ensure that the coagulation process is completed before this diffusive noise becomes apparent. We comment on the procedures and prospects for their further use in more complicated models in Section IV.

## II. ANALYTIC MODEL OF COAGULATION

## A. Master equations

We consider the dynamics of a population of particles of a species $A$ undergoing binary coagulation $A+A \rightarrow$ $A$. The distinction between particles of different mass is ignored and the rate at which aggregation events takes place is a constant, making this one of the simplest cases to study. The evolution of $P(N, t)$, the probability at time $t$ that $N$ particles remain, is described by a set of master equations of the form
$\frac{d P(N, t)}{d t}=\kappa(N+1) N P(N+1, t)-\kappa N(N-1) P(N, t)$.
The first term corresponds to the gain in the probability of observing population $N$ as a result of an aggregation event amongst $N+1$ particles, weighted by the number of particle pairs in such a state and the probability $\kappa / 2$ of an event per unit time and per pair. The second term corresponds to the loss of probability due to aggregation starting from a population equal to $N$. Multiplying the master equations by $N$ and summing gives

$$
\begin{equation*}
\frac{d \bar{N}}{d t}=-\kappa\left(\overline{N^{2}}-\bar{N}\right), \tag{2}
\end{equation*}
$$

where statistical averages are written $\overline{F(N)}=$ $\sum_{0}^{\infty} F(N) P(N, t)$.
If we take the view that $\overline{N^{2}} \approx \bar{N}^{2}$, which corresponds to the neglect of fluctuations in population (a mean field
approximation), and consider $\bar{N} \gg 1$, such that only the first term on the right hand side in Eq. (2) is retained, we can write

$$
\begin{equation*}
\frac{d \bar{N}}{d t} \approx-\kappa \bar{N}^{2} \tag{3}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\bar{N} \approx \frac{\bar{N}_{0}}{1+\kappa \bar{N}_{0} t}, \tag{4}
\end{equation*}
$$

where $\bar{N}_{0}$ is the initial mean population. This is the well known Smoluchowski solution to this type of coagulation kinetics ${ }^{1}$.
If the second term in Eq. (2) is retained, but again neglecting fluctuations, then the integration yields

$$
\begin{equation*}
\bar{N} \approx \frac{\bar{N}_{0} \exp (\kappa t)}{1-\bar{N}_{0}(1-\exp (\kappa t))}, \tag{5}
\end{equation*}
$$

which ought to be more accurate than Eq. (4), especially in the limit $t \rightarrow \infty$ when it goes to unity rather than zero.

Rather than making the mean field approximation $\overline{N^{2}} \approx \bar{N}^{2}$, we could generate an evolution equation for $\overline{N^{2}}$ by multiplying the master equation by $N^{2}$ and summing, namely $d \overline{N^{2}} / d t=\kappa\left(-2 \overline{N^{3}}+3 \overline{N^{2}}-\bar{N}\right)$, but now the third moment appears on the right hand side. An equation for the evolution of this moment would involve the fourth moment: the hierarchy problem that often arises in kinetic theory. A closure condition such as $\overline{N^{3}}=\overline{N^{2}} \bar{N}$ could be imposed, but the accuracy would be questionable.

Similarly, the numerous master equations for the $P\left(N_{1}, N_{2}, \ldots, t\right)$ in a more general model where there are different categories of species $\left\{A_{i}\right\}$ with populations $\left\{N_{i}\right\}$ would reduce under a mean field approximation to

$$
\begin{equation*}
\frac{d \overline{N_{i}}}{d t}=\frac{1}{2} \sum_{j=1}^{i-1} \kappa_{i-j, j} \bar{N}_{i-j} \bar{N}_{j}-\sum_{j} \kappa_{i, j} \bar{N}_{i} \bar{N}_{j} \tag{6}
\end{equation*}
$$

where the coefficients $\kappa_{i, j}$ quantify the rate of aggregation between species $i$ and $j$, with $i$ representing species mass, for example. If we should need a treatment beyond the mean field approximation, then for relatively simple stochastic processes we could use Monte Carlo simulations to extract the relevant statistical properties, but for more complex coagulation problems the use of this technique can become computationally expensive.

We investigate a transformation of the problem that reduces the master equations to the form of Eq. (2) and more generally Eq. (6), but supplemented by a noise term on the right hand side. This is not the same as inserting noise to represent a random source term in the population dynamics, nor is it an additional representation of stochasticity in the coagulation kinetics. It is a noise term that creates the statistical correlations in the populations that are neglected when the mean field approximation is taken. It turns out that the dynamics of
simple binary coagulation may be modelled by a pseudopopulation $\phi$ that evolves according to the equation

$$
\begin{equation*}
\frac{d \phi}{d t}=-\kappa \phi^{2}+\xi(t) \tag{7}
\end{equation*}
$$

where $\xi$ is a noise with certain statistical properties. This may be compared with Eq. (3). The notable aspect of this representation is that the noise is complex, such that the variable $\phi$ is generally complex as well. Averages are to be taken over the noise history to make a connection with the dynamics of a real population. Nevertheless, solving Eq. (7) can be a simpler task than that posed by Eq. (1). We next describe how this transformation may be achieved.

## B. Poisson representations

Gardiner and Chaturvedi ${ }^{24}$ outlined a method for transforming master equations into a Fokker-Planck equation by representing probability distributions as integrals of weighted complex Poisson distributions. The probability of finding $N$ particles at time $t$ may be written

$$
\begin{equation*}
P(N, t)=\oint_{C} f(\phi, t) \exp (-\phi) \frac{\phi^{N}}{N!} d \phi . \tag{8}
\end{equation*}
$$

This is a superposition of Poisson distributions, over a closed contour of complex mean values $\phi$, with an evolving weighting function $f(\phi, t)$ which has initial value

$$
\begin{equation*}
f(\phi, 0)=\sum_{N} P(N, 0) \frac{N!}{2 \pi i} \phi^{-N-1} \exp (\phi), \tag{9}
\end{equation*}
$$

such that if the contour $C$ includes the origin, the initial condition $P(N, 0)$ is recovered from Eq. (8). A Poisson representation is clearly one of a number of approaches where a probability distribution is written as an integral transform of some weighting function with respect to a chosen kernel. Representations used in some familiar generating function methods come into this category, and a very close relation is the inverse $z$-transform that involves an analogue of Eq. (8) with a power-law kernel rather than a Poisson distribution. However, the latter is rather suitable for the problem under consideration here, partly because such distributions often emerge as solutions to growth problems, but also because the form of the derived equation for the evolution of the weighting function has some intuitive value.

There are two particular initial conditions of interest. If the initial population is known to be $N_{0}$ then $P(N, 0)=$ $\delta_{N N_{0}}$ and

$$
\begin{equation*}
f(\phi, 0)=f_{N_{0}}(\phi)=\frac{N_{0}!}{2 \pi i} \phi^{-N_{0}-1} \exp (\phi) \tag{10}
\end{equation*}
$$

whereas if $P(N, 0)$ is a Poisson distribution with mean $\lambda$ then we would use

$$
\begin{equation*}
f(\phi, 0)=f_{\lambda}^{P}(\phi)=\sum_{N} \frac{1}{2 \pi i} \frac{\lambda^{N}}{\phi^{N+1}} \exp (\phi-\lambda) . \tag{11}
\end{equation*}
$$

Alternatively, we could employ a Poisson representation that involves a 2-d integration over the entire complex plane ${ }^{24}$, namely

$$
\begin{equation*}
P(N, t)=\int f(\phi, t) \exp (-\phi) \frac{\phi^{N}}{N!} d^{2} \phi \tag{12}
\end{equation*}
$$

which is particularly convenient if $P(N, t)$ is initially a Poisson distribution since we would then use $f(\phi, 0)=$ $\delta(\phi-\lambda)$.

Substituting the Poisson representation of the probabilities given in Eqs. (8) or (12) into Eq. (1) leads to an evolution equation for $f(\phi, t)$ :

$$
\begin{equation*}
\frac{\partial f}{\partial t}=\kappa \frac{\partial\left(\phi^{2} f\right)}{\partial \phi}-\kappa \frac{\partial^{2}\left(\phi^{2} f\right)}{\partial \phi^{2}} \tag{13}
\end{equation*}
$$

This emerges as long as integration boundary terms can be dropped, which could potentially be a problem for the 2-d integration scheme Eq. (12) but is not an issue for the closed contour integral representation Eq. (8) ${ }^{25}$. And since a stochastic problem described by a Fokker-Planck equation (FPE) such as (13) can be recast in terms of a stochastic differential equation (SDE), the properties of the distribution $f(\phi, t)$ can be reconstructed by solving

$$
\begin{equation*}
d \phi=-\kappa \phi^{2} d t+i(2 \kappa)^{1 / 2} \phi d W_{t}, \tag{14}
\end{equation*}
$$

where $d W_{t}$ is an increment in a Wiener process with properties $\left\langle d W_{t}\right\rangle=0$ and $\left\langle\left(d W_{t}\right)^{2}\right\rangle=d t$, the brackets representing an average over the noise. This Ito-type SDE takes the promised form of Eq. (7). Note that the noise term is complex because the second derivative in Eq. (13) has a negative coefficient. The equivalence between FPE and SDE approaches is such that the average of a function $\hat{A}(\phi)$ weighted according to the solution $f(\phi, t)$ with initial condition $f(\phi, 0)=\delta\left(\phi-\phi_{0}\right)$ (namely the Green's function of the FPE) is equal to the average of the same function of a stochastic variable $\phi(t)$ evolved over a noise history $W_{t}$ with initial condition $\phi(0)=\phi_{0}$. Both averages will be denoted with angled brackets and subscript in the form $\langle\hat{A}(\phi)\rangle_{\phi_{0}}$ with time dependence understood.

It is possible to solve Eq. (14) exactly. The details are given in Appendix A, and the solution is

$$
\begin{equation*}
\phi(t)=\frac{\phi_{0} \exp \left(\kappa t+i(2 \kappa)^{\frac{1}{2}} W_{t}\right)}{1+\kappa \phi_{0} \int_{0}^{t} \exp \left(\kappa s+i(2 \kappa)^{\frac{1}{2}} W_{s}\right) d s} . \tag{15}
\end{equation*}
$$

We next show that an average of this stochastic variable can be related to $\bar{N}$, the particle population averaged over the stochasticity of the physical coagulation process.

## C. Integrals over initial pseudo-population

Using Eq. (8) we can write

$$
\begin{align*}
\overline{A(N)} & =\sum_{N=0}^{\infty} A(N) \oint_{C} f(\phi, t) \exp (-\phi) \frac{\phi^{N}}{N!} d \phi \\
& =\oint_{C} f(\phi, t) \hat{A}(\phi) d \phi=\langle\hat{A}(\phi)\rangle \tag{16}
\end{align*}
$$

noting that the final expression differs from the average $\langle\hat{A}(\phi)\rangle_{\phi_{0}}$ introduced in Section IIB, since the initial weighting $f(\phi, 0)$ takes the general form of Eq. (9) instead of $\delta\left(\phi-\phi_{0}\right)$, and where

$$
\begin{equation*}
\hat{A}(\phi)=\sum_{N} A(N) \exp (-\phi) \frac{\phi^{N}}{N!} . \tag{17}
\end{equation*}
$$

For example, if $A(N)=N$, then $\hat{A}(\phi)=\phi$, and for $A(N)=N^{2}$ we have $\hat{A}(\phi)=\phi^{2}+\phi$. A similar construction might be made using the 2-d integration scheme (12). As for the state probabilities $P(N, t)$, we note that $P\left(N^{\prime}, t\right)=\sum_{N} \delta_{N N^{\prime}} P(N, t)=\overline{\delta_{N N^{\prime}}}$. Taking $A(N)=$ $\delta_{N N^{\prime}}$ we find that the corresponding $\hat{A}(\phi)$ according to Eq. (17) is $\exp (-\phi) \phi^{N^{\prime}} / N^{\prime}$ ! and hence

$$
\begin{equation*}
P(N, t)=\left\langle\exp (-\phi) \phi^{N} / N!\right\rangle . \tag{18}
\end{equation*}
$$

As noted earlier, the Fokker-Planck equation (13), written as $\mathcal{L} f(\phi, t)=0$, has a Green's function satisfying $\mathcal{L} G\left(\phi, \phi_{0}, t\right)=0$ for $t>0$ with initial condition $G\left(\phi, \phi_{0}, 0\right)=\delta\left(\phi-\phi_{0}\right)$ and we can write

$$
\begin{equation*}
\langle\hat{A}(\phi)\rangle_{\phi_{0}}=\oint_{C} G\left(\phi, \phi_{0}, t\right) \hat{A}(\phi) d \phi, \tag{19}
\end{equation*}
$$

where the contour is obliged to pass through the point $\phi=\phi_{0}$ such that the initial condition $\langle\hat{A}(\phi)\rangle_{\phi_{0}}=\hat{A}\left(\phi_{0}\right)$ is satisfied at $t=0$. Furthermore, the evolution of $f(\phi, t)$, starting from an initial distribution $f(\phi, 0)$ that is nonzero only at points $\phi_{0}$ that define an origin-encircling contour $C$, can be constructed from the superposition

$$
\begin{equation*}
f(\phi, t)=\oint_{C} d \phi_{0} G\left(\phi, \phi_{0}, t\right) f\left(\phi_{0}, 0\right) \tag{20}
\end{equation*}
$$

so that from Eq. (16):

$$
\begin{equation*}
\overline{A(N)}=\oint_{C} \oint_{C} d \phi_{0} G\left(\phi, \phi_{0}, t\right) f\left(\phi_{0}, 0\right) \hat{A}(\phi) d \phi \tag{21}
\end{equation*}
$$

and we deduce using Eq. (19) that

$$
\begin{equation*}
\overline{A(N)}=\oint_{C} d \phi_{0} f\left(\phi_{0}, 0\right)\langle\hat{A}(\phi)\rangle_{\phi_{0}} \tag{22}
\end{equation*}
$$

which is intuitively understood as a superposition of the stochastic evolution of a function of the pseudopopulation $\phi(t)$ that evolves from points on a contour of initial values $\phi_{0}$, weighted by the function $f\left(\phi_{0}, 0\right)$, given in Eq. (9), and then averaged over the noise present in its SDE (14) or in its solution Eq. (15). This picture is illustrated in Figure 1.
We could equally well employ the representation $\overline{A(N)}=\int f(\phi, t) \hat{A}(\phi) d^{2} \phi$ together with the associated 2-d integral versions of Eqs. (19) and (20) to obtain an analogous result $\overline{A(N)}=\int d^{2} \phi_{0} f\left(\phi_{0}, 0\right)\langle\hat{A}(\phi)\rangle_{\phi_{0}}$ which is particularly convenient for a initial Poisson distribution of population, such that $\overline{A(N)}=\langle\hat{A}(\phi)\rangle_{\lambda}$, where $\lambda$ is the initial mean.


Figure 1. Sketch of stochastic realisations of the evolution of pseudo-population $\phi(t)$ in the complex plane according to Eq. (14), starting from a point $\phi_{0}$ on a contour that encircles the origin. An average over all end-points, three examples of which are shown as filled circles, corresponds to the quantity $\langle\phi\rangle_{\phi_{0}}$.

## D. Noise-averaged pseudo-population

We now establish the statistical properties of the stochastic variable $\phi(t)$. Our strategy will be to represent $\langle\phi\rangle_{\phi_{0}}$, the average of Eq. (15) over the noise for a given initial value $\phi_{0}$, as a (formal) series in positive powers of $\phi_{0}$, written

$$
\begin{equation*}
\langle\phi\rangle_{\phi_{0}}=\sum_{j=1}^{\infty} C_{j}(t) \phi_{0}^{j}=\phi_{0} \sum_{n=0}^{\infty}(-1)^{n}\left(\kappa \phi_{0}\right)^{n} M_{n}(t), \tag{23}
\end{equation*}
$$

with $C_{j}(t)=(-\kappa)^{j-1} M_{j-1}(t)$ and where

$$
\begin{equation*}
M_{j}(t)=\left\langle e^{\kappa t+i(2 \kappa)^{1 / 2} W_{t}}\left(\int_{0}^{t} e^{\kappa s+i(2 \kappa)^{1 / 2} W_{s}} d s\right)^{j}\right\rangle . \tag{24}
\end{equation*}
$$

In Appendix B these coefficients are evaluated. We find that $m_{n}(\kappa t)=\left[(2 \kappa)^{n} / n!\right] M_{n}(t)$ satisfy the recursion relation

$$
\begin{equation*}
m_{n}=\sum_{l=1}^{n} \frac{2^{l}(2 n-l)!(-1)^{l+1}}{(2 n)!l!} m_{n-l} \tag{25}
\end{equation*}
$$

with

$$
\begin{equation*}
m_{0}(n)=1-\exp [-n(n+1) \kappa t] \tag{26}
\end{equation*}
$$

and thus all the $m_{n}$ may be generated, for example $m_{1}=1-\exp (-2 \kappa t)$ and $m_{2}=\frac{1}{6}\left(2-3 e^{-2 \kappa t}+e^{-6 \kappa t}\right)$, and hence all the $C_{j}$ in Eq. (23). In Appendix C we explore how these coefficients, and the formal power series, allow us to determine the mean and variance of the particle population as a function of time and initial condition, recovering known results.

## E. Averaged pseudo-population as $t \rightarrow \infty$

It will prove to be useful for comparisons with numerical work to determine the value of $\langle\phi\rangle_{\phi_{0}}$ as $t \rightarrow \infty$. Using Ito's lemma we have

$$
\begin{equation*}
d \phi^{n}=n \phi^{n-1} d \phi+\frac{1}{2}\left(-2 \kappa \phi^{2}\right) n(n-1) \phi^{n-2} d t \tag{27}
\end{equation*}
$$

and we insert Eq. (14) and average such that

$$
\begin{equation*}
d\left\langle\phi^{n}\right\rangle=-\kappa n\left\langle\phi^{n+1}\right\rangle d t-\kappa n(n-1)\left\langle\phi^{n}\right\rangle d t . \tag{28}
\end{equation*}
$$

Assuming that as $t \rightarrow \infty$ all the $\left\langle\phi^{n}\right\rangle$ become time independent, we deduce that $\left\langle\phi^{n+1}\right\rangle=-(n-1)\left\langle\phi^{n}\right\rangle$ in this limit, in which case all moments for $n \geq 2$ tend to zero, for all initial conditions.

Next, we note that

$$
\begin{equation*}
d\left(e^{-\phi}\right)=-e^{-\phi} d \phi-\kappa \phi^{2} e^{-\phi} d t=-i(2 \kappa) \phi e^{-\phi} d W_{t} \tag{29}
\end{equation*}
$$

using Eq. (14), such that $d\langle\exp (-\phi)\rangle=0$, and imposing the initial condition we obtain $\langle\exp (-\phi)\rangle_{\phi_{0}}=\exp \left(-\phi_{0}\right)$ for all $t$. Since

$$
\begin{equation*}
\left\langle e^{-\phi}\right\rangle_{\phi_{0}}=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!}\left\langle\phi^{n}\right\rangle_{\phi_{0}} \tag{30}
\end{equation*}
$$

we find that $\left\langle e^{-\phi}\right\rangle_{\phi_{0}} \rightarrow 1-\langle\phi\rangle_{\phi_{0}}$ as $t \rightarrow \infty$, due to the vanishing of moments with $n \geq 2$, and we conclude that the stochastic dynamics of $\phi(t)$ give rise to the asymptotic behaviour

$$
\begin{equation*}
\langle\phi\rangle_{\phi_{0}} \rightarrow 1-\exp \left(-\phi_{0}\right) \tag{31}
\end{equation*}
$$

in the late time limit. We shall use this result to check the outcomes of numerical calculations in Section III. The result makes sense because the mean population arising from a Poisson distribution with mean $\lambda$ at $t=0$ is equal to $\langle\phi\rangle_{\phi_{0}=\lambda}$. Intuitively, all initial situations sampled from such a distribution lead to a final population of unity as $t \rightarrow \infty$ except for the case of an initial population of zero, the probability of which is $\exp (-\lambda)$. An initial situation that leads to a final population of unity is therefore selected with probability $1-\exp (-\lambda)$. The mean population as $t \rightarrow \infty$ is $\bar{N}=0 \times \exp (-\lambda)+1 \times(1-\exp (-\lambda))=1-\exp (-\lambda)$.

We can confirm this result by considering kinetics starting from a definite initial population $N_{0}$. From Eq. (B5) we write

$$
\begin{align*}
& \bar{N} \rightarrow \oint_{C} d \phi_{0} \frac{N_{0}!}{2 \pi i} \phi_{0}^{-N_{0}-1} \exp \left(\phi_{0}\right)\left(1-\exp \left(-\phi_{0}\right)\right) \\
& =\oint_{C} d \phi_{0} \frac{N_{0}!}{2 \pi i} \phi_{0}^{-N_{0}-1} \sum_{n=1}^{\infty} \frac{1}{n!} \phi_{0}^{n}  \tag{32}\\
& =\sum_{n=1}^{\infty} \delta_{N_{0} n}=1-\delta_{N_{0} 0}
\end{align*}
$$

demonstrating that the asymptotic mean population is unity, unless $N_{0}=0$ in which case it is zero.

## F. Source enhanced coagulation

We can also determine the asymptotic behaviour of a system of coagulating species in which there is an injection rate $j$, to be used as a check in later numerical calculations. The underlying master equation is

$$
\begin{align*}
& \frac{d P(N, t)}{d t}=j P(N-1, t)-j P(N, t)+  \tag{33}\\
& \kappa(N+1) N P(N+1, t)-\kappa N(N-1) P(N, t)
\end{align*}
$$

with the first term deleted for the case $N=0$. The evolution of the corresponding pseudo-population is given by

$$
\begin{equation*}
d \phi=j d t-\kappa \phi^{2} d t+i(2 \kappa)^{1 / 2} \phi d W_{t} . \tag{34}
\end{equation*}
$$

This time we find that

$$
\begin{align*}
& d\left(e^{-\phi}\right)=-e^{-\phi} d \phi-\kappa \phi^{2} e^{-\phi} d t \\
& =-j e^{-\phi} d t-i(2 \kappa)^{1 / 2} \phi e^{-\phi} d W_{t} \tag{35}
\end{align*}
$$

so that $d\left\langle e^{-\phi}\right\rangle=-j\left\langle e^{-\phi}\right\rangle d t$ and $\left\langle e^{-\phi}\right\rangle \propto e^{-j t}$, with the proportionality factor depending on the initial condition. We also have

$$
\begin{equation*}
d\left\langle\phi^{n}\right\rangle=n\left\langle\phi^{n-1}\left(j-\kappa \phi^{2}\right)\right\rangle d t-\kappa n(n-1)\left\langle\phi^{n}\right\rangle d t \tag{36}
\end{equation*}
$$

which in a stationary state implies, for $n \geq 1$, that

$$
\begin{equation*}
\left\langle\phi^{n+1}\right\rangle_{\mathrm{st}}=\frac{j}{\kappa}\left\langle\phi^{n-1}\right\rangle_{\mathrm{st}}-(n-1)\left\langle\phi^{n}\right\rangle_{\mathrm{st}} . \tag{37}
\end{equation*}
$$

This is reminiscent of a recurrence relation ${ }^{38}$ for modified Bessel functions, $I_{n-1}(x)-I_{n+1}(x)=(2 n / x) I_{n}(x)$, which suggests that $\left\langle\phi^{n}\right\rangle_{\text {st }} \propto(j / \kappa)^{n / 2} I_{n-1}\left(2(j / \kappa)^{1 / 2}\right)$ for $n \geq 0$. Since $\left\langle\phi^{2}\right\rangle_{\text {st }}=j / \kappa$, the proportionality factor is $\left[I_{1}\left(2(j / \kappa)^{1 / 2}\right)\right]^{-1}$. Notice that we do not label these stationary averages according to $\phi_{0}$ since memory of the initial condition is lost for this case. In the stationary state of a source enhanced coagulating system we therefore expect the mean population to be

$$
\begin{equation*}
\bar{N}_{\mathrm{st}}=\langle\phi\rangle_{\mathrm{st}}=\left(\frac{j}{\kappa}\right)^{1 / 2} \frac{I_{0}\left(2(j / \kappa)^{1 / 2}\right)}{I_{1}\left(2(j / \kappa)^{1 / 2}\right)} \tag{38}
\end{equation*}
$$

which is similar to analysis performed elsewhere ${ }^{25,33,35}$. The limit of this result as $j \rightarrow 0$ does not correspond to Eq. (31) since dependence on the initial condition reappears when $j=0$.

## G. Remarks

We conclude our analytical consideration by noting that the coagulation problem can be studied in a variety of ways, and that introducing complex, stochastically evolving pseudo-populations, averaged over the noise and
over a complex contour of initial values (or over the entire plane), might seem very elaborate compared with the direct analytic solution to the master equations, for example. Our purpose, however, is to establish explicitly that the approach works for a simple case. Our attention now turns to the numerical solution of the stochastic dynamics and averaging procedure to determine whether this can be performed efficiently for the model. Establishing this would suggest that a wider set of stochastic problems based on master equations might be amenable to solution using these techniques.

## III. NUMERICAL APPROACH

## A. Stochastic numerics

An analytical solution to the SDEs corresponding to more complicated coagulation schemes, for example those modelled in the mean field approximation using rate equations such as (6), is unlikely to be available. In these cases our approach is implemented through a numerical solution of the SDEs for the relevant pseudo-populations $\phi_{i}(t)$, followed by averaging over the noise and a suitable weighting of the results over the initial values $\phi_{i 0}$. We test the feasibility of this strategy for the simple $A+A \rightarrow A$ model.

We solve the SDE (14) numerically using a $\mathrm{C}++$ code. In Figure 2, we plot $\operatorname{Re}\langle\phi\rangle_{\phi_{0}}$ against $t$ for $\phi_{0}=1,2$ and 3, averaging $\phi$ over $10^{3}$ trajectories driven by independent realisations of the Wiener process using $10^{5}$ timesteps of length $5 \times 10^{-5}$, and with $\kappa=1$. Also shown are analytical results based on the formal series developed in Section II D and Appendix B, truncated at the 12th power of $\phi_{0}$. This representation of the analytical solution appears to be accurate for the chosen values of $\phi_{0}$. Asymptotically, the series approximates well to values $1-\exp \left(-\phi_{0}\right)$, in agreement with the analysis in Section IIE. For small $t$ the outcomes resemble the mean field result Eq. (4), as we suggest they should in Appendix D.

However, the numerical results do not appear to be very satisfactory. Firstly, the averages are noisy, suggesting that $10^{3}$ realisations are too few in number to obtain statistical accuracy, though this can of course be increased. Secondly, they do not seem to possess the correct limits at large times: they all seem to tend towards unity. Thirdly, they often exhibit sharp peaks, which are sometimes large enough to cause the numerical simulation to fail, as is seen in the case for $\phi_{0}=3$, where a negative spike at $t \approx 2.85$ causes the computation to crash. These instabilities, even if not terminal, have a disproportionate effect on the statistics when the number of realisations is limited. Such instabilities have been encountered before in simulations ${ }^{25,26}$, and in the next section we examine their origin and consider how they can be avoided.


Figure 2. Numerical solutions to $\operatorname{SDE}$ (14), averaged over $10^{3}$ realisations of the noise with a timestep of $5 \times 10^{-5}$ and $\kappa=1$, and with initial values $\phi_{0}=1,2$ and 3 , compared with series representations of $\langle\phi\rangle_{\phi_{0}}$ (dashed lines) including terms up to 12 th order in $\phi_{0}$, as derived in Section II D.

## B. Elimination of instabilities

The origin of the large fluctuations in $\phi(t)$ can be understood by considering the deterministic contribution to its evolution in the complex plane according to Eq. (14). This is shown schematically by block arrows in Figure 3, representing the magnitude and orientation of the complex quantity $-\phi^{2}$. Were it not for stochastic noise, a trajectory that started with a positive value of Re $\phi$ would remain in the right hand side of the complex plane and indeed would drift asymptotically towards the origin. The picture is quite different for a negative initial value of $\operatorname{Re} \phi$ : there is a component of drift away from the origin, though in most cases the path ultimately moves around into the right hand side of the plane and from there to the origin. The exception is for trajectories starting on the negative real axis, which asymptotically move towards $-\infty$. This pattern of drift has the potential for instability.

Of course the evolution of $\phi$ is also driven by noise, and an example trajectory is shown in Figure 3. For much of the time $\phi$ evolves in a rather well-behaved fashion over the complex plane, forming a crescent shaped trace. The noise maintains the trajectory away from the deterministic attractor at the origin. However, noise is also the undoing of this stability: if the trajectory wanders onto the left hand side of the plane driven by the stochastic term in Eq. (14), then a tendency to drift towards $\phi=-\infty$ can set in. This is also shown in Figure 3: at some point a fluctuation causes $\phi(t)$ to move towards the left, away from the crescent pattern. In this example, quite a significant excursion towards negative real values occurs before noise deflects the trajectory sufficiently away from the real axis, allowing the underlying drift to take $\phi(t)$ in an anticlockwise fashion back towards the right hand side of the plane. Once there, the $\phi(t)$ set-


Figure 3. The block arrows indicate the magnitude and direction of drift of $\phi(t)$ across the complex plane brought about by the deterministic term $-\kappa \phi^{2} d t$ in the SDE (14). The effect of this pattern is seen in an example realisation of the evolution. An excursion towards negative $\operatorname{Re}(\phi)$ from the quasistable crescent shaped region near the origin, followed by a return path taken in an anticlockwise direction, is responsible for a spike in the average of $\phi$ shown in Figure 2.
tles again into the crescent pattern. The intervals spent within the crescent correspond to those periods in Figure 2 where fluctuations are small, whilst excursions into the left hand plane seem to be responsible for the spikes ${ }^{28}$.

These instabilities are not desirable and action should be taken to eliminate them. They are less common if the timestep in the numerical simulation is reduced, since this lowers the likelihood of a noise-driven jump into the left hand side of the complex plane, but this increases the computational expense of the approach. We therefore need a mathematical scheme that can suppress the dangerous drift pattern in the stochastic dynamics while retaining the statistical properties of solutions to the SDE.
Drummond ${ }^{26}$ proposed a scheme for the elimination of such instabilities, taking the form of a modification to the fundamental Poisson representation through the introduction of a weighting parameter $\Omega(t)$, chosen to evolve according to

$$
\begin{equation*}
d \Omega=\Omega g d W_{t} \tag{39}
\end{equation*}
$$

with initial condition $\Omega(0)=1$, and where $g$ is an arbitrary function. A new variable $\phi^{\prime}$ is introduced, subject to the same initial condition imposed on $\phi$, but evolving according to

$$
\begin{equation*}
d \phi^{\prime}=-\kappa \phi^{2} d t+i(2 \kappa)^{1 / 2} \phi^{\prime}\left(d W_{t}-g d t\right), \tag{40}
\end{equation*}
$$

and Drummond showed that the $\Omega$-weighted average of $\phi^{\prime}$ over the noise is the same as the corresponding average of $\phi$ :

$$
\begin{equation*}
\langle\phi\rangle=\left\langle\Omega \phi^{\prime}\right\rangle . \tag{41}
\end{equation*}
$$

However, since $\phi^{\prime}$ and $\phi$ evolve according to different SDEs, they need not suffer from the same instabilities.

Drummond termed this the 'gauging away' of the instabilities of the original SDE, the terminology suggested by recognising that Eq. (41) possesses an invariance with respect to different choices of $g$. The evolution of $\phi^{\prime}$ and $\Omega$ is affected by the form of $g$, but not $\langle\phi\rangle$. In other areas of theoretical physics, especially in electromagnetism and quantum field theories, a gauge transformation is precisely a recasting of a theoretical problem that has no effect on the eventual physical predictions, and hence the terminology is appropriate. The transformation can be useful mathematically but is arbitrary as far as the physics is concerned.

The approach is in fact equivalent to a transformation of the probability measure in stochastic calculus, and can be perhaps be most easily understood as an application of the Cameron-Martin-Girsanov formula ${ }^{39-41}$ in stochastic calculus, as we describe in more detail in Appendix E.

We explore one of Drummond's gauge functions $g\left(\phi^{\prime}\right)$ that has the capacity to tame the instability in the coagulation problem. Consider the choice

$$
\begin{equation*}
g=i(\kappa / 2)^{1 / 2}\left(\phi^{\prime}-\left|\phi^{\prime}\right|\right), \tag{42}
\end{equation*}
$$

which leads to the SDEs

$$
\begin{equation*}
d \phi^{\prime}=-\kappa \phi^{\prime}\left|\phi^{\prime}\right| d t+i(2 \kappa)^{1 / 2} \phi^{\prime} d W_{t} \tag{43}
\end{equation*}
$$

and

$$
\begin{equation*}
d \Omega=i(\kappa / 2)^{1 / 2}\left(\phi^{\prime}-\left|\phi^{\prime}\right|\right) \Omega d W_{t} . \tag{44}
\end{equation*}
$$

The crucial difference between Eqs. (43) and (14) is that the drift term in the SDE for $\phi^{\prime}$ is always directed towards the origin. It lacks the ability to produce an excursion towards $\phi^{\prime}=-\infty$. Meanwhile, $\Omega(t)$ evolves diffusively in the complex plane, with no drift and hence $d\langle\Omega\rangle=0$. As long as $\phi^{\prime}$ is real, the increment $d \Omega$ vanishes, and because of this feature, Drummond called this choice of $g$ a minimal gauge function, and regarded it as a natural choice for cases where $\phi^{\prime}$ is expected to take real values for most of its history.
We have studied this reformulation of the coagulation problem and confirmed numerically that $\phi^{\prime}(t)$ does not suffer from instabilities of the kind experienced by $\phi(t)$, and that the $\Omega$-weighted average of $\phi^{\prime}$ appears to agree with various analytic results expected for $\langle\phi\rangle_{\phi_{0}}$, as shown in Figure 4. Nevertheless, we notice that the statistical uncertainty in the average of $\Omega(t)$ grows as time progresses, and this introduces a decline in accuracy, for a given number of realisations. We next address the reasons for this.

## C. Asymptotic behaviour of $\Omega$

The diffusive behaviour of the weight function $\Omega$ can be best demonstrated by considering the evolution of the


Figure 4. Evolution of $\operatorname{Re}\left\langle\phi^{\prime} \Omega\right\rangle_{\phi_{0}}$ according to Eqs. (43) and (44), with $\kappa=1$ and $\phi_{0}=1,2$ and 3 , for the same timestep and number of realisations as in Figure 2. The expected analytic behaviour is indicated, and in comparison with Figure 2 the noise in the numerical results is much reduced, which is a consequence of the gauging procedure. The evolution of the real and imaginary parts of $\langle\Omega\rangle$ for the case with $\phi_{0}=2$ is shown in the inset, to illustrate the deviation from the expected values of unity and zero, respectively, as $t$ increases: this is caused by sampling errors.
mean of $|\Omega|^{2}$. We have $d \Omega=g \Omega d W_{t}$ and hence $d \Omega^{*}=$ $g^{*} \Omega^{*} d W_{t}$ such that, using Ito's lemma

$$
\begin{align*}
& d|\Omega|^{2}=\Omega d \Omega^{*}+\Omega^{*} d \Omega+g \Omega g^{*} \Omega^{*} d t \\
& =\Omega g^{*} \Omega^{*} d W_{t}+\Omega^{*} g \Omega d W_{t}+|g|^{2}|\Omega|^{2} d t \tag{45}
\end{align*}
$$

and so

$$
\begin{equation*}
\left.\left.\left.d\langle | \Omega\right|^{2}\right\rangle=\left.\langle | g\right|^{2}|\Omega|^{2}\right\rangle d t \tag{46}
\end{equation*}
$$

which indicates that the mean square modulus of $\Omega$ increases monotonically, whatever choice of function $g$ is made. The mean of $\Omega$ is unity for all $t$, but its increasing mean square modulus suggests that the distribution of $\Omega$ broadens as $t$ increases. As a consequence, the accurate extraction of the statistical properties of the dynamics will require more realisations for larger $t$. This is the price to pay, it seems, for the taming of the instabilities in the original SDE.

## D. Optimised gauge

Nevertheless, the choice available to us in the gauging procedure, or equivalently the freedom to shift the
probability measure according to the Cameron-MartinGirsanov formula (see Appendix E), allows us to optimise the quality of the numerical estimates of $\langle\phi\rangle$. Consider a new gauge function containing the real variable $R$ :

$$
\begin{equation*}
g=i(\kappa / 2)^{1 / 2}\left(\phi^{\prime}-\left|\phi^{\prime}\right|-R\right), \tag{47}
\end{equation*}
$$

which differs from Eq. (42) by an imaginary constant. It leads to the SDEs

$$
\begin{equation*}
d \phi^{\prime}=-\kappa \phi^{\prime}\left(R+\left|\phi^{\prime}\right|\right) d t+i(2 \kappa)^{1 / 2} \phi^{\prime} d W_{t} \tag{48}
\end{equation*}
$$

and

$$
\begin{equation*}
d \Omega=i(\kappa / 2)^{1 / 2}\left(\phi^{\prime}-\left|\phi^{\prime}\right|-R\right) \Omega d W_{t}, \tag{49}
\end{equation*}
$$

with the property $\langle\phi\rangle=\left\langle\Omega \phi^{\prime}\right\rangle$. Intuitively, a positive $R$ has the effect of strengthening the drift towards the origin in the SDE for $\phi^{\prime}$. It is revealing to study the evolution of the square modulus of $\phi^{\prime}$ under this gauge. We write

$$
\begin{align*}
& d\left(\phi^{\prime} \phi^{\prime *}\right)=\phi^{\prime} d \phi^{*}+\phi^{\prime *} d \phi^{\prime}+i(2 \kappa)^{1 / 2} \phi^{\prime}\left[-i(2 \kappa)^{1 / 2} \phi^{\prime *}\right] d t \\
& =-\kappa\left|\phi^{\prime}\right|^{2}\left(R+\left|\phi^{\prime}\right|\right) d t-i(2 \kappa)^{1 / 2}\left|\phi^{\prime}\right|^{2} d W_{t} \\
& \quad-\kappa\left|\phi^{\prime}\right|^{2}\left(R+\left|\phi^{\prime}\right|\right) d t+i(2 \kappa)^{1 / 2}\left|\phi^{\prime}\right|^{2} d W_{t}+2 \kappa\left|\phi^{\prime}\right|^{2} d t, \tag{50}
\end{align*}
$$

SO

$$
\begin{equation*}
d\left|\phi^{\prime}\right|^{2}=2 \kappa(1-R)\left|\phi^{\prime}\right|^{2}-2 \kappa\left|\phi^{\prime}\right|^{3}, \tag{51}
\end{equation*}
$$

and thus $\left|\phi^{\prime}\right|$ evolves deterministically towards an asymptotic value of $(1-R)$, if $R \leq 1$, or zero if $R>1$.

It is also revealing to consider the SDE for $\Omega \phi^{\prime}$ explicitly:

$$
\begin{align*}
& d\left(\Omega \phi^{\prime}\right)=\phi^{\prime} d \Omega+\Omega d \phi^{\prime} \\
& \quad+i(\kappa / 2)^{1 / 2}\left(\phi^{\prime}-\left|\phi^{\prime}\right|-R\right) \Omega i(2 \kappa)^{1 / 2} \phi^{\prime} d t \\
& =\phi^{\prime} i(\kappa / 2)^{1 / 2}\left(\phi^{\prime}-\left|\phi^{\prime}\right|-R\right) \Omega d W_{t} \\
& \quad+\Omega\left(-\kappa \phi^{\prime}\left(R+\left|\phi^{\prime}\right|\right) d t+i(2 \kappa)^{1 / 2} \phi^{\prime} d W_{t}\right) \\
& \quad-\kappa \phi^{\prime} \Omega\left(\phi^{\prime}-\left|\phi^{\prime}\right|-R\right) d t \\
& =-\kappa \Omega \phi^{\prime 2} d t+i(\kappa / 2)^{1 / 2} \phi^{\prime}\left(\phi^{\prime}-\left|\phi^{\prime}\right|-R+2\right) \Omega d W_{t} \tag{52}
\end{align*}
$$

such that as $t \rightarrow \infty$ the stochastic term on the right hand side tends towards either $i(\kappa / 2)^{1 / 2} \phi^{\prime}\left((1-R) \exp \left[i \arg \left(\phi^{\prime}\right)\right]+1\right) \Omega d W_{t}$ if $R \leq 1$, or $i(\kappa / 2)^{1 / 2} \phi^{\prime}(2-R) \Omega d W_{t}$ if $R>1$. Furthermore, the evolution of the average square modulus of $\Omega$ is described by

$$
\begin{equation*}
\left.\left.\left.d\langle | \Omega\right|^{2}\right\rangle=\frac{\kappa}{2}\langle | \phi^{\prime}-\left|\phi^{\prime}\right|-\left.R\right|^{2}|\Omega|^{2}\right\rangle d t \tag{53}
\end{equation*}
$$

which tends to $\left.\frac{1}{2} \kappa\langle |(1-R) \exp \left[i \arg \left(\phi^{\prime}\right)\right]-\left.1\right|^{2}|\Omega|^{2}\right\rangle d t$ if $R \leq 1$, or $\left.\left.\frac{1}{2} \kappa R^{2}\langle | \Omega\right|^{2}\right\rangle d t$ if $R>1$.

This analysis indicates that there are advantages in making specific choices of $R$. If we choose $R=2$, Eq.


Figure 5. Evolution of $\operatorname{Re}\left\langle\Omega \phi^{\prime}\right\rangle_{\phi_{0}}$ gauged according to the improved procedure described by Eqs. (48) and (49) with $R=1$, for initial conditions $\phi_{0}=1,2$ and 3 . This should be compared with the results from Eqs. (43) and (44) in Figure 4 , obtained with the same timestep and number of realisations but using $R=0$. The evolution is less affected by statistical noise and corresponds very closely to the expected analytic behaviour. The evolution of $\Omega$ is more noisy, however, as indicated in the inset.
(52) shows that we can eliminate the noise term controlling the asymptotic time evolution of $\Omega \phi^{\prime}$. On the other hand, it is the diffusive behaviour of $\Omega$ that characterises the asymptotic statistics of other quantities. The strength of the diffusion depends on the quantity $(1-R)^{2}-2(1-R) \cos \arg \left(\phi^{\prime}\right)+1$ for $R \leq 1$, and $R^{2}$ for $R>1$. It is clear that the asymptotic rate of diffusive spread of $\Omega$ increases as $R$ becomes large, which is disadvantageous.

As a consequence, we have explored gauges specified by values of $R$ between zero and two. As $R$ increases, the diffusive behaviour of $\Omega$ becomes more marked while the noise in the evolution of $\Omega \phi^{\prime}$ reduces. We find that the choice $R=1$ strikes a balance by suppressing noise in the evolution of $\operatorname{Re}\langle\phi\rangle_{\phi_{0}}=\operatorname{Re}\left\langle\Omega \phi^{\prime}\right\rangle_{\phi_{0}}$, at the price of more significant statistical deviations of $\operatorname{Re}\langle\Omega\rangle$ from the expected value of unity than in the case $R=0$. This is illustrated in Figure 5 which is to be compared with Figure 4. The shift in gauge seems to have transferred the statistical noise from $\left\langle\Omega \phi^{\prime}\right\rangle$ into $\langle\Omega\rangle$. We suggest that $R=1$ specifies an optimised gauge for this stochastic problem.

## E. Further calculations

Using the gauge function (47) with $R=1$ we can study further aspects of the pseudo-population dynamics that were investigated analytically in Section II. For particle coagulation starting from a Poisson distribution with mean $\lambda$ the averages are simply given by quantities $\overline{A(N)}=\langle\hat{A}(\phi)\rangle_{\lambda}$. In Figure 6 we plot the evolution of


Figure 6. Probabilities of the occurrence of five, two and one particle as coagulation progresses for $\kappa=1$, starting from a Poisson distribution with mean $\lambda=5$ at $t=0$, comparing numerical evaluations of Eq. (18), gauged through Eq. (47) with $R=1$ (solid lines) with solutions to the master equations (1) (dashed lines).
a selection of state probabilities $P(N, t)$ for $\lambda=5$, derived from Eq. (18), together with the solutions to Eq. (1) for a similar case with the initial Poisson distribution truncated at $N=12$ for convenience. The timestep and number of realisations are the same as in earlier cases. The correspondence is very good, and the noise does not significantly distort the results over the time scale for the completion of the coagulation.

Finally, we examine source enhanced coagulation modelled by Eq. (34), with the use of the optimised gauge. The quantities $\langle\phi\rangle=\left\langle\Omega \phi^{\prime}\right\rangle$ and $\left\langle\phi^{2}\right\rangle=\left\langle\Omega \phi^{\prime 2}\right\rangle$ are plotted for $j=\kappa=1$ in Figure 7 to show they compare well with the analytical results for late times obtained in Section IIF. The initial condition is a Poisson distribution with $\lambda=2$. However, to indicate that not all quantities are statistically well represented, we also show the average of $\exp (-\phi)$, which ought to equal $\exp (-2-j t)$ for this case. Clearly more realisations would be needed to reproduce this behaviour accurately with this choice of gauge.

## IV. DISCUSSION

We have outlined in this paper how to solve a simple coagulation problem using some rather elaborate analytical and numerical methods, retrieving results that were previously either known, or computable from the master equations. The effort has not been misdirected, however, since our aim has been to establish that the approach can be implemented successfully for a well characterised example problem. The greater part of our interest lies in more complicated cases of coagulation such as those with multiple species that agglomerate at a variety of rates. In such systems we expect to find behaviour that arises due to statistical fluctuations around low mean populations


Figure 7. Main image: evolution of $\langle\phi\rangle_{\phi_{0}}$ and $\left\langle\phi^{2}\right\rangle_{\phi_{0}}$ (solid lines) according to the source enhanced coagulation kinetics embodied in Eq. (34), with $j=\kappa=1$, initial condition $\phi_{0}=\lambda=2$, and $10^{3}$ realisations with time step $5 \times 10^{-5}$. At late times they correspond well to the stationary values $\langle\phi\rangle_{\mathrm{st}}=I_{0}(2) / I_{1}(2) \approx 1.43$ and $\left\langle\phi^{2}\right\rangle_{\mathrm{st}}=1$ (dashed lines) derived in Section IIF. Inset: a numerical calculation of the real part of $\langle\exp (-\phi)\rangle$ (solid line) is compared with the expected behaviour $\exp (-2-j t)$ (dashed line), to illustrate that not every variable has acceptable statistics for this number of realisations of the stochastic evolution.
that cannot be captured in the usual mean field formulation. We plan to address such cases in further work.

Specifically, we employ a Poisson representation ${ }^{24,25}$ of the probability $P(N, t)$ that there should be $N$ particles present at time $t$ in the simple case of $A+A \rightarrow A$ kinetics. The Poisson representation is a superposition of Poisson distributions with complex means. The description can be cast as a problem in the stochastic dynamics of a complex pseudo-population, the average of which over the noise and the initial condition is related to the average of the physical particle population. Analytical work gives a series expansion of this average in powers of the initial value of the pseudo-population, and this can be employed to recover known results ${ }^{20,28,29,31,33,35}$. The development of the series involves the evaluation of multiple integrals of functions of the Wiener process. We have also identified some exact results valid in the limit $t \rightarrow \infty$, and in Appendix D give an approximate result for small $\kappa t$ that resembles a mean field solution to the kinetics. We have discussed the evaluation of averages of general functions of the population, such as higher moments. We have also studied the stationary state of a coagulating system enhanced by a constant injection of new particles.

Analytical work can only be performed in certain circumstances, and more generally a numerical solution of the stochastic differential equations (SDEs) is necessary, followed by averaging over noise and initial condition. Unfortunately, numerical instabilities make this problematic, as has been noted previously ${ }^{25,26,28}$. However, we
follow Drummond ${ }^{26}$ in identifying an SDE for a pseudopopulation that is free of instabilities, to be used together with a weighting procedure that reproduces the statistics of the desired system. In Appendix E we have shown that this 'gauging' scheme is equivalent to an adaptive shift in the probability measure for the stochastic variable in the SDE, and that the weighting procedure is an application of the Cameron-Martin-Girsanov formula. This interpretation arguably makes the gauging procedure more intuitive.

We have identified a choice of gauge, and associated transformation of the problem, that provides statistical information in a rather optimised fashion. With this approach, the growth with time in the statistical uncertainty that is inherent with gauging can be adequately controlled, such that we need to generate relatively few realisations of the evolution, requiring rather little computational effort. A number of the analytically derived results have been reproduced using this numerical approach.

Of course Monte Carlo (MC) simulation of coagulation events taking place in an evolving population of particles would be an obvious alternative numerical method for studying this system. It is readily implemented, for example using the Gillespie algorithm ${ }^{30}$, and has the capacity to include population fluctuation effects. It is an approach that is probably easier to grasp than the methods we have outlined, and more computationally efficient for the problem under consideration here. Nevertheless, we believe that pseudo-population methods will prove to be more efficient than MC in coagulation problems involving multiple species.

This point can be made by counting the number of master equations that would effectively be solved by an MC procedure. If we wish to study the evolution of clusters of monomers that have size dependent agglomeration properties, then each size must be treated as a distinct species. If we consider clusters ranging in size from 1 to $N_{\text {max }}$ monomers, then master equations describing the evolution of probabilities $P\left(N_{1}, N_{2}, \cdots, N_{N_{\max }}, t\right)$ must be solved, where $N_{i}$ denotes the population of clusters of size $i$. If each population can vary between 0 and $n_{i}^{\max }$, then the number of elementary population distributions that must be considered is of order $\prod_{i=1}^{N_{\text {max }}}\left(n_{i}^{\max }+1\right)$. It is reasonable to say that this number can become rather large and will grow faster than $N_{\text {max }}$. The solution to such a large number of coupled ordinary differential equations, or the equivalent MC simulation, would be daunting.

On the other hand, the stochastic approach requires the solution to just $N_{\text {max }}$ SDEs for pseudo-populations $\phi_{i}(t)$; these are analogues of the mean populations of clusters of size $i$. The SDEs would bear some resemblance to the Smoluchowski coagulation equations for mean populations in the mean field, fluctuation-free limit, given in Eq. (6). Analytic solution to these equations might be unavailable, but numerical solution would not be difficult, especially if we have techniques such as gauging at
our disposal to avoid some of the pitfalls we have identified. The drawback is that averaging of the SDEs over a variety of noise histories and perhaps initial conditions is necessary. Nevertheless, the task is linear in $N_{\text {max }}$ and must eventually become more efficient than direct solution to the master equations as $N_{\max }$ increases.

It is only when the mean of a population becomes small that deviations from mean field behaviour emerge, and so a hybrid approach might be possible whereby mean field rate equations are used to model the early stages of coagulation, going over to pseudo-population rate equations when the mean population becomes small. This is possible since the mean field rate equations closely resemble the evolution equations of the pseudo-populations, which is an important conceptual and mathematical point of correspondence. Specifically, we could integrate the equations for the $\phi_{i}(t)$ with the neglect of the noise when the modulus of $\phi_{i}(t)$ is large, such that they remain real, and introduce noise, and average over it, only when the modulus becomes small.

In conclusion, we have made conceptual and numerical developments of a method for kinetic modelling that was introduced some time ago ${ }^{24}$ but that appears not to have been fully exploited. We believe that in spite of some complexity in the formulation, the approach possesses considerable intuitive value, and that it has the capability to treat systems with interesting statistical properties for which alternative methods are inappropriate or expensive. We intend to explore these possibilities in further studies.
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## Appendix A: Stochastic evolution of a complex pseudo-population

We solve Eq. (14) to justify the expression for $\phi(t)$ given in Eq. (15). Consider $G(\phi, x)=\phi^{-1} \exp (x)$ with stochastic variables evolving according to $d \phi=a d t+$ $b d W_{t}$ and $d x=p d t+q d W_{t}$. By Ito's lemma we have
$d G=\frac{\partial G}{\partial \phi} d \phi+\frac{\partial G}{\partial x} d x+\frac{1}{2} b^{2} \frac{\partial^{2} G}{\partial \phi^{2}} d t+b q \frac{\partial^{2} G}{\partial \phi \partial x} d t+\frac{1}{2} q^{2} \frac{\partial^{2} G}{\partial x^{2}} d t$,
so

$$
\begin{align*}
& d G=-\frac{1}{\phi} G d \phi+G d x+\frac{b^{2}}{\phi^{2}} G d t-\frac{b q}{\phi} G d t+\frac{q^{2}}{2} G d t(\mathrm{~A} 2)  \tag{A2}\\
& =\left(-\frac{a}{\phi}+p+\frac{b^{2}}{\phi^{2}}-\frac{b q}{\phi}+\frac{q^{2}}{2}\right) G d t+\left(-\frac{b}{\phi}+q\right) G d W_{t} .
\end{align*}
$$

In order to eliminate the noise term we choose $b=q \phi$, so that $d G=\left(-\phi^{-1} a+p+q^{2} / 2\right) G d t$. We set $q=i(2 \kappa)^{1 / 2}$
and $p=\kappa$, in which case the SDE for $x$ integrates to give $x(t)=\kappa t+i(2 \kappa)^{1 / 2} W_{t}$, having chosen initial condition $x(0)=0$. Furthermore, if $a=-\kappa \phi^{2}$ then

$$
\begin{equation*}
d \phi=-\kappa \phi^{2} d t+i(2 \kappa)^{1 / 2} \phi d W_{t}, \tag{A3}
\end{equation*}
$$

as desired, and $d G=\kappa \phi G d t=\kappa e^{x} d t=\kappa \exp [\kappa t+$ $\left.i(2 \kappa)^{1 / 2} W_{t}\right] d t$ which integrates to

$$
\begin{equation*}
G(t)=G(0)+\kappa \int_{0}^{t} \exp \left(\kappa s+i(2 \kappa)^{1 / 2} W_{s}\right) d s \tag{A4}
\end{equation*}
$$

Since $G(t)=\phi^{-1} \exp \left(\kappa t+i(2 \kappa)^{1 / 2} W_{t}\right)$ and $G(0)=\phi_{0}^{-1}$, we then recover Eq. (15).

## Appendix B: Formal power series form of noise averaged pseudo-population

We provide the details of the derivation of the formal power series representation of $\langle\phi(t)\rangle_{\phi_{0}}$ starting from Eq. (15). The first order term, proportional to $\phi_{0}$, is straightforward: we write

$$
\begin{equation*}
\langle\phi\rangle_{\phi_{0}} \approx \int d W_{t} \phi_{0} \exp \left(\kappa t+i(2 \kappa)^{\frac{1}{2}} W_{t}\right) \tag{B1}
\end{equation*}
$$

and use the stochastic integral identity $\int d W_{t} \exp \left(i c W_{t}\right)=\left\langle\exp \left(i c W_{t}\right)\right\rangle=\exp \left(-c^{2} t / 2\right)$ such that

$$
\begin{equation*}
\langle\phi\rangle_{\phi_{0}}=\phi_{0}+O\left(\phi_{0}^{2}\right), \tag{B2}
\end{equation*}
$$

but higher order terms in the formal series

$$
\langle\phi\rangle_{\phi_{0}}=\sum_{j=1}^{\infty} C_{j}(t) \phi_{0}^{j}=\phi_{0} \sum_{n=0}^{\infty}(-1)^{n}\left(\kappa \phi_{0}\right)^{n} M_{n}(t)(\mathrm{B} 3)
$$

with $C_{j}(t)=(-\kappa)^{j-1} M_{j-1}(t)$ and

$$
\begin{equation*}
M_{j}(t)=\left\langle e^{\kappa t+i(2 \kappa)^{1 / 2} W_{t}}\left(\int_{0}^{t} e^{\kappa s+i(2 \kappa)^{1 / 2} W_{s}} d s\right)^{j}\right\rangle . \tag{B4}
\end{equation*}
$$

require more work.
We focus our attention on the evolution of the mean particle population $\bar{N}$ for cases where $N_{0}$ particles are present at $t=0$. We use $P(N, 0)=\delta_{N N_{0}}$ with Eqs. (22) and (10) to obtain

$$
\begin{equation*}
\bar{N}=\langle\phi\rangle=\oint_{C} d \phi_{0} \frac{N_{0}!}{2 \pi i} \phi_{0}^{-N_{0}-1} \exp \left(\phi_{0}\right)\langle\phi\rangle_{\phi_{0}}, \tag{B5}
\end{equation*}
$$

and by inserting Eq. (B3) and expanding the integrand we find that

$$
\begin{equation*}
\bar{N}=\sum_{j=1}^{N_{0}} C_{j}(t) \frac{N_{0}!}{\left(N_{0}-j\right)!} . \tag{B6}
\end{equation*}
$$

Notice that the number of coefficients $C_{j}$ required to evaluate $\bar{N}$ is finite even though the series for $\langle\phi\rangle_{\phi_{0}}$ is infinite.

We have already established that $C_{1}(t)=1$ in Eq. (B2). In order to evaluate $C_{2}(t)$ we need to consider

$$
\begin{equation*}
I(t, s)=\left\langle\exp \left(i(2 \kappa)^{1 / 2}\left(W_{t}+W_{s}\right)\right)\right\rangle, \tag{B7}
\end{equation*}
$$

which in more explicit form reads

$$
\begin{align*}
& I(t, s)=\int_{-\infty}^{\infty} d W_{t} d W_{s} \exp \left(i(2 \kappa)^{1 / 2}\left(W_{t}+W_{s}\right)\right) \\
& \times \frac{1}{(2 \pi(t-s))^{1 / 2}} \exp \left(-\frac{\left(W_{t}-W_{s}\right)^{2}}{2(t-s)}\right)  \tag{B8}\\
& \times \frac{1}{(2 \pi s)^{1 / 2}} \exp \left(-\frac{W_{s}^{2}}{2 s}\right)
\end{align*}
$$

in which the weighting is a product of the gaussian probabilities for generating a value $W_{s}$ of the Wiener process at time $s$, and a value $W_{t}$ at the later time $t$ given the earlier value. Writing $W_{t}+W_{s}=W_{t}^{\prime}+2 W_{s}$ where $W_{t}^{\prime}=W_{t}-W_{s}$ this factorises as follows:

$$
\begin{align*}
I(t, s) & =\int d W_{t}^{\prime} \exp \left(i(2 \kappa)^{1 / 2} W_{t}^{\prime}\right) \\
& \times \frac{1}{(2 \pi(t-s))^{1 / 2}} \exp \left(-\frac{W_{t}^{\prime 2}}{2(t-s)}\right) \\
& \times \int d W_{s} \exp \left(2 i(2 \kappa)^{1 / 2} W_{s}\right) \frac{1}{(2 \pi s)^{1 / 2}} \exp \left(-\frac{W_{s}^{2}}{2 s}\right) \\
& =\left\langle\exp \left(i(2 \kappa)^{1 / 2} W_{t-s}\right)\right\rangle\left\langle\exp \left(2 i(2 \kappa)^{1 / 2} W_{s}\right)\right\rangle \\
& =e^{-\kappa(t-s)} e^{-4 \kappa s}=e^{-\kappa(t+3 s)}, \tag{B9}
\end{align*}
$$

using $\left\langle\exp \left(i c W_{t}\right)\right\rangle=\exp \left(-c^{2} t / 2\right)$, and hence $C_{2}(t)=$ $-\kappa M_{1}(t)$ with

$$
\begin{align*}
& M_{1}(t)=e^{\kappa t} \int_{0}^{t} d s e^{\kappa s}\left\langle\exp \left(i(2 \kappa)^{1 / 2}\left(W_{t}+W_{s}\right)\right)\right\rangle \\
& =e^{\kappa t} \int_{0}^{t} d s e^{\kappa s} I(t, s)=\int_{0}^{t} d s e^{-2 \kappa s}=\frac{1}{2 \kappa}\left(1-e^{-2 \kappa t}\right) \tag{B10}
\end{align*}
$$

Consider next $C_{3}(t)=\kappa^{2} M_{2}(t)$. We need to evaluate

$$
\begin{align*}
& M_{2}=\int_{0}^{t} d s_{1} \int_{0}^{t} d s_{2} e^{\kappa\left(t+s_{1}+s_{2}\right)} \\
& \times\left\langle\exp \left[i(2 \kappa)^{1 / 2}\left(W_{t}+W_{s_{1}}+W_{s_{2}}\right)\right]\right\rangle \\
& =2 \int_{0}^{t} d s_{1} \int_{0}^{s_{1}} d s_{2} e^{\kappa\left(t+s_{1}+s_{2}\right)} \\
& \times\left\langle\exp \left[i(2 \kappa)^{1 / 2}\left(W_{t}-W_{s_{1}}+2\left(W_{s_{1}}-W_{s_{2}}\right)+3 W_{s_{2}}\right)\right]\right\rangle \tag{B11}
\end{align*}
$$

where an ordering $t \geq s_{1} \geq s_{2} \geq 0$ has been imposed by the choice of integration limits, the change in which is accounted for by inserting the prefactor of two. Once
again this reduces to

$$
\begin{align*}
& M_{2}=2 \int_{0}^{t} d s_{1} \int_{0}^{s_{1}} d s_{2} \exp \left(\kappa\left(t+s_{1}+s_{2}\right)\right) \\
& \times \exp \left(-\kappa\left(t-s_{1}\right)\right) \exp \left(-4 \kappa\left(s_{1}-s_{2}\right)\right) \exp \left(-9 \kappa s_{2}\right) \\
& =2 \int_{0}^{t} d s_{1} \int_{0}^{s_{1}} d s_{2} \exp \left(-2 \kappa s_{1}\right) \exp \left(-4 \kappa s_{2}\right), \tag{B12}
\end{align*}
$$

which becomes

$$
\begin{align*}
M_{2} & =\frac{1}{2 \kappa} \int_{0}^{t} d s_{1} \exp \left(-2 \kappa s_{1}\right)\left(1-\exp \left(-4 \kappa s_{1}\right)\right) \\
& =\frac{1}{2 \kappa}\left[\frac{1}{2 \kappa}\left(1-e^{-2 \kappa t}\right)-\frac{1}{6 \kappa}\left(1-e^{-6 \kappa t}\right)\right] . \tag{B13}
\end{align*}
$$

Similarly, we can show that

$$
\begin{equation*}
M_{3}=6 \int_{0}^{t} d s_{1} \int_{0}^{s_{1}} d s_{2} \int_{0}^{s_{2}} d s_{3} e^{-2 \kappa s_{1}} e^{-4 \kappa s_{2}} e^{-6 \kappa s_{3}} \tag{B14}
\end{equation*}
$$

and the pattern that emerges is

$$
\begin{equation*}
M_{n}=n!\int_{0}^{t} d s_{1} \cdots \int_{0}^{s_{n-1}} d s_{n} e^{-2 \kappa s_{1}} \cdots e^{-2 n \kappa s_{n}} \tag{B15}
\end{equation*}
$$

We notice that the $M_{n}$ are related to one another by repeated integration of the nested integrals. We define

$$
\begin{align*}
& m_{n}(\kappa t)=\frac{(2 \kappa)^{n}}{n!} M_{n}(t) \\
& =\int_{0}^{2 \kappa t} d s_{1} \int_{0}^{s_{1}} d s_{2} \cdots \int_{0}^{s_{n-1}} d s_{n} e^{-s_{1}} e^{-2 s_{2}} \cdots e^{-n s_{n}}, \tag{B16}
\end{align*}
$$

such that $m_{1}=1-\exp (-2 \kappa t)$ and

$$
\begin{equation*}
m_{2}=\frac{1}{6}\left(2-3 e^{-2 \kappa t}+e^{-6 \kappa t}\right)=\frac{1}{2} m_{1}-\frac{1}{6}\left(1-e^{-6 \kappa t}\right) . \tag{B17}
\end{equation*}
$$

Similarly we can show that

$$
\begin{equation*}
m_{3}=\frac{1}{3} m_{2}-\frac{1}{3} \frac{1}{5} m_{1}+\frac{1}{3} \frac{1}{5} \frac{1}{6}\left(1-e^{-12 \kappa t}\right) . \tag{B18}
\end{equation*}
$$

On the basis of an analysis of further cases, we conjecture a pattern

$$
\begin{align*}
& m_{n}=\frac{1}{n} m_{n-1}-\frac{m_{n-2}}{n[n+(n-1)]} \\
& +\frac{m_{n-3}}{n[n+(n-1)][n+(n-1)+(n-2)]} \\
& \cdots+(-1)^{n} \frac{m_{1}}{n[n+(n-1)] \cdots[n+(n-1)+\cdots+2]} \\
& +(-1)^{n+1} \frac{1}{n[n+(n-1)] \cdots[n+(n-1)+\cdots+2]} \\
& \times \int_{0}^{2 \kappa t} d s_{1} \exp \left[-(n+[n-1]+\cdots+1) s_{1}\right] . \tag{B19}
\end{align*}
$$

This may be simplified since $n+(n-1)+\cdots+1=$ $\frac{1}{2} n(n+1)$ is a triangular number, and

$$
\begin{align*}
& n+(n-1)+\cdots+(n-j+1) \\
& =n+(n-1)+\cdots+1 \\
& -[(n-j)+(n-j-1)+\cdots+1] \\
& =\frac{1}{2} n(n+1)-\frac{1}{2}(n-j)(n-j+1)=\frac{j}{2}(2 n+1-j), \tag{B20}
\end{align*}
$$

is a difference of triangular numbers, such that

$$
\begin{align*}
m_{n}= & \frac{1}{n} m_{n-1}-\frac{1}{n[n+(n-1)]} m_{n-2}+\cdots \\
& +(-1)^{l+1}\left(\prod_{j=1}^{l} \frac{j}{2}(2 n+1-j)\right)^{-1} m_{n-l}+\cdots \\
& +(-1)^{n+1}\left(\prod_{j=1}^{n} \frac{j}{2}(2 n+1-j)\right)^{-1} m_{0}(n),(\mathrm{B} 2 \tag{B21}
\end{align*}
$$

where we define

$$
\begin{equation*}
m_{0}(n)=1-\exp [-n(n+1) \kappa t] . \tag{B22}
\end{equation*}
$$

Since

$$
\begin{align*}
& \prod_{j=1}^{l} \frac{j}{2}(2 n+1-j) \\
& =\frac{1}{2^{l}}(1.2 . \cdots l)[2 n \cdots(2 n+1-l)]=\frac{l!(2 n)!}{2^{l}(2 n-l)!}, \tag{B23}
\end{align*}
$$

we finally obtain

$$
\begin{equation*}
m_{n}=\sum_{l=1}^{n} \frac{2^{l}(2 n-l)!(-1)^{l+1}}{(2 n)!l!} m_{n-l} \tag{B24}
\end{equation*}
$$

in agreement with Eqs. (B17) and (B18), and where the $n$-dependence of $m_{0}$ appearing in the final term is understood. Evaluation of the $m_{n}$ by integration of Eq. (B16) using Mathematica ${ }^{42}$ for $n$ up to twenty confirms this relation and the conjectured pattern that relates them.

## Appendix C: Mean and variance of population in example cases

We found in Appendix B that $C_{1}(t)=1$ and

$$
\begin{aligned}
& C_{2}(t)=-\frac{1}{2} m_{1}=-\frac{1}{2}\left(1-e^{-2 \kappa t}\right) \\
& C_{3}(t)=\frac{1}{2} m_{2}=\frac{1}{12}\left(2-3 e^{-2 \kappa t}+e^{-6 \kappa t}\right) \\
& C_{4}(t)=\frac{3}{4} m_{3}=-\frac{1}{24}+\frac{3}{40} e^{-2 \kappa t}-\frac{1}{24} e^{-6 \kappa t}+\frac{1}{120} e^{-12 \kappa t},
\end{aligned}
$$

and we use these and Eq. (B6) to obtain the exact time dependence of the mean population for values of initial
population $N_{0}$ from 1 to 4 . For $N_{0}=1$, we obtain

$$
\begin{equation*}
\bar{N}=C_{1}(t) \frac{N_{0}!}{\left(N_{0}-1\right)!}=1, \tag{C2}
\end{equation*}
$$

as expected. For $N_{0}=2$ we find that

$$
\begin{align*}
\bar{N} & =\sum_{j=1}^{2} C_{j}(t) \frac{N_{0}!}{\left(N_{0}-j\right)!}=2 C_{1}(t)+2 C_{2}(t) \\
& =2-\left(1-e^{-2 \kappa t}\right)=1+e^{-2 \kappa t}, \tag{C3}
\end{align*}
$$

and this can be checked by solving the underlying master equations. For $N_{0}=3$ we get

$$
\begin{align*}
\bar{N} & =\sum_{j=1}^{3} C_{j}(t) \frac{N_{0}!}{\left(N_{0}-j\right)!}=3 C_{1}(t)+6 C_{2}(t)+6 C_{3}(t) \\
& =1+\frac{3}{2} e^{-2 \kappa t}+\frac{1}{2} e^{-6 \kappa t}, \tag{C4}
\end{align*}
$$

which may also be checked by solving the master equations directly. Finally for $N_{0}=4$ we obtain

$$
\begin{align*}
\bar{N} & =\sum_{j=1}^{4} C_{j}(t) \frac{N_{0}!}{\left(N_{0}-j\right)!} \\
& =4 C_{1}(t)+12 C_{2}(t)+24 C_{3}(t)+24 C_{4}(t) \\
& =1+\frac{9}{5} e^{-2 \kappa t}+e^{-6 \kappa t}+\frac{1}{5} e^{-12 \kappa t} . \tag{C5}
\end{align*}
$$

All these solutions satisfy the initial condition $\bar{N}=N_{0}$ at $t=0$ and tend to unity as $t \rightarrow \infty$, as required.

These results may be compared with those of Barzykin and Tachiya ${ }^{31}$ who obtained an exact solution to the master equations for this problem using a generating function approach. They found that

$$
\begin{equation*}
\bar{N}=\sum_{j=1}^{N_{0}}(2 j-1) \frac{\left(N_{0}-1\right)!}{\left(N_{0}+j-1\right)!} \frac{N_{0}!}{\left(N_{0}-j\right)!} e^{-j(j-1) \kappa t)} \tag{C6}
\end{equation*}
$$

and our calculations are consistent with this expression.
We can also determine the variance in population as a function of time and initial condition $N_{0}$. We need the second moment $\overline{N^{2}}$, which is equivalent to the quantity $\left\langle\phi^{2}+\phi\right\rangle$. We could expand $\phi^{2}$ as a formal power series, just as we did for $\phi$ in Appendix B, but instead we exploit the relationship $d\langle\phi\rangle / d t=-\kappa\left\langle\phi^{2}\right\rangle$ that arises from Eq. (14). We hence obtain from Eq. (B6):

$$
\begin{equation*}
\overline{N^{2}}=\sum_{j=1}^{N_{0}}\left(-\frac{1}{\kappa} \frac{d C_{j}(t)}{d t}+C_{j}(t)\right) \frac{N_{0}!}{\left(N_{0}-j\right)!}, \tag{C7}
\end{equation*}
$$

and using Eqs. (C1) we can construct the time derivatives, namely $d C_{1}(t) / d t=0$ together with

$$
\begin{align*}
& \frac{1}{\kappa} \frac{d C_{2}(t)}{d t}=-e^{-2 \kappa t} \\
& \frac{1}{\kappa} \frac{d C_{3}(t)}{d t}=\frac{1}{2}\left(e^{-2 \kappa t}-e^{-6 \kappa t}\right)  \tag{C8}\\
& \frac{1}{\kappa} \frac{d C_{4}(t)}{d t}=-\frac{3}{20} e^{-2 \kappa t}+\frac{1}{4} e^{-6 \kappa t}-\frac{1}{10} e^{-12 \kappa t},
\end{align*}
$$



Figure 8. Mean (solid line) and standard deviation (short dashed line) of the population as a function of time, in a coagulating system with initial population $N_{0}=12$ and with $\kappa=1$. The long dashed curve is the mean population according to Eq. (5).
which puts us in a position to calculate the variance $\sigma^{2}=$ $\overline{N^{2}}-\bar{N}^{2}$.

Considering first the trivial case $N_{0}=1$, we deduce $\overline{N^{2}}=1$ and $\sigma^{2}=0$ as we would expect. For $N_{0}=$ $2, \overline{N^{2}}=2+2\left[\exp (-2 \kappa t)-\frac{1}{2}(1-\exp (-2 \kappa t))\right]=1+$ $3 \exp (-2 \kappa t)$. This has the correct limits of $\overline{N^{2}}=4$ and 1 for $t=0$ and $t \rightarrow \infty$, respectively. The variance is $\sigma^{2}=1+3 \exp (-2 \kappa t)-(1+\exp (-2 \kappa t))^{2}=\exp (-2 \kappa t)-$ $\exp (-4 \kappa t)$. This has the correct limits of zero at both $t=0$ and $t \rightarrow \infty$ and reaches a maximum value of $1 / 4$ when $-2 \kappa+4 \kappa \exp (-2 \kappa t)=0$ or $t=(2 \kappa)^{-1} \ln 2$.
We have employed Mathematica ${ }^{42}$ to calculate higher order coefficients $m_{n}$ and hence the $C_{n}(t)$ in Eq. (B6). We illustrate the outcome by computing the timedependent mean and standard deviation for the case with $N_{0}=12$, shown in Figure 8. The exact form of $\bar{N}$ obtained from the analysis is

$$
\begin{align*}
& \bar{N}=\frac{1}{58786}\left(e^{-132 \kappa t}+21 e^{-110 \kappa t}+209 e^{-90 \kappa t}+1309 e^{-72 \kappa t}\right. \\
& +5775 e^{-56 \kappa t}+19019 e^{-42 \kappa t}+48279 e^{-30 \kappa t}+95931 e^{-20 \kappa t} \\
& \left.+149226 e^{-12 \kappa t}+177650 e^{-6 \kappa t}+149226 e^{-2 \kappa t}+58786\right), \tag{C9}
\end{align*}
$$

which is consistent with the Barzykin and Tachiya expression ${ }^{31}$. Eq. (5) happens to account reasonably well for the evolution of the mean population, as shown in Figure 8, but of course the mean field approximation upon which it is based cannot reproduce the standard deviation.

## Appendix D: Steepest descent evaluation of $\bar{N}$

If we employ the representation Eq. (22) the set of initial values of $\phi_{0}$ for the stochastic dynamics should
form a closed contour around the origin in the complex plane. We now demonstrate that for the purposes of computation there is an optimal contour, depending on the initial population in the problem $N_{0}$, and that

$$
\begin{equation*}
\bar{N}=\oint_{C} d \phi_{0} f_{N_{0}}\left(\phi_{0}\right)\langle\phi\rangle_{\phi_{0}}, \tag{D1}
\end{equation*}
$$

where $f_{N_{0}}\left(\phi_{0}\right)$ is given by Eq. (10), reduces to Eq. (4) for situations with a definite initial population, at least for small $\kappa t$.

Contour integrals of the form $\oint \exp [q(z)] d z$ may be evaluated by the method of steepest descents about saddle points in $q(z)$ defined by locations $z=z_{s}$ in the complex plane where $q^{\prime}=d q(z) / d z=0$. We represent the integrand near a saddle point as $\exp (q(z)) \approx$ $\exp \left(q\left(z_{s}\right)\right) \exp \left(q^{\prime \prime}\left(z_{s}\right)\left(z-z_{s}\right)^{2} / 2\right)$ and integrate along a contour through $z_{s}$ on which the imaginary part of $q^{\prime \prime}\left(z_{s}\right)\left(z-z_{s}\right)^{2}$ is zero and the real part is negative. If the contour is arranged such that it passes over saddle points along the line of steepest descent on the surface of the modulus of the integrand, and elsewhere follows valleys where the modulus of the integrand is small, then the contour integral may be approximated by a set of gaussian integrations about each saddle point position.

We write

$$
\begin{equation*}
\bar{N}=\oint_{C} d \phi_{0} \frac{N_{0}!}{2 \pi i} \exp \left(\phi_{0}-\left(N_{0}+1\right) \ln \phi_{0}+\ln \langle\phi\rangle_{\phi_{0}}\right), \tag{D2}
\end{equation*}
$$

and consider $\kappa t \ll 1$. In this limit $M_{n} \approx t^{n}$, according to Eq. (B15), and hence $C_{j}(t) \approx(-\kappa t)^{j-1}$ such that $\langle\phi\rangle_{\phi_{0}} \approx \phi_{0}+O(\kappa t)$. We shall write $\langle\phi\rangle_{\phi_{0}}=\phi_{0} F\left(\phi_{0}\right)$ with $F$ only weakly dependent on $\phi_{0}$, and seek saddle points in $q\left(\phi_{0}\right)=\phi_{0}-N_{0} \ln \phi_{0}$. Solving $q^{\prime}\left(\phi_{0}\right)=1-N_{0} / \phi_{0}=0$ identifies a single saddle point of the integrand at $\phi_{0}=$ $N_{0}$. The path of steepest descent passes through the saddle point perpendicular to the real axis. The modulus of the integrand, for $N_{0}=5$, is shown in Figure 9.

Clearly, it is sensible to place the contour $C$ along the path of steepest descent through the saddle point and then to complete the circuit around the origin through regions where the modulus of the integrand is small. The contour integral is approximated by the contribution along a line parallel to the imaginary axis through $\phi_{0}=N_{0}$. Writing $\phi_{0}=N_{0}+i y$ we have

$$
\begin{align*}
& \bar{N} \approx \exp \left(\ln F\left(N_{0}\right)\right) \\
& \times \int_{-\infty}^{\infty} i d y \frac{N_{0}!}{2 \pi i} \exp \left(q\left(N_{0}\right)+\frac{1}{2} q^{\prime \prime}\left(N_{0}\right)\left(\phi_{0}-N_{0}\right)^{2}\right) \\
& \approx \frac{N_{0}!}{2 \pi}\langle\phi\rangle_{N_{0}} N_{0}^{-1} \int_{-\infty}^{\infty} d y e^{N_{0}-N_{0} \ln N_{0}+(i y)^{2} /\left(2 N_{0}\right)} \\
& \approx\langle\phi\rangle_{N_{0}} N_{0}!\left(\frac{N_{0}}{2 \pi}\right)^{1 / 2} \frac{\exp \left(N_{0}\right)}{N_{0}^{N_{0}+1}} \approx\langle\phi\rangle_{N_{0}}, \tag{D3}
\end{align*}
$$

using $n!\approx n^{n} \exp (-n)(2 \pi n)^{1 / 2}$ which is quite accurate even for $N_{0}$ as low as unity. Finally, the expansion (23)


Figure 9. Modulus of $\phi_{0}^{-N_{0}} \exp \left(\phi_{0}\right)$ for $N_{0}=5$, indicating the saddle point at $\phi_{0}=5$ : the path of steepest descent through this point lies parallel to the imaginary axis.
with the $C_{j}(t)$ valid for $\kappa t \ll 1$ may be written

$$
\begin{equation*}
\langle\phi\rangle_{\phi_{0}} \approx \sum_{j=1}^{\infty}(-\kappa t)^{j-1} \phi_{0}^{j}=\frac{\phi_{0}}{1+\kappa \phi_{0} t}, \tag{D4}
\end{equation*}
$$

making Eq. (D3) and hence Eq. (D2) consistent with the mean field approximation $\bar{N} \approx N_{0} /\left(1+\kappa N_{0} t\right)$ for small $\kappa t$.

## Appendix E: Equivalence of Drummond gauging and the Cameron-Martin-Girsanov formula

The equivalence between the statistical properties of the gauged stochastic variable $\phi^{\prime}$, when suitably weighted, and those of the ungauged variable $\phi$, derived by Drummond ${ }^{26}$ and explored in Section IIIB, is a consequence of some fundamental rules in stochastic calculus that are expressed by the Cameron-Martin-Girsanov formula ${ }^{39-41,43}$. An SDE such as

$$
\begin{equation*}
d x=a d t+b d W_{t}, \tag{E1}
\end{equation*}
$$

is a statement of a connection between $d x$ and a stochastic variable $d W_{t}$ with certain statistical properties. When we evaluate expectation values such as $\langle d x\rangle$ we are implicitly defining a probability distribution or measure over the values taken by the variable $d W_{t}$. Normally the notation $d W_{t}$ represents an increment in a Wiener process and the implication is that the probability distribution of values of $d W_{t}$ is gaussian with zero mean and variance equal to $d t$.

But how might the expectation value of the increment $d W_{t}$ change if we were to evaluate it with respect to a different probability distribution? For example, what if
it were distributed according to a shifted gaussian proportional to $\exp \left(-\left(d W_{t}-m\right)^{2} /(2 d t)\right)$ where $m$ is the non-zero mean of $d W_{t}$ making it no longer an increment in a Wiener process? Let us take the mean of $d W_{t}$ under such a shifted gaussian distribution to be proportional to the time elapsed, such that we write $m=\mu d t$ and $\left\langle d W_{t}\right\rangle_{Q}=\mu d t$. The new probability distribution, denoted $Q$, is indicated through a suffix on the expectation value. We write $\left\langle d W_{t}\right\rangle_{P}=0$ in the old measure which we denote $P$, according to which $d W_{t}$ is indeed an increment in a Wiener process.

Note that $\left\langle d W_{t}-\mu d t\right\rangle_{Q}=0$ and $\left\langle\left(d W_{t}-\mu d t\right)^{2}\right\rangle_{Q}=d t$ since the variance of $d W_{t}$ under measure $Q$ is the same as that under $P$ : we have shifted the gaussian probability distribution for $d W_{t}$ but not changed its width. Hence, if we define $d \tilde{W}_{t}=d W_{t}-\mu d t$ then $\left\langle d \tilde{W}_{t}\right\rangle_{Q}=0$ and $\left\langle\left(d \tilde{W}_{t}\right)^{2}\right\rangle_{Q}=d t$ : we can therefore identify a Wiener process that operates under probability measure $Q$, and relate it to a Wiener process under measure $P$. The SDE for $x$ now reads

$$
\begin{equation*}
d x=(a+b \mu) d t+b d \tilde{W}_{t} \tag{E2}
\end{equation*}
$$

and we can choose to evaluate expectation values under measure $P$, for which $\left\langle d \tilde{W}_{t}\right\rangle_{P}=-\mu d t$, or measure $Q$, for which $\left\langle d \tilde{W}_{t}\right\rangle_{Q}=0$.

The expectation value $\langle d x\rangle_{Q}$ is the solution to a problem that differs from the one initially posed, since the drift term in the SDE has been changed from adt to $(a+b \mu) d t$. However, the point is that it is possible to establish a link between expectation values under the two different measures. The average of $d x$ under measure $P$ is equal to a weighted average of $d x$ under $Q$. Formally, we can write

$$
\begin{equation*}
\langle d x\rangle_{P}=\left\langle\frac{d P}{d Q} d x\right\rangle_{Q} \tag{E3}
\end{equation*}
$$

where $d P / d Q$ is the Radon-Nikodym derivative of probability measure $P$ with respect to $Q$. Furthermore, the Cameron-Martin-Girsanov formula states that we can write

$$
\begin{equation*}
\frac{d P}{d Q}=\exp \left(-\mu d \tilde{W}_{t}-\frac{1}{2} \mu^{2} d t\right) \tag{E4}
\end{equation*}
$$

which is just a ratio of the gaussian distributions $\exp \left[-\left(d \tilde{W}_{t}+\mu d t\right)^{2} /(2 d t)\right]$ and $\exp \left[-d \tilde{W}_{t}^{2} /(2 d t)\right]$. We now define a quantity $\Omega$ through the relation $\exp (d \ln \Omega)=d P / d Q$ such that

$$
\begin{equation*}
d \ln \Omega=-\mu^{2} d t / 2-\mu d \tilde{W}_{t} \tag{E5}
\end{equation*}
$$

and using Ito's lemma, it can be shown that $\Omega$ evolves according to

$$
\begin{align*}
& d \Omega=d \exp (\ln \Omega)=\exp (\ln \Omega) d \ln \Omega+\frac{1}{2} \exp (\ln \Omega) \mu^{2} d t \\
& =\Omega\left(-\mu^{2} d t / 2-\mu d \tilde{W}_{t}+\mu^{2} d t / 2\right)=-\mu \Omega d \tilde{W}_{t} . \tag{E6}
\end{align*}
$$

We see from Eqs. (E3-E6) that averages of the increment $d x$ over differently distributed random increments can be related to one another, and that the quantity $d \Omega$ describes the connection. In order for this to make sense mathematically, two conditions must be met. The first is that no process that has non-zero probability under $P$ should be impossible under $Q$, and vice versa. The second, known as Novikov's condition, requires that $\left\langle\exp \left(\frac{1}{2} \mu^{2} d t\right)\right\rangle<\infty$.

We now invert the point of view, and instead of considering an increment of a variable treated according to two different averaging procedures, we relate increments of two different variables under the same averaging. Explicitly, we consider variable $x$ evolving as $d x=a d t+b d W_{t}$ and another variable $x^{\prime}$ that evolves according to $d x^{\prime}=(a+b \mu) d t+b d W_{t}$, with $x(0)=x^{\prime}(0)$. The above results imply that we can write

$$
\begin{equation*}
\langle d x\rangle=\left\langle\exp \left(-\mu^{2} d t / 2-\mu d W_{t}\right) d x^{\prime}\right\rangle \tag{E7}
\end{equation*}
$$

which resembles a combination of Eqs. (E3) and (E4). We shall demonstrate its validity shortly. Note that there is an implied suffix $P$ on the brackets, since $d W_{t}$ is here a standard Wiener increment with zero mean. The factor inserted in front of $d x^{\prime}$ accounts for the difference in drift in the evolution of $x$ and $x^{\prime}$ and may also be written $\exp (d \ln \Omega)$ with $d \ln \Omega=-\mu^{2} d t / 2-\mu d W_{t}$ or equivalently $d \Omega=-\mu \Omega d W_{t}$. Clearly we can write $\exp \left(\int d \ln \Omega\right)=$ $\exp [\ln \Omega(t)-\ln \Omega(0)]=\Omega(t) / \Omega(0)$ and if we set $\Omega(0)=1$ then

$$
\begin{equation*}
\Omega(t)=\exp \left(-\frac{1}{2} \int_{0}^{t} \mu^{2}\left(t^{\prime}\right) d t^{\prime}-\int_{0}^{t} \mu\left(t^{\prime}\right) d W_{t^{\prime}}\right) \tag{E8}
\end{equation*}
$$

Note that $\langle\Omega\rangle=\Omega(0)+\int\langle d \Omega\rangle=1-\int\left\langle\mu \Omega d W_{t}\right\rangle=1$. And for a finite interval of time, Novikov's condition on $\mu$ reads $\left\langle\exp \left(\frac{1}{2} \int_{0}^{t} \mu^{2}\left(t^{\prime}\right) d t^{\prime}\right)\right\rangle<\infty$.

Now consider the following:

$$
\begin{align*}
& \left\langle\Omega(t)\left(x^{\prime}(t)-x^{\prime}(0)\right)\right\rangle \\
& =\left\langle\prod_{i} e^{-\frac{1}{2} \mu^{2}\left(t_{i}\right) d t-\mu\left(t_{i}\right) d W_{i}} \sum_{j} d x_{j}^{\prime}\right\rangle  \tag{E9}\\
& =\sum_{j}\left\langle e^{-\frac{1}{2} \mu^{2}\left(t_{j}\right) d t-\mu\left(t_{j}\right) d W_{j}} d x_{j}^{\prime}\right\rangle,
\end{align*}
$$

where we use a discrete representation of the time integration. In deriving this we have recognised that if $k \neq j$ then

$$
\begin{align*}
& \left\langle e^{-\frac{1}{2} \mu^{2}\left(t_{k}\right) d t-\mu\left(t_{k}\right) d W_{k}} \prod_{i \neq k} e^{-\frac{1}{2} \mu^{2}\left(t_{i}\right) d t-\mu\left(t_{i}\right) d W_{i}} d x_{j}^{\prime}\right\rangle \\
& =\left\langle e^{-\frac{1}{2} \mu^{2}\left(t_{k}\right) d t-\mu\left(t_{k}\right) d W_{k}}\right\rangle\left\langle\prod_{i \neq k} e^{-\frac{1}{2} \mu^{2}\left(t_{i}\right) d t-\mu\left(t_{i}\right) d W_{i}} d x_{j}^{\prime}\right\rangle \\
& =\left\langle\prod_{i \neq k} e^{-\frac{1}{2} \mu^{2}\left(t_{i}\right) d t-\mu\left(t_{i}\right) d W_{i}} d x_{j}^{\prime}\right\rangle, \tag{E10}
\end{align*}
$$

such that by repetition of this step, the right hand side reduces to $\left\langle\exp \left[-\frac{1}{2} \mu^{2}\left(t_{j}\right) d t-\mu\left(t_{j}\right) d W_{j}\right] d x_{j}^{\prime}\right\rangle$.

Using $\left\langle\exp \left(-\mu d W_{t}\right)\right\rangle=\exp \left(\mu^{2} d t / 2\right)$ we can write

$$
\begin{align*}
\left\langle\exp \left(-\mu d W_{t}\right) d W_{t}\right\rangle & =-d\left\langle\exp \left(-\mu d W_{t}\right)\right\rangle / d \mu \\
& =-\mu d t \exp \left(\mu^{2} d t / 2\right), \tag{E11}
\end{align*}
$$

and with the insertion of $d x^{\prime}=(a+b \mu) d t+b d W_{t}$, we conclude that

$$
\begin{align*}
& \left\langle e^{-\frac{1}{2} \mu^{2}\left(t_{j}\right) d t-\mu\left(t_{j}\right) d W_{j}} d x_{j}^{\prime}\right\rangle=  \tag{E12}\\
& \left(a\left(t_{j}\right)+b \mu\left(t_{j}\right)\right) d t-b \mu\left(t_{j}\right) d t=a\left(t_{j}\right) d t=\left\langle d x_{j}\right\rangle
\end{align*}
$$

such that
$\left\langle\Omega(t)\left(x^{\prime}(t)-x^{\prime}(0)\right)\right\rangle=\sum_{j}\left\langle d x_{j}\right\rangle=\langle x(t)-x(0)\rangle$,
and since

$$
\begin{equation*}
\left\langle\Omega(t) x^{\prime}(0)\right\rangle=\langle\Omega(t)\rangle\left\langle x^{\prime}(0)\right\rangle=\langle x(0)\rangle, \tag{E14}
\end{equation*}
$$

this means that

$$
\begin{equation*}
\langle x(t)\rangle=\left\langle\Omega(t) x^{\prime}(t)\right\rangle . \tag{E15}
\end{equation*}
$$

Thus we have shown that if we wish to evaluate the quantity $\langle x(t)\rangle$ generated by $\mathrm{SDE} d x=a d t+b d W_{t}$, we could instead solve the SDEs

$$
\begin{align*}
d x^{\prime} & =a d t+b\left(d W_{t}-g d t\right) \\
d \Omega & =g \Omega d W_{t}, \tag{E16}
\end{align*}
$$

with initial conditions $x^{\prime}(0)=x(0), \Omega(0)=1$, and with the function $g(t)=-\mu(t)$ taking arbitrary form subject to Novikov's condition, and then use the results to evaluate the equivalent quantity $\left\langle\Omega(t) x^{\prime}(t)\right\rangle$. Clearly, this is identical to Drummond's gauging scheme.
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