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Abstract 

Fuel cells represent a promising technology for alternative electricity gener-

ation in both automotive and stationary applications. However, at present, 

cost and durability of the materials employed in fuel cells are barriers to 

commercial ubiquity. One of the main sources of cost in fuel cells is the 

platinum or platinum based catalysts used in the electrodes, particularly at 

the cathode where the sluggish oxygen reduction reaction (ORR) kinetics 

require high loading of precious metals.  

An alternative to the more widely studied polymer electrolyte mem-

brane (PEM) acidic fuel cell is the alkaline anion exchange membrane 

(AAEM) fuel cell. Though the alkaline membranes are less developed than 

the acidic membranes used in PEM fuel cells, AAEMs are seen as a promis-

ing route to cost reduction due to the more facile ORR kinetics in alkaline 

media. This allows the employment of non-noble metals at the cathode, sig-

nificantly reducing the amount of precious metals required in the fuel cell. 

However, the hydrogen oxidation reaction (HOR) kinetics (an often ne-

glected area of study in acidic PEM fuel cells due to the negligible activa-

tion losses on the anode) in alkaline are an order of magnitude slower and 

thus, in order to unlock the potential of cheaper cathode catalysts, more 

active anode catalysts must be developed before AAEMs can be seen as a 

true alternative to the more established PEM technology.  

This thesis describes the synthesis, characterisation and electrochemical 

activity of a novel carbon-supported PdIr catalyst for the HOR in alkaline 

media. Initial synthesis methods showed the catalyst to have comparable 

activity with platinum through electrochemical testing, and on increasing 

the surface area with improved synthesis a two-fold increase in exchange 

current density was achieved The catalyst has been characterised with a 

variety of methods including SEM, HR-TEM, XRD, EXAFS and LEIS, and 

initial in-situ fuel cell polarisation curves are also presented. 
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1 Introduction 

1.1 Motivation 

In an increasingly power hungry world, fossil fuels remain the major source 

of energy generation, with 83% of global energy consumption coming from 

coal, oil and natural gas in 2012 [1]. As well as the threat of global warming 

from the greenhouse gas emissions associated with fossil fuels, supplies are 

ever dwindling or becoming more costly, difficult and controversial to ex-

tract. There is a clear need for an increase in installed renewable energy 

generation to mitigate against the threat of climate change and volatile fos-

sil fuel markets. However, a large percentage of electricity generation from 

intermittent sources such as solar or wind can be problematic for electricity 

grids and can lead to unreliable supply. As such, it is difficult to move away 

from fossil fuel base loads without new energy storage solutions or signifi-

cant demand shaping. 

Furthermore, the sector with the fastest projected growth is transporta-

tion [2], where use of renewables requires a fundamental shift away from 

the combustion engine to the use of electric vehicles. New technologies will 

be required in order to facilitate the reduction in use of fossil fuels and in-

crease in renewable, clean energy generation. 

1.2 Fuel Cells 

Fuel cells represent a potentially integral technology in a greener electricity-

based energy economy. Converting chemical energy directly into electricity 

with no moving parts and no particulate or greenhouse gas emissions at 

point of operation, they can offer higher efficiencies than combustion and 

greater energy storage and reduced ‘charge’ times compared to batteries. 

While they retain few of the disadvantages of existing electricity generation 

technologies a major barrier to commercialisation and widespread use at 

present is cost [3]. The key working part of a fuel cell, the membrane elec-

trode assembly (MEA) comprises a catalyst, usually containing platinum, 

and an ionic polymer membrane, both of which contribute significantly to 

the overall cost of a fuel cell [4]. This thesis will concentrate on catalyst de-
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velopment as a way to reduce costs and help realise commercial ubiquity of 

fuel cells in various energy sectors. 

1.2.1 What is a Fuel Cell? 

The fundamental concept behind a fuel cell is the direct conversion of 

chemical energy to electrical energy. In this respect it is similar to a bat-

tery, but it differs in having a constant supply of fuel and oxidant as op-

posed to the closed system of a battery. The essence of a fuel cell is an an-

ode, where fuel is oxidised, and a cathode, where oxidant is reduced, sepa-

rated by an electrolyte. This basic idea of the fuel cell goes back as far as 

1839 when Swansea-born physicist Sir William Grove realised that reverse 

electrolysis of water was possible [3]. However, development from this con-

cept was slow and it was not until the 1960s and the Apollo Space Pro-

gramme that fuel cells became practicable, in the form of aqueous alkaline 

electrolyte fuel cells. Aqueous electrolyte-based fuel cells have many disad-

vantages for portability (see Section 2.1.3) causing recent focus to shift to-

wards solid electrolytes, in particular towards Polymer Electrolyte Mem-

brane (PEM) fuel cells. These employ an ionomer, which is a polymer con-

taining an ionic functional group in the monomer, as the electrolyte in order 

to allow ion transport through a non-aqueous medium. Recent improve-

ments in membrane technology, and in particular the performance of the 

industry standard Nafion membranes, have made PEM fuel cells a major 

focus of research [5]. 

1.2.2 Fuel Cell Principles 

The main elemental principle of a fuel cell is the direct electrochemical re-

dox reaction that produces the electrical current. In the hydrogen/oxygen 

fuel cell the redox reaction is composed of two electrochemical half equa-

tions; the hydrogen oxidation reaction (HOR) at the anode: 

 H2  ⇌ 2H+ +  2𝑒− Equation 1.1 

and the oxygen reduction reaction (ORR) at the cathode: 

 
1

2
O2 + 2H+ + 2𝑒− ⇌ H2O Equation 1.2 

These combine to give the overall redox reaction: 
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 H2 +
1

2
O2 ⇌ H2O Equation 1.3 

A schematic of the PEM fuel cell can be seen in Figure 1.1. Hydrogen is fed 

into the anode and air/oxygen to the cathode through flow-fields and dif-

fuses through a gas diffusion layer (GDL) to the catalyst layer where the 

gas, catalyst and electrolyte meet in what is called a triple phase boundary 

(Figure 1.2). It is here where the HOR and ORR occur on the anode and 

cathode respectively, separated by the polymer membrane electrolyte. The 

protons generated by the HOR diffuse through the electrolyte to react at 

the cathode and the electrons generated, impeded by the insulating poly-

mer, travel through the external circuit creating a current. 

 

Figure 1.1 Schematic of an acidic PEM fuel cell. 

1.2.3 Fuel Cell Components 

Though the chemistry behind the working of a fuel cell occurs at the triple 

phase boundary in the catalyst layer, there are multiple components that 

are vital to the good operation of the cell. 

Bipolar plates: Usually made from a carbon composite or metal, 

bipolar plates have two main functions: as flow channels to deliver 

fuel and oxidant and remove water, and as current collectors to pro-

vide electrical connection to the external circuit and between indi-
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vidual cells in a stack. The flow-fields are machined from the graph-

ite and shape and size can have a direct impact on the performance 

of the cell [6]. They also contribute a significant amount to the cost 

and weight of cells so are an active focus of cost reduction efforts. 

Gas diffusion layer: The GDL is a carbon-based macro-porous 

material, usually in the form of a fibrous paper or a cloth, which fa-

cilitates the even diffusion of the gases from the flow-fields into the 

catalyst layer. Often coated in hydrophobic PTFE-based carbon ink 

they help to reduce flooding issues by repelling any water that 

builds up in the catalyst layer, allowing it to be swept away in the 

gas stream. GDLs form an important electrical connection between 

the catalyst layer and the bipolar plate and so, though an often 

overlooked component of the fuel cell, play a vital role in the per-

formance of the cell [7, 8]. 

Catalyst layer: this is where the HOR and ORR occur. The most 

widely used catalyst for both the anode and the cathode is Pt in the 

form of nanoparticles of metal supported on larger particles of car-

bon. The small size and distribution of the nanoparticles help to in-

crease the surface area to mass ratio (specific surface area) and thus 

the utilization of the platinum. The catalyst is made into an ink 

along with an ionomer solution of the same type as the membrane 

electrolyte, acting as both a binder and as a pathway for protons to 

travel from the membrane to the triple phase boundary [9] (Figure 

1.2). This helps to give good ionic and physical contact with the 

membrane and maximise the amount of catalyst particles that are 

available for reaction [10]. The catalyst ink is usually painted, 

sprayed or printed onto either the GDL or the membrane, in the 

case of the former producing an electrode. 
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Figure 1.2 The triple phase boundary at the anode, consisting of the catalyst (Pt nano-
particles supported on carbon particles), ionomer binder and hydrogen molecules. 

Membrane: The polymer membrane is the electrolyte in PEM 

fuel cells. It serves to conduct protons from the anode to the cath-

ode, as an electrical insulating layer isolating the anode from the 

cathode and as an impermeable layer stopping the two gases mixing. 

The most widely used membrane is Nafion and is based on a poly-

tetrafluoroethylene (PTFE) backbone with a side chain containing a 

sulphonic acid group (see Figure 1.3). It is this hydrophilic group 

that allows the transfer of protons. As the membrane absorbs water, 

proton conduction channels form, giving increased conductivity with 

increasing water content, up until a point where the concentration 

of the protons is diluted [11]. For this reason, both the gas streams 

are usually humidified to maintain the water content of the mem-

brane and thus the ionic conductivity [12-14]. Nafion has become an 

industry standard thanks to its thermal and chemical stability and 

excellent conduction properties. Thicker membranes can give higher 

ionic resistivity, but offer better mechanical strength and reduced 

fuel crossover (see Section 1.4.4). 

The GDL, catalyst layer and membrane are all hotpressed, together un-

der pressure and heat, to form the membrane electrode assembly (MEA) 

which can be considered as the essence of the fuel cell. Other peripherals 

such as pumps, humidifiers, fans, heaters and flow regulators also play their 

role in a functioning fuel cell system, but this thesis will be concerned main-
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ly with the MEA, and specifically the catalyst layer as a method of cost 

reduction and/or performance improvement of fuel cells.  

 

Figure 1.3 The structure of Nafion polymer membrane [15].    

1.3 Fuel Cell Thermodynamics 

The capacity of a fuel cell to do work is governed by the thermodynamics of 

the overall reaction of the fuel cell (Equation 1.3). The enthalpy change 

(Δ𝐻) of this reaction is given by the difference in the heat of formation of 

the products and the reactants and represents the maximum amount of 

thermal energy that it is possible to extract from hydrogen, by reaction 

with oxygen. At standard temperature and pressure (STP, 298 K and 1 

atm) the value for hydrogen is 286 kJmol-1 [16]. 

In reality it is not possible to extract all this energy in a useful manner 

such as that of the direct electrochemical reaction in a fuel cell. Due to en-

tropy changes during a reaction (Δ𝑆), the maximum electrical energy ex-

tractable is given by the Gibbs free energy of the reaction: 

 ∆𝐺 = ∆𝐻 − 𝑇∆𝑆 Equation 1.4 

At STP the Gibbs free energy change for the reaction of hydrogen and oxy-

gen is 237.34 kJmol-1. This represents the maximum amount of the enthalpy 

that can be converted into electrical energy, with the difference being ‘wast-

ed’ heat. 

1.3.1 Theoretical Fuel Cell Potential 

The electrical work can be thought of as the work required to move a 

charge 𝑞 through a potential 𝐸: 

 𝑊 = 𝑞𝐸 Equation 1.5 

The charge created when one mole of H2 reacts in a fuel cell is given by: 

 𝑞 = 𝑛𝐹 Equation 1.6 
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Where 𝑛 is the number of electrons produced per mole of H2 (two) and 𝐹 is 

Faraday’s constant. As the maximum electrical work is equivalent to the 

Gibbs free energy change of the reaction, we get: 

 𝐸 =
−∆𝐺

𝑛𝐹
 Equation 1.7 

Equation 1.7 at STP yields a maximum theoretical voltage of +1.229 V for 

the H2/O2 fuel cell (if all the enthalpy were available for electrical work the 

voltage would be 1.482 V). From this we can calculate a maximum theoret-

ical efficiency of a fuel cell as the ratio of the Gibbs free energy change and 

the enthalpy change of the reaction, Δ𝐺/Δ𝐻, giving a value of 83%. 

1.3.2 Effect of Temperature 

Substituting Equation 1.4 into Equation 1.7 we can see that the cell poten-

tial will decrease with increasing temperature (at the low temperatures ex-

perienced in PEM fuel cells the change in Δ𝐻 and Δ𝑆 with temperature is 

negligible). This reduction in theoretical cell potential will obviously mani-

fest itself as a reduction in efficiency of the fuel cell. 

1.3.3 Effect of Pressure  

From fundamental thermodynamics the change in Gibbs free energy is: 

 d𝐺 = −𝑆d𝑇 + 𝑉d𝑃 Equation 1.8 

For an isothermal process (d𝑇 = 0) and an ideal gas (𝑃𝑉 = 𝑛𝑅𝑇), Equation 

1.8 after integration becomes: 

 𝐺 = 𝐺0 + 𝑅𝑇𝑙𝑛 (
𝑃

𝑃0
) Equation 1.9 

Where 𝐺0 is the Gibbs free energy at STP, 𝑅 is the molar gas constant and 

𝑃0 is the standard pressure of 1 atm. For a general chemical equation of the 

form aA+bB→cC+dD Equation 1.9 becomes: 

 ∆𝐺 = ∆𝐺0 + 𝑅𝑇𝑙𝑛

[
 
 
 (

𝑃𝐶
𝑃0

)
𝑐

(
𝑃𝐷
𝑃0

)
𝑑

(
𝑃𝐴
𝑃0

)
𝑎

(
𝑃𝐵
𝑃0

)
𝑏

]
 
 
 

 Equation 1.10 
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Recognising that 𝑃𝑋
𝑃0

 is the partial pressure of substance 𝑥, substituting in 

Equation 1.7 and applying to the reaction of hydrogen and oxygen in a fuel 

cell (Equation 1.3) we get the equation: 

 𝐸 = 𝐸0 −
𝑅𝑇

𝑛𝐹
ln [

𝑃H2
𝑃O2

0.5

𝑃H2O
] Equation 1.11 

Equation 1.11 is known as the Nernst equation and is one of the most im-

portant equations in electrochemistry. It shows an increase in operating 

pressure of the cell will increase the cell potential, and for this reason back-

pressure is sometimes used in fuel cell operation [17]. 

1.4 Fuel Cell Polarisation Losses  

The ideal thermodynamics discussed above apply only at equilibrium, i.e. 

when the fuel cell is producing zero net current. Naturally, this is not a use-

ful state for the fuel cell to be in as it produces zero power. As more current 

is drawn from the fuel cell its potential deviates from its ideal thermody-

namic open circuit voltage (OCV) due to irreversible voltage losses incurred 

in operation. As discussed in section 1.3.1, a decrease in potential will give 

a reduction in efficiency but it is a price that must be paid to operate the 

device at a useful current density. Minimising these voltage losses, or over-

potentials (η), is vital for a high performance fuel cell and is the crux of 

most fuel cell optimization work. The losses can be categorized into 4 main 

types: 

1. Activation Losses 

2. Ohmic Losses 

3. Concentration Losses 

4. Open Circuit Losses 

1.4.1 Activation Losses 

The activation or kinetic overpotential stems from the energy barrier that 

must be surmounted in order for reaction to occur at the electrode, i.e. the 

activation energy (EA). All electrochemical reactions involve charged species 

whose free energy is related to voltage and thus can be manipulated by 

changing the cell voltage, in turn changing the energy of the reaction barri-

er. In this way the potential of the cathode and anode can be sacrificed to 

overcome the activation energy and produce current from the fuel cell.  
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The cathode polarisation is negative, reducing from the reversible volt-

age of 1.229 V vs the standard hydrogen electrode (SHE) and promoting 

reduction, and the anode polarisation is positive, increasing from 0.000 vs 

SHE to promote oxidation, with the overall result of reducing the cell po-

tential as an increasing function of current. Taken to the extreme, there is 

eventually a current reached where the difference between the cathode and 

anode potentials is zero and no more current can be drawn. This is known 

as the limiting current, 𝑖𝑙𝑖𝑚𝑖𝑡. 

1.4.1.1. Influence of the Charge Double Layer  

Electrochemical reactions must occur at the electrode interface for the rea-

son that, in the case of the HOR, H2(g) and H+ ions cannot exist within the 

electrode and electrons cannot exist in the electrolyte. Thus, there must be 

a region (the triple phase boundary) where the electrode, electrolyte and 

reactant meet, allowing the products to form and exist in their respective 

media. Again taking the HOR as an example, the free energy of the reac-

tant state (hydrogen atoms adsorbed to the catalyst, M---H) is higher than 

that of the products (an electron and H+). This has the effect of giving une-

qual reaction barriers for the forward and reverse reactions of the HOR, 

meaning the forward reaction proceeds faster than the reverse, resulting in 

a build-up of charge – negative electrons accumulating in the metal catalyst 

and positive protons accumulating in the electrolyte. This is called the 

charge double layer and results in a potential difference at the interface. 

The charge will continue to accumulate until this potential difference exact-

ly counters the difference in free energies of the products and reactants, re-

sulting in electrochemical equilibrium (Figure 1.4) [18]. An alternative view 

is to imagine the interface potential as equalising the free energy potential 

of the products to that of the reactants and giving a symmetrical activation 

barrier and thus equally fast forward and reverse reactions. 

At this dynamic equilibrium there is no net current flowing, so in order 

to generate a useful current (or charge transfer rate) the forward, electron 

producing reaction must once again be more favoured than the reverse reac-

tion. To do this the situation must be forced from the equalised potential 

created by the charge double layer to a state where the potential of the 

products is lower than that of the reactants. This is achieved by sacrificing 

some of the electrode potential to drive a potential difference between the 

reactants and products, and hence a current. This is the source of the acti-
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vation overpotential (𝜂𝑎𝑐𝑡); the voltage sacrificed to overcome the equalising 

effect of the charge double layer and induce net charge transfer from a state 

of dynamic equilibrium [19]. 

 

Figure 1.4 Activation energies for reaction. Left: the products have lower free energy 
than the reactants and the forward reaction is favoured. Right: on the build-up of the charge 
double layer the potential is equalised and results in electrochemical equilibrium. 

1.4.1.2. Equilibrium Kinetics 

The HOR and ORR reactions occurring at the electrodes of fuel cells are 

linked only through the conservation of charge; the electrons and protons 

produced at the anode must be consumed at the cathode. Though the cur-

rent is therefore identical at both electrodes, the activation polarisation re-

quired to generate this current for each reaction is not. As current is a rate 

of charge, and electrons are produced and consumed in electrochemical half 

reactions, the current is a direct measure of the rate of an electrochemical 

reaction. If reaction of one mole of reactant yields 𝑛 moles of electrons, the 

current, 𝑖, is given by: 

 𝑖 = 𝑛𝐹
d𝑁

d𝑡
 Equation 1.12 

Where d𝑁

d𝑡
 is the rate of reaction in mol s-1. As these reactions occur at inter-

faces, the current is generally normalised to area (A) such that 𝑗 =
𝑖

𝐴
  and 

the reaction rate per unit area is 𝜈, where 𝑗 is called the current density 

(this also helps in comparison between different fuel cells of different geo-

metric areas). Rearranging Equation 1.12 for rate we get: 

 𝜈 =
𝑗

𝑛𝐹
 Equation 1.13 

Reaction rate is a product of the surface concentration and a reaction rate 

constant, such that: 
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 𝜈1 = 𝐶r𝑘1 Equation 1.14 

 

From statistical mechanics it can also be shown that the rate constant is a 

function of the Gibbs free energy of the transition state because the reac-

tants must be in the transition state in order to have a probability of react-

ing. This rate constant is given by the Eyring equation [20]: 

 𝑘1 =
𝑘B𝑇

ℎ
𝑒

−(
Δ𝐺1
𝑅𝑇

)
 Equation 1.15 

Where, 𝑘B is Boltzman’s constant, 𝑇 is temperature (in Kelvin), ℎ is Plank’s 

constant, 𝑅 is the molar gas constant and Δ𝐺1 is the activation energy for 

the forward reaction given by the difference in free energy between the re-

actants’ free energy and the transition state free energy, as in Figure 1.4.  

However, 𝜈1 is just the rate of the forward reaction of the electrochemi-

cal half reaction. The rate of the reverse reaction, 𝜈2, is given by substitut-

ing Δ𝐺1 for Δ𝐺2, the difference in free energy between the products and the 

activation energy. Then, the overall reaction rate 𝜈 is given by 𝜈1 − 𝜈2 and 

therefore the net current is: 

 𝑗 = 𝑛𝐹(𝜈1 − 𝜈2) Equation 1.16 

At equilibrium, the rate of the forward reaction and reverse reaction are 

equal and 𝑗, the overall current density is 0. However, 𝑗 is composed of the 

forward current density, 𝑗1 = 𝑛𝐹𝜈1, and the reverse current density, 

𝑗2 = 𝑛𝐹𝜈2, which at equilibrium are both equal to what is known as the ex-

change current density, 𝑗0. From Figure 1.4 right, at equilibrium both the 

forward and reverse reactions have the same activation energy, Δ𝐺≠. Thus 

the exchange current density is given by: 

 𝑗0 = 𝑛𝐹𝐶𝑟𝑓𝑒
−(

ΔG≠

RT
)
  Equation 1.17 

Where the pre-exponential term of Equation 1.15 has been compressed to 𝑓. 

The forward and reverse activation energies, Δ𝐺≠, are the same in this ex-

ample by virtue of the transition state being symmetrical. This is not al-

ways the case however and so a symmetry factor, 𝛽, is used for the general 

case. 𝛽 is a measure of the asymmetry of a transition state in that it 

measures the fraction of a change in potential of the electrode that pro-
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motes the forward reaction. 𝛽 takes a value between 0 and 1 and the frac-

tion of the potential that would promote the reverse reaction is given by 

(1 − 𝛽). If, as in Figure 1.4, the transition state is symmetrical, then 𝛽 is 

0.5 and the forward and reverse reactions are promoted equally by an in-

crease in electrode potential. This is the case with most catalysts as they 

promote the oxidation and reduction directions of a half reaction equally by 

lowering the activation energy (due to a lowering of the transition state). 

So it is a reasonably safe assumption that 𝛽 is 0.5, except that this applies 

to only a single electron transfer reaction. If there are multiple and sequen-

tial electron transfer reactions in a mechanism, 𝛽 may still be 0.5 if one step 

is significantly slower and thus the rate determining step; however, this is 

not always the case. Because of this, 𝛽 is often replaced by an experimental 

parameter called the charge transfer coefficient, 𝛼, which does not necessari-

ly sum to 1 for the forward and reverse coefficients, unlike for the sym-

metry factor 𝛽. For this reason, the experimental value 𝛼𝑛 is often quoted 

instead of 𝛼 [21]. 

Substituting Equation 1.7 and the charge transfer coefficient into the 

exchange current density we get: 

 𝑗0 = 𝑛𝐹𝐶𝑟𝑓1𝑒
(
𝛼1𝑛𝐹𝐸0

𝑅𝑇
)
= 𝑛𝐹𝐶𝑝𝑓2𝑒

(
−𝛼2𝑛𝐹𝐸0

𝑅𝑇
)
 Equation 1.18 

Where 𝛼1 and 𝛼2 are the charge transfer coefficients for the forward and re-

verse reactions respectively and 𝐸0 is the reversible equilibrium potential for 

the given half reaction. By rearranging Equation 1.18 and taking the natu-

ral logarithm it is shown that: 

 𝐸0 =
𝑅𝑇

𝑛𝐹
ln (

𝑓1
𝑓2

) −
𝑅𝑇

𝑛𝐹
ln(

𝐶r

𝐶p
) Equation 1.19 

Which is the Nernst equation. This is expected as any kinetic theory should 

reduce to a thermodynamic one when at equilibrium [16, 22, 23]. 

1.4.1.3. Butler-Volmer Kinetics 

As shown in Section 1.4.1.1, the activation overpotential can be used to 

control the direction and rate of reaction away from equilibrium. If we con-
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sider applying an overpotential of 𝜂 to an electrochemical half reaction such 

that the resulting potential is: 

 𝐸 = 𝜂 + 𝐸0 Equation 1.20 

And the overall net current density is: 

 𝑗 = 𝑗1 − 𝑗2 =  𝑛𝐹𝐶𝑟𝑓1𝑒
(
𝛼1𝑛𝐹(𝜂+𝐸0)

𝑅𝑇
)
− 𝑛𝐹𝐶𝑝𝑓2𝑒

(
−𝛼2𝑛𝐹(𝜂+𝐸0)

𝑅𝑇
)
 Equation 1.21 

And from Equation 1.18 we can see our two definitions of exchange current 

density occur in Equation 1.21, meaning it simplifies to yield: 

 𝑗 = 𝑗0 [𝑒
(
𝛼1𝑛𝐹𝜂

𝑅𝑇
)
− 𝑒

(
−𝛼2𝑛𝐹𝜂

𝑅𝑇
)
] Equation 1.22 

This is the Butler-Volmer (B-V) equation and is widely used to model fuel 

cell reactions. It should be noted that all of the above derivations refer to 

just one half reaction at just one of the electrodes and the B-V equation 

should be applied to each electrode individually. The HOR at the anode 

and the ORR at the cathode will have different exchange current densities, 

charge transfer coefficients and activation overpotentials, but are linked 

through the conservation of charge meaning that the total cell current is 

the same as the cathode current and the same as the anode current; 

𝑖𝑐𝑒𝑙𝑙 = 𝑖𝑐 = 𝑖𝑎. Because of this we can equate the two B-V equations at each 

electrode:     

 

𝑗0,𝑎 [𝑒
(
𝛼1,𝑎𝑛𝐹𝜂𝑎

𝑅𝑇
)
− 𝑒

(
−𝛼2,𝑎𝑛𝐹𝜂𝑎

𝑅𝑇
)
]

= 𝑗0,𝑐 [𝑒
(
𝛼1,𝑐𝑛𝐹𝜂𝑐

𝑅𝑇
)
− 𝑒

(
−𝛼2,𝑐𝑛𝐹𝜂𝑐

𝑅𝑇
)
] 

Equation 1.23 

In this way the overpotential of the cathode and anode will adjust to 

drive the desired current density from the fuel cell, with the negative polar-

isation of the cathode and the positive polarisation of the anode sacrificing 

more and more of the reversible potential of the cell until no more is left 

and the limiting current is reached. 

1.4.1.4. Exchange Current Density 

The exchange current density is an extremely important parameter that has 

a dominating influence on the kinetics of electrochemical reactions (see Fig-
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ure 1.9). It reflects the rate of charge transfer, and thus a high 𝑗0 is desired 

for facile electrode kinetics and therefore minimised activation potential 

losses. The definition of exchange current density given in Equation 1.18 is 

a rather simplistic one given that it doest not account for changes in the 

reactant and product concentrations during reaction, and doest not explicit-

ly show the effect of temperature on 𝑗0. The surface area and loading of the 

catalyst can also be accounted for to give a definition of 𝑗0 as follows [18]: 

 𝑗𝑜 = 𝑗0
0𝑎 (

𝐶r

𝐶r
0)𝑒

[−
𝐸0
𝑅𝑇

(1−
𝑇
𝑇0

)]
 Equation 1.24 

Where 𝑗0
0 is a reference exchange current density measured at a reference 

temperature, 𝑇0, and a reference concentration, 𝐶r
0. The parameter 𝑎 is a 

roughness factor given as the ratio between the actual electrochemical sur-

face area of the catalyst and the geometric surface area of the electrode. 

From Equation 1.24 we can see that the exchange current density is an ex-

ponentially increasing function of temperature, and though the B-V Equa-

tion 1.22 suggests ostensibly that there should be higher activation losses 

with higher temperature, in fact the effect of increasing temperature is to 

greatly increase 𝑗0 and so significantly decrease kinetic losses, in a highly 

non-linear way. Thus, fuel cells operating at higher temperatures will tend 

to have greatly reduced activation losses.  

Though the exchange current density is not an intrinsic property of the 

catalyst, it is strongly related to the catalyst type. Increasing the 𝑗0 of a 

catalyst/reaction is highly desirable for good fuel cell performance and can 

be achieved in the following ways: 

Increase the reactant concentration 

Decrease the activation energy, 𝐸0 

Increase the temperature 

Increase the roughness factor, 𝑎 

Increasing the reactant concentration has a minor effect on the thermo-

dynamics of the reaction (due to the logarithmic form of the Nernst equa-

tion) but can have a significant benefit on the rate of a reaction (linear). 

For this reason, fuel cells are often operated on pure oxygen as the partial 

pressure of oxygen in air is only 0.2, and so the exchange current density is 

reduced when operating with air. 
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Decreasing the activation energy represents the catalyst’s influence on 

𝑗0. The catalyst can do this by offering a favourable surface for reaction and 

stabilising the transition state, giving a lower activation barrier. The 

strength of bonds between the catalyst and the adsorbed species is an im-

portant consideration when looking for a suitable catalyst. The bond 

strength needs to be ‘just right’, in that it has enough strength to hold the 

reactant species to the catalyst in the first place, giving greater chance of 

reaction, but not so strong that it is difficult to break and form products, 

which would mean lots of immovable adsorbed reactant and a reduction in 

the number of available sites for reaction. This concept, known as the Saba-

tier principle, is often illustrated by a so called volcano plot, with platinum 

group metals generally having the optimum intermediate strength bonds 

(Figure 1.5). 

 

Figure 1.5 Volcano plot of activity of various transition metals for the ORR as a func-
tion of binding energy of the O atom to the catalyst. From [24]. 

A more sophisticated treatment of the Sabatier principle comes from d-

band theory. As already outlined, the binding energy of an absorbed species 

is highly dependent on the electronic structure of the surface itself [25]. In 

the case of hydrogen and platinum, the interaction can be considered in two 

stages; first, the coupling of the H 1s state with the Pt 6s state creates a 

low-energy filled bonding orbital and a high-energy empty antibonding or-

bital. The coupling of these s-states is essentially invariable across the tran-

sition metals, giving roughly the same degree of attractive interaction for Pt 

as, say, Fe. However, this bonding orbital then interacts with the d-states 

of the metal, stabilising the bonding orbital further (d-σ) but also creating 
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an additional antibonding orbital just above the d-states (d-σ)* [26, 27] (see 

Figure 1.6). 

The extent of the filling of the antibonding state depends on the surface 

density of states of the metal, which can vary from metal to metal and also 

be affected by alloying of metals or metal-substrate interactions (see Section 

2.2.1). The metal-adsorbate interaction can be destabilised by increasing 

the filling of the antibonding state, and vice versa, and the filling of this 

state is inversely correlated with the position of the d-band centre relative 

to the Fermi level. That is, a higher d-band centre gives an increase in en-

ergy, relative to the Fermi level, and thus a decrease in filling of the (d-σ)* 

state and so a stronger bond [28]. For the example of Pt catalysing the 

ORR, Pt has a too-strong interaction with oxygen and so lowering the d-

band centre (filling the antibonding state to a greater extent) by, for exam-

ple, alloying can help to weaken the interaction and thus improve the activ-

ity of the catalyst towards the ORR [29]. Advances in density functional 

theory have led to the pre-screening and theoretical design of potential cat-

alysts and good agreement between theory and experiment is regularly 

achieved [30].  

 

Figure 1.6 Simplified schematic of the d-band theory applied to a hydrogen adsorbate on 
a metallic platinum surface. In which (a) the Pt 6s band couples with the H 1s orbital, form-
ing broadened bonding and antibonding bands, and (b) subsequent coupling of the bonding 

band to the Pt d-band forms a more stabilised bonding band (d-σ) and a partially filled an-

tibonding band (d-σ)*.    

In general, the activation energy is also affected by the complexity of 

the reaction, with more complex mechanisms incurring much greater activa-

tion losses than for more simplistic ones. For this reason the ORR is much 
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slower than the very facile HOR and usually contributes the majority of the 

activation losses in an acidic PEM fuel cell (Figure 1.7). 

 

Figure 1.7 The possible reaction mechanistic pathways for oxygen reduction. The direct 
4 electron pathway (k1) is desired as it is more efficient and does not generate the potentially 
damaging peroxide intermediate. Reproduced from [31] 

The HOR in acid solution is considered to proceed through either the 

Tafel-Volmer or Heyrovsky-Volmer mechanisms, depending on the nature of 

the adsorption step. If it is a purely chemical process the mechanism is 

Tafel-Volmer and if it is a combined chemical and electrochemical process it 

is Heyrovsky-Volmer [32]. 

 H2 + Mcat  ⇌ 2McatHchem (Tafel) Equation 1.25 

 McatHchem ⇌ Mcat + H+ + 𝑒− (Volmer) Equation 1.26 

 H2 + Mcat  ⇌ McatHchem + H+ + 𝑒− (Heyrovsky) Equation 1.27 

As already discussed, increasing the temperature will increase the exchange 

current density. The physical reason for this is that a higher proportion of 

the reactant molecules will have sufficient energy to react to give products. 

Increasing the roughness factor, 𝑎, is the equivalent of increasing the 

electrochemical surface area of the catalyst, i.e. increasing the number of 

surface sites available for reaction. This will obviously increase the ex-

change current density as more reactions can take place per second. Rough-

ness factors for carbon supported platinum electrodes (a widely used fuel 

cell catalyst) vary between 600 and 2000 [33].  

1.4.1.5. Butler-Volmer Simplifications: Linear 

The B-V equation, though a very good model for electrode kinetics, is not 

explicit for the overpotential, 𝜂. Solving the equation for overpotential is 

useful as it models the activation voltage loss one might expect for a given 

current density of a fuel cell. In order to express the B-V in terms of 𝜂, 

some simplifications and assumptions need to be made. The first such sim-

plification can be made in the low polarisation region for facile kinetics. 
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This occurs when the exchange current density is very high and there is 

little current being drawn. Substituting 𝑥 =
𝛼𝑖𝑛𝐹𝜂

𝑅𝑇
 into the B-V Equation 

1.22 and expanding 𝑒𝑥 as a power series, excluding the higher order terms 

we can approximate 𝑒𝑥 as 1 + 𝑥, giving: 

 𝑗 = 𝑗𝑜 [(
𝛼1𝑛𝐹𝜂

𝑅𝑇
+ 1) − (

−𝛼2𝑛𝐹𝜂

𝑅𝑇
+ 1)] Equation 1.28 

Rearranging for 𝜂 gives: 

 𝜂 =
𝑗

𝑗0

𝑅𝑇

(𝛼1 + 𝛼2)𝑛𝐹
  Equation 1.29 

This is known as the low field approximation and is only applicable at low 

polarisation and with high 𝑗𝑜 such as in the case of high temperature 

and/or very facile kinetics. Mench estimates that the linear approximation 

is only valid for 𝑥 =
𝛼𝑖𝑛𝐹𝜂

𝑅𝑇
< 0.15  [19]. 

1.4.1.6. Butler-Volmer Simplifications: Tafel 

At higher polarisation or smaller 𝑗0 the Tafel approximation of the B-V 

equation can be made. For high 𝜂, one of the two exponential terms in the 

B-V will be diminishingly small and can be ignored, leaving the Tafel model 

for electrode kinetics: 

 𝜂 = ±
𝑅𝑇

𝛼𝑖𝑛𝐹
ln (

𝑗

𝑗0
) Equation 1.30 

Which branch of the B-V diminishes depends on the sign of the polarisa-

tion, with the polarisation at the anode being positive and the cathode be-

ing negative. Equation 1.30 is known as the high field approximation. Tafel 

kinetics are applicable to practically all situations in fuel cells, except for 

very facile HOR at high temperature. There is an underestimation of the 

activation losses with low polarisation when using the Tafel approximation, 

but Mench estimates that it is applicable once 𝑥 =
𝛼𝑖𝑛𝐹𝜂

𝑅𝑇
> 1.2 [19]. Tafel 

initially proposed this relationship due to experimental results where he ob-
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served the following relationship between overpotential and current densi-

ty [34]: 

 𝜂 = 𝑎 + 𝑏 ln 𝑗 Equation 1.31 

Where 𝑎 =
𝑅𝑇

𝛼𝑖𝑛𝐹
ln 𝑗0 and 𝑏 =  −

𝑅𝑇

𝛼𝑖𝑛𝐹
. By plotting overpotential vs the log of 

the current density, a straight line known as a Tafel Plot is obtained with a 

Tafel slope of 𝑏 and an intercept of 𝑎. Thus, from the slope and the inter-

cept of this plot the charge transfer coefficient and the exchange current 

density can be determined. This is a vital tool for assessing the electrochem-

ical activity of catalysts (see section 5.1.3.3). 

1.4.1.7. Butler-Volmer Simplifications: Sinh Approximation 

If the forward and reverse transfer coefficients are equivalent (𝛼1 = 𝛼2) the 

B-V equation can be expressed in terms of  𝜂 with no approximation need-

ed due to the mathematical relationship: 

 sinh(𝑥) =
1

2
(𝑒𝑥 − 𝑒−𝑥) Equation 1.32 

Where 𝑥 =
𝛼𝑛𝐹

𝑅𝑇
𝜂. The B-V equation therefore becomes: 

 𝑗 = 2𝑗0 sinh (
𝛼𝑛𝐹

𝑅𝑇
𝜂) Equation 1.33 

And expressed for 𝜂: 

 𝜂 =
𝑅𝑇

𝛼𝑛𝐹
sinh−1 (

𝑗

2𝑗0
) Equation 1.34 

 

This applies across the whole polarisation range and for any value of 𝑗0, 

provided the charge transfer coefficients of the forward and reverse reac-

tions are equal. Using the sinh approximation the effect of the activation 

overpotential on the cell voltage can be modelled as in Figure 1.8, showing 

that the activation potential has a dramatic effect on cell voltage at low 

current densities with the influence tailing off at higher current densities. 

Though the kinetic losses are present across the whole range of the fuel 
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cell’s operating current, they are dominant at low current density and so 

this region is known as the kinetic or activation region. The strong effect 

that 𝑗0 has on the overpotential is shown in Figure 1.9. It should be noted 

that 𝑗0 is entered as a constant value in this model and not as described in 

Equation 1.24. It is obvious that achieving as high a 𝑗0 as possible is para-

mount to good fuel cell performance, as it is the major contributor to the 

initial losses at low current density and so sets the starting point for the 

best possible performance expected at operating current densities (around 1 

Acm-2). 
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Figure 1.8 The effect of activation overpotential on the cell voltage with current density. 
Modelled using Equation 1.34 and subtracting the resulting overpotential from an initial 

voltage of 1.2 V, a current density j0 of 3×10-4 A cm-2, α=0.5 and a temperature of 350 K.   



 21 

0.0 0.5 1.0 1.5 2.0

0.0

0.2

0.4

0.6

0.8

1.0

1.2

 

V
o

lt
ag

e 
(V

)

Current Density (Acm
-2

)

 3x10
-2

 3x10
-4

 3x10
-6

 3x10
-8

 

Figure 1.9 The effect of j0 on activation overpotential. Modelled using the same parame-

ters as in Figure 1.8 with j0 values of 3×10-2 (black), 3×10-4 (red), 3×10-6 (blue) and 3×10-8 
(pink) A cm-2. 

1.4.2 Ohmic Losses 

Ohmic losses are incurred due to the electronic and ionic resistance of the 

fuel cell. 

 𝜂ohm = 𝑗𝑅𝑖 Equation 1.35 

Where 𝑅𝑖 is the total internal area-specific resistance of the cell, made up 

from the ionic resistance of the membrane, the electronic resistances and 

contact resistances. Of these the membrane resistance contributes the most 

to these losses and so a well-hydrated and conductive membrane is vital in 

minimising the ohmic overpotential [12]. Thinner membranes also produce 

lower resistances, as might be expected, though Slade et al. found that the 

situation is slightly more complicated when corrected for membrane thick-

ness, with thinner Nafion membranes showing relatively higher resistance, 

probably due to the difference between the skin and bulk properties of the 

membranes [35]. 
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1.4.3 Concentration Losses 

Concentration losses occur when there is a lack of reactant to provide the 

current density required. As the reaction occurs in the catalyst layer, at the 

surface of the catalyst, we can differentiate the surface concentration of re-

actants from that of the bulk and use the Nernst equation to predict the 

overpotential incurred from this concentration gradient: 

 𝜂 =
𝑅𝑇

𝑛𝐹
ln (

𝐶r,b

𝐶r,s
)  Equation 1.36 

Where 𝐶r,b and 𝐶r,s are the concentration of the reactants in the bulk and 

at the catalyst surface, respectively. The steady state diffusion current den-

sity is given by: 

 𝑗 = −
𝑛𝐹𝐷(𝐶r,b − 𝐶r,s)

𝛿
 Equation 1.37 

Where 𝐷 is the diffusion coefficient of the reactant and 𝛿 is the diffusion 

distance (electrode thickness) [36]. When the operating current of the fuel 

cell is such that the reactant is being consumed as soon as it reaches the 

catalyst layer, the current is said to be mass transport limited. The current 

is limited by the rate that the reactant diffuses from the bulk to the elec-

trode layer, which effectively means that the concentration at the catalyst 

surface is 0 (𝐶r,s = 0). Thus we obtain an expression for the mass transport 

or diffusion limiting current value of: 

 𝑗𝐿 = −
𝑛𝐹𝐷𝐶r,b

𝛿
 Equation 1.38 

Combining Equation 1.36, Equation 1.37 and Equation 1.38 we get an ex-

pression for the concentration overpotential in terms of the limiting current 

value: 

 𝜂 =
𝑅𝑇

𝑛𝐹
ln (

𝑗L
𝑗L − 𝑗

)  Equation 1.39 

The concentration overpotential has little effect on the fuel cell performance 

until high current densities are reached and 𝑗cell → 𝑗L. Because the catalyst 

is mainly influential in the activation losses of a fuel cell, this high current 
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density is generally not of interest to catalyst development researchers 

(though the diffusion properties of the catalyst layer play a large role in the 

limiting current value) and so the relative performance of various catalysts 

in fuel cells tends to be judged at lower operating currents, safely away 

from the mass transport limiting regime. A more detailed account of con-

centration overpotential can be found here [37]. 

1.4.4 Open Circuit Losses 

The voltage losses described so far have been functions of the operating cur-

rent of the fuel cell, but there are also losses incurred from the theoretical 

maximum OCV expected at zero current density. As shown in section 1.3.1, 

due to entropic effects we already lose operating voltage from the full en-

thalpy of formation value of hydrogen, and the OCV is further reduced by 

operating at a higher temperature than that of STP. However, these losses 

still do not account for the experimentally observed OCVs of most fuel 

cells. There are two further effects that serve to deprive the fuel cell of open 

circuit voltage, and thus reduce the starting maximum point for the opera-

tion of the cell; the mixed potential and fuel crossover currents. 

1.4.4.1. Mixed Potential 

As well as the HOR and ORR, there is the possibility of corrosion half reac-

tions occurring at the electrodes of the fuel cell. The oxidation of the carbon 

support (𝐸0 = 0.21 V) and the Pt catalyst (𝐸0 = 0.88 V) counter the reduc-

tion potential of the ORR at the cathode and affect a reduction in the 𝐸0 

value of 1.229 V (the magnitude depending on the extent of oxidation) to 

give a mixed potential of a lower value than that of the thermodynamically 

predicted one [38-40]. This effect is not fully understood in the literature. 

1.4.4.2. H2 Crossover 

Although the membrane electrolyte acts as an impermeable gas separator in 

theory, in practice they often allow some crossover of fuel to the cathode 

where it can react with oxygen as in Equation 1.3. In a similar way to the 

mixed potential, this has the effect of reducing the OCV and can be mod-

elled as a Tafel approximation of the B-V equation as follows: 
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 𝜂𝐶.𝑂. =
𝑅𝑇

𝛼𝑛𝐹
ln (

𝑗C.O.

𝑗0
) Equation 1.40 

Where 𝑗C.O. is the H2 crossover exchange current density. One can imagine a 

smaller side electrochemical reaction formed of the H2/O2 couple occurring 

(just as it does in the operating fuel cell) on just one electrode, creating an 

internal shorting current of 𝑗C.O. on that electrode, even though there is no 

net current flowing through the cell between electrodes.  

It should be noted that the terms 𝛼, 𝑛 and 𝑗0 refer to the ORR, as the 

overpotential due to the HOR is much smaller (especially as at the cathode 

the HOR is experiencing an effective polarisation of around 1.2 V due to 

the cathode potential, driving the HOR very hard) and can be neglected. 

There is also an O2 crossover to the anode, though the flux through the 

membrane is lower than that of H2. The overpotential due to this is low, 

however, as the ORR at the anode (0.00 V 𝐸0) is again experiencing a high 

polarisation compared to its 𝐸0 of 1.229 V and thus is being driven hard 

with minimal activation loss, and the HOR in acid has such facile kinetics 

that its activation loss is minimal. Vilekar and Datta modelled this crosso-

ver effect in detail and showed that the experimentally observed drop from 

expected OCV can be wholly attributed to the H2 crossover overpotential at 

the cathode [41]. The losses due to crossover currents can cause the OCV to 

drop to as low as 0.9 V (with 0.95-1.05 V being typical [40]) and are exac-

erbated by membrane degradation that occurs over long-term fuel cell use.  

In addition to internal crossover currents, electrical shorting of the sys-

tem can occur through protrusion of the GDL fibres through the membrane 

or improper setup of the test cell, and for this reason the OCV of the sys-

tem is often a very useful first indication of the health of an MEA. 

1.4.5 The Fuel Cell Polarisation Curve 

With all the various overpotentials and voltage losses accounted for, a de-

scription of how a fuel cell’s voltage changes with current density can be 

formulated, resulting in a fuel cell polarisation (or ‘polar’) curve. The total 

cell voltage is given by: 
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 𝐸cell = 𝐸thermo − 𝜂act − 𝜂ohm − 𝜂conc − 𝜂OCV Equation 1.41 

Where 𝐸thermo is the thermodynamically predicted potential at given tem-

perature and pressure and  𝜂act, 𝜂ohm, 𝜂conc and 𝜂OCV refer to the losses due 

to activation, ohmic resistance, mass transport and internal currents, re-

spectively, as described in the previous sections. A typical polar curve is 

shown in Figure 1.10. It should be noted that although the curve can be 

roughly segregated into domains where each of the losses are most influen-

tial, losses that are a function of operating current (𝜂act, 𝜂ohm and 𝜂conc) 

have an influence across the full range of the polar curve. 
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Figure 1.10 An example polar curve modelled from the preceding treatment of fuel cell 
behaviour. Showing regions where the decrease in voltage from the value given by the en-
thalpy of formation of H2 have most influence; entropy, internal currents, kinetic losses, re-
sistive losses and mass transport losses, respectively. 
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2 Alkaline Fuel Cells 

Most of the discussion so far has pertained to acidic PEM fuel cells as they 

have been the main focus of low temperature fuel cell research for the last 

20 years or so [5]. They have many advantages warranting this focus but 

also some disadvantages; one major one being the sluggish kinetics of the 

ORR in acid media. As the kinetics of the ORR are more facile in alkaline 

media [42-47], the alkaline fuel cell (AFC) is seen as a potential way to uti-

lise cheaper, non-precious metal cathode catalysts such as Ag [48, 49], Au 

(both unstable in highly acidic media) [50] or Ni [51, 52], or to simply allow 

lower cathode loading of Pt. 

2.1.1 The ORR Mechanism 

The key step in reduction of oxygen at a catalytic surface is the breaking of 

the O-O bond which requires 4 coupled proton and electron transfers, open-

ing up a possibility of many side reactions and products [43] (see Figure 

1.7). The complexity of the ORR and its numerous potential side products 

means that it is still relatively poorly understood, though the consensus is 

that it proceeds either via a direct 4-electron reduction pathway, or via a 

peroxide intermediate in a 2+2 ‘serial’ 4-electron pathway [53-55].  

The direct 4-electron pathway (Equation 2.1) requires breaking of the 

O-O bond before the first electron transfer can occur (considered the rate 

determining step [49, 56]), and as the dissociation energy of O2 is large, this 

is only energetically favourable with a strong Cat-O bond to repay the en-

ergy required to break the initial bond (and incurring a significant overpo-

tential). The energetically favoured pathway is therefore the so-called serial 

4-electron pathway (Equation 2.2 and Equation 2.3); a 2-electron reduction 

to peroxide, then a further 2-electron reduction of the peroxide to water (as 

the dislocation energies of the O2
− and O2

2− anions are lower than that of 

O2) [48].  

Studies by Markovic et al. suggested that the ORR on Pt surfaces in ac-

id proceeds via the series pathway but that presence of adsorbed anions and 

underpotentially deposited hydrogen can prevent the second two electron 

reduction of peroxide from occurring properly, meaning a certain percentage 

of the reaction stops at the peroxide intermediate [57-59]. The effect of 
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strongly adsorbed anions is to reduce the number of adjacent Pt sites avail-

able for O2 adsorption and O-O bond breaking [55] and manifests its self in 

the analysis as n being less than 4 (i.e., some percentage of reactant does 

not proceed fully to 4-electron reduction into water). These multiple steps 

and the possibility of desorption of peroxide intermediates mean that the 

ORR has poor kinetics, with only Pt and certain Pt alloys offering reasona-

ble catalysis.  

It is often stated in the literature that it is well known that the ORR 

kinetics are more facile in alkaline media [47, 60-63], but it is not fully ex-

plained why this might be the case and is often attributed to anion adsorp-

tion effects stemming from electrolyte choice and experiments in aqueous 

electrolytes [48, 64, 65]. As the polymer electrolytes employed in fuel cells 

do not have mobile anions, these sorts of fundamental ORR studies may 

not be so applicable to a working fuel cell environment [65], though Sriniva-

san suggests that the kinetics in AFCs are still faster than in acidic PEM 

fuel cells [66]. The morphology and type of Pt catalyst (single crystal, poly-

crystalline or Pt/C) can also have a large effect on the kinetics and report-

ed exchange current densities for the ORR, [65, 67-70] with Pt bulk surfaces 

showing higher activity for ORR than Pt nanoparticles [71, 72]. Neverthe-

less, although some studies show a similar activity for Pt in acid and alka-

line [73] and suggest that Pt or Pt/C are still the best catalysts for ORR in 

alkaline [74], there is potential for utilisation of cheaper cathode catalysts in 

alkaline fuel cells [42-46].   

Blizanac et al. [48, 49] studied the pH effect of ORR on silver single 

crystals with a rotating ring disk electrode (RRDE – allowing the detection 

of intermediate species) and found that in alkaline electrolyte the ORR pro-

ceeds almost entirely through a 4-electron pathway, with very little perox-

ide intermediate detected. In contrast, acidic electrolyte required high over-

potentials to prevent the 2-electron pathway (producing peroxide) from 

dominating, and the onset potential for the ORR was also higher than in 

alkaline. ORR on gold is also known to be significantly better in alkaline 

solution than acid, with the Au100 surface showing selectivity for the 4-

electron pathway [75]. In alkaline the direct pathway is given by: 

 O2 + 2H2O + 4𝑒− → 4OH− Equation 2.1 

And the serial pathway by: 
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 O2 + H2O + 2𝑒− → HO2
− + OH− Equation 2.2 

Followed by: 

 HO2
− + H2O + 2𝑒− → 3OH− Equation 2.3 

Carbon-supported catalysts (such as those employed in fuel cell elec-

trodes) can show potentially very different behaviour for the ORR than 

that of the bulk metal. Yang et al. [76] showed that Pd/C catalysts in alka-

line had high activity for ORR, and that the carbon support itself is active 

for the two electron reduction of O2 to peroxide (which can then migrate to 

the Pd particles for subsequent 2-electron reduction to water). It is shown 

that all carbon materials have some ORR activity in alkaline solution (but 

none in acid), normally for the 2-electron reduction to peroxide, though 

some oxidised carbon surfaces can complete the serial reduction to water at 

higher overpotentials [62, 77-79]. 

Thus, the alkaline fuel cell is seen as a way to utilise much cheaper 

cathode catalysts and therefore reduce the cost of fuel cells for commerciali-

sation. 

2.1.2  The HOR in Alkaline 

The kinetics of the hydrogen oxidation reaction in acidic PEM fuel cells 

above room temperature are often so fast that they contribute a negligible 

voltage to the overall activation overpotential, which is therefore often as-

sumed to be wholly attributable to the ORR [80]. This allows catalyst load-

ings on the anode to be as low as 0.05 mgPtcm
-2 without affecting overall 

fuel cell performance significantly [81] and means catalyst development is 

mainly focused on the cathode. However, in alkaline media the HOR on 

polycrystalline Pt has been suggested to have an exchange current density 

two orders of magnitude lower than that in acid [82], and so the activation 

polarisation at the anode in alkaline fuel cells cannot be negated so 

easily [66]. In fact, in order to take advantage of the ability to use cheaper 

cathode catalysts in AFCs, anode HOR catalysis is a vitally important and 

oft-neglected area of required improvement [73, 83]. 
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The mechanism of HOR is thought to follow a similar Tafel-Volmer or 

Heyrovsky-Volmer mechanism, as discussed in section 1.4.1.4, except with 

OH- mediated reactions: 

 H2 + Mcat  ⇌ 2McatHchem (Tafel) Equation 2.4 

 McatHchem + OH− ⇌ Mcat + H2O + 𝑒− (Volmer) Equation 2.5 

 
H2 + Mcat + OH−  ⇌ McatHchem + H2O + 𝑒− (Heyrov-

sky) 
Equation 2.6 

Single crystal Pt studies of HOR in alkaline have suggested that the 

Tafel or Heyrovsky steps are rate-determining [84, 85]. There are said to be 

two states of adsorbed H atoms on electrode surfaces; a strongly bound un-

derpotentially-deposited hydrogen, HUPD, and the weakly adsorbed reactive 

intermediate, overpotentially adsorbed hydrogen HOPD [86]. The reason for 

the slower HOR in alkaline has been attributed to the adsorption of OH 

species, which serves to block H2 adsorption sites and hinder reaction [55, 

84] and is even suggested to alter the energetics of the HOPD layer [85]. 

Sheng et al. [73] recently compared the rotating disk electrode (RDE) 

studies of the HOR in acid and alkaline, and for carbon supported Pt 

(Pt/C) for the first time. RDE studies are used to separate the current into 

its kinetic and diffusion based constituents, as shown by the Koutecky-

Levich equation: 

 
1

𝑖
=

1

𝑖k
+

1

𝑖d
=

1

𝑖k
+

1

𝐵𝑐0𝜔
1
2

 Equation 2.7 

Where 𝐵 is a constant given by 0.62𝑛𝐹𝐷2/3𝜈−1/6 in which 𝐷 is the diffusion 

coefficient and 𝜈 is the kinematic viscosity of the electrolyte, 𝑐0 is the bulk 

concentration of the reactant and 𝜔 is the rotation rate of the disk elec-

trode rads-1. In this way, varying the rotation rate of the electrode and plot-

ting the inverse of the current vs 𝜔−1/2 can give an intercept of the inverse 

of the kinetically controlled current, and therefore deconvolute the diffusion 

controlled and kinetically controlled currents from the overall current, giv-

ing valuable information about the kinetics of reaction (see section 5.1.4). 
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Sheng et al. [73] showed that for the HOR in acid, RDE experiments follow 

the diffusion current very closely (meaning essentially infinitely fast kinet-

ics) even with high rotation rates (giving high diffusion limiting currents), 

meaning that the HOR in acid is too fast to study accurately with RDE 

and can lead to underestimation of the exchange current densities in litera-

ture [32]. On the other hand, the HOR in alkaline deviated significantly 

from the diffusion-only behaviour meaning that the kinetic currents can be 

elucidated properly in RDE experiments. These slower kinetics in alkaline 

were predicted to contribute significant anode overpotentials of around 

130 mV if the ultra-low loading of Pt used on PEM anodes [81] is employed 

in AFCs, underlining the need for anode catalyst development in order to 

take advantage of potentially cheaper cathode catalysts in AFCs. 

The only other studies of non-bulk metal HOR in alkaline come from 

Cabot et al. [63, 83] who used a Pt-containing gas diffusion electrode 

(GDE) to closely represent the electrodes of a fuel cell in their RDE exper-

iments. They concluded that at low overpotentials (near the OCV) the 

Tafel reaction is the rate determining step in a Tafel-Volmer mechanism, 

with the diffusion of H2 becoming rate determining at higher overpotentials. 

These studies also showed that the exchange current density for HOR is 

lower in alkaline media for GDE.  

In conclusion, the kinetics of the ORR in alkaline give the advantage of 

cheaper cathode catalysts, but the significant overpotential for HOR re-

quires anode catalyst development in order to fully utilise the potential of 

the alkaline fuel cell. 

2.1.3 The Aqueous Electrolyte AFC 

The superior ORR kinetics of the AFC meant that in the early days of fuel 

cell development it was the dominant technology, with the pioneering work 

of Bacon [87] and the use of AFCs in the Apollo space missions. The AFC 

employs an aqueous KOH electrolyte, usually around a 30%wt solution, of-

ten contained in a matrix (Figure 2.1). As with other H2/O2 fuel cells, the 

HOR occurs at the anode and the ORR at the cathode, though the half re-

actions are slightly different in alkaline media as they are mediated by the 

OH- anion, and not protons [88]: 

 H2 + 2OH− ⇌ 2H2O +  2𝑒− (HOR) Equation 2.8 
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 1

2
O2 + H2O + 2𝑒− ⇌ 2OH− (ORR) Equation 2.9 

Giving the same overall redox reaction: 

 H2 +
1

2
O2 ⇌ H2O Equation 2.10 

Note that 2 moles of water are generated at the anode and one consumed at 

the cathode, as opposed to one mole of water being produced at the cathode 

in acid systems. This can cause potential flooding and water management 

issues at the anode. The aqueous, highly caustic, electrolyte presents obvi-

ous hazards and is also susceptible to the following carbonation reaction in 

the presence of CO2: 

 CO2 + 2OH− → (CO3)
2− + H2O Equation 2.11 

The carbonate anion can precipitate out of solution in combination with 

a metal cation and cause blockages in the electrodes and reduction in con-

ductivity of the electrolyte, severely hampering performance [89] and so on-

ly pure, CO2-free oxygen and hydrogen could be used in these systems. Due 

to these disadvantages and the improvements in proton conducting mem-

brane technology, the AFC was overtaken by the PEM fuel cell as the main 

focus of low temperature fuel cell research. Though there have been recent 

improvements in AFC technology [90], this thesis concerns the recent de-

velopments in solid polymer electrolyte alkaline technology, and so further 

detail on AFC progress can be found in the reviews of McLean et al [47] 

and Bidault et al [61]. 



 32 

 

Figure 2.1 Schematic of an aqueous electrolyte AFC, reproduced from [47]. 

2.1.4 The AAEM Fuel Cell 

Recent developments in alkaline anion exchange membranes (AAEMs) have 

opened up the possibility of an alkaline analogue of the acidic solid polymer 

electrolyte fuel cell. This could utilise the benefits of the alkaline cathode 

kinetics and at the same time eradicate the disadvantages of using an aque-

ous electrolyte. As the AAEM is also a polymer electrolyte membrane 

(sometimes abbreviated as PEM) some clarity in abbreviations is required. 

In this thesis, PEM refers only to the proton exchange membrane fuel cells 

(acidic), AAEM to the anion exchange membrane H2/O2 fuel cells, and 

AFC exclusively to the aqueous electrolyte alkaline H2/O2 fuel cells. Anion 

exchange membranes are also employed in alkaline direct alcohol fuel cells, 

discussion of which will refer to them as ADMFC/ADEFC (metha-

nol/ethanol). 

2.1.4.1. AAEM Principles 

The AAEM fuel cell is based on the same fundamental principles of the 

PEM fuel cell; direct electrochemical conversion of H2 to electricity using a 

solid electrolyte, with the key differences being the fundamental half equa-

tions (Equation 2.8 and Equation 2.9) and the hydroxide ion conducting 

membrane. The schematic of an AAEM fuel cell is shown in Figure 2.2:  
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Figure 2.2 The outline of the AAEM alkaline fuel cell (cf. Figure 1.1). 

The peripheral components of the AAEM fuel cell can be assumed to be 

the same as in PEM fuel cells, performing the same functions. Water man-

agement may be treated differently in AAEM as water is produced on the 

anode and consumed at the cathode, meaning there is the potential for 

flooding at the anode and insufficient humidification of the cathode. This is 

thought to offer the potential for more simple humidification, with the an-

ode ‘self-humidifying’, it might be the case that only the cathode requires 

humidification (though an interesting recent study showed retained perfor-

mance when using a dry cathode stream and humidifying the anode stream 

only, allowing diffusion of water through the membrane to be the sole 

source of cathode humidification [91]). 

The other major difference from the PEM system is that the membrane 

conducts hydroxide ions. As diffusion coefficients are roughly 4 times larger 

for H+ than OH-, the ionic resistivity of AAEMs is often significantly higher 

than that of Nafion and may require doping of the membrane with KOH 

solution to increase conductivity [44]. 

2.1.4.2. Alkaline Membranes 

Anion exchange membrane use in fuel cells is a relatively nascent technolo-

gy and as such has no Nafion-like industry leader that is ubiquitous in the 

field [92]. A recent review of alkaline membranes by Merle [93] highlights 
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the vast number and variety of alkaline membranes in the literature, and 

the comparatively few commercially available membranes. As AAEMs are 

solid, they contain no mobile cations and so even though carbonates are 

still formed from the reaction of CO2 with OH-, there should be little pre-

cipitation of solid carbonates in the membrane. The prospect of reduced 

carbonate issues and lack of concentrated aqueous electrolyte in AAEMs 

has driven research into membrane development and solid alkaline fuel cell 

technology in recent years [93].  

Just as Nafion contains negatively charged sulphonic acid groups to 

conduct positively charged protons, AAEMs must contain positively 

charged groups to conduct the negative hydroxide ion. As already men-

tioned, the conductivity of AAEMs is lower than that of PEMs [94]. One 

way of increasing the conductivity is to include more cationic groups in the 

polymer, but this often has the effect of reducing the mechanical strength 

and chemical stability of the membrane. The most common functional 

group in AAEMs is the quaternary ammonium group, R4N
+ [95], which can 

undergo the following E2 elimination reaction (Hofmann elimination) in the 

presence of hydroxide: 

 

Figure 2.3 The Hofmann elimination of quaternary ammonium groups. 

Most work at this point has suggested that this Hofmann elimination is 

slow below 60°C but much faster at higher temperatures, resulting in signif-

icant degradation to most AAEMs above 60°C [96]. This is an obvious limi-

tation for current alkaline membranes as the kinetic benefit of operating at 

higher temperatures (PEM fuel cells are mostly operated at 80°C) is not 

obtainable. The weak basicity of R4N
+ groups is also thought to contribute 

to the lower mobility of hydroxide in AAEMs compared to protons in 

PEMs. Also, though no solid carbonate precipitates, the carbonate anion is 

still formed, which serves to reduce the concentration of hydroxide in the 

membrane and may be a contributory factor to the reduced conductivity 

[93, 97].   

There are many examples of anion exchange membranes in the litera-

ture, and of many different types as summarised by Merle [93] and Cou-
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ture [98], but the most promising membranes for fuel cell applications are 

formed by radiation grafting of R4N
+ groups onto polymer backbones [99-

108] or chemical modification of existing polymers [92, 109-112]. A study by 

Varcoe in 2007 represented the first AAEM with conductivity over the de-

sired mark of 10 mScm-1 required for viable solid alkaline fuel cells, though 

the membrane required high levels of humidification to maintain good con-

ductivity [113]. Studies previous to this often had to submerge membranes 

in KOH solution in order to attain sufficient conductivity [44, 114]. The 

highest conductivity membrane was reported in 2011 by Tanaka et al. for 

use in hydrazine fuel cells, with a maximum conductivity of 114 mScm-1 at 

80°C [115]. A good AAEM should have the following desirable properties: 

High chemical, mechanical and thermal stability under operating 

conditions 

High conductivity of OH- ions, >10 mScm-1 

Low electrical conductivity 

Low gas permeability 

Low thickness 

Good performance under various humidification levels 

The electrodes in PEM fuel cells contain a certain amount of acidic ion-

omer (e.g. Nafion) solution to act as a binder in the ink and also to intro-

duce some H+ conductive substance to the triple phase boundary [9]. For 

AAEM fuel cells there is a need for an analogous ionomer solution for use in 

the catalyst layer [95] and so it is an important consideration for develop-

ment of good electrodes for the alkaline fuel cell [106].  

In summary, the improvement of AAEMs is an on-going area of re-

search and development. There is no one membrane of choice currently and 

the conductivity and stability of some membranes is still an issue. However, 

there are signs in the recent work previously discussed that good AAEM 

performance is close and so catalyst development for the AAEM fuel cell is 

required to match performance and cost of the current PEM fuel cell tech-

nology.  

2.1.4.3. AAEM Fuel Cell Examples 

As a new and under-developed technology, there is a shortage of examples 

of AAEM fuel cells in the literature. Some of the pioneering work in alka-

line membranes and AAEM fuel cells comes from the University of Surrey 

and the work of Varcoe and Slade [45, 50, 92, 99, 100, 102-104, 106-108, 
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113, 116-119]. They mainly use radiation grafted quaternary ammonium 

membranes. Peak power densities of around 55 mWcm-2 were obtained us-

ing platinum cathodes and anodes and pure O2 as an oxidant (correspond-

ing to roughly 90 mAcm-2 at 0.6 V) [108], with worse performance when 

employing Au or Ag cathode catalysts [45] (Figure 2.4). Operating a H2/Air 

fuel cell with a carbonate-tolerant membrane yielded lower power densities 

of around 38 mWcm-2 but showed better performance when the membrane 

was in carbonate form than when it was in hydroxide form, thought to be 

due to fact that the ORR proceeds more quickly in alkaline carbonate than 

aqueous KOH solution [116]. A similar trend was observed for Zhou et al. in 

2009, though with very low power densities of only 4 mWcm-2 [120].  

Recent improvement in their membrane technology produced peak pow-

er densities of 230 mWcm-2 (Figure 2.5) with Pt cathodes and pure O2 for 

the thinnest of the membranes (17 μm fully hydrated) [50]. It is thought 

that the improved performance on decreasing membrane thickness is due to 

the increased water crossover from the anode to the cathode, where it is 

consumed (Equation 2.9). Au and Ag cathodes were again tested in this 

study, giving reduced performance compared to Pt. 

 

Figure 2.4 Fuel cell polarisation curves (filled symbols) and power densities (empty 
symbols) of Pt (circles), Ag (squares) and Au (triangles) cathodes using pure oxygen, repro-
duced from [45]. 
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Figure 2.5  Fuel cell polarisation curves (empty symbols) and power densities (filled 
symbols) of Pt cathodes in pure oxygen showing the effect of membrane thickness on per-

formance. The performance improves in the order 85 μm (diamonds), 46 μm (squares) and 17 
μm (circles). Reproduced from [50]. 

They also developed a novel reference electrode for use in an AAEM fuel 

cell which allowed decoupling of the cathode and anode polarisations from 

the overall cell polarisation. It was shown that the anode polarisation was 

significantly higher than the cathode polarisation, contrary to the situation 

in PEM fuel cells (Figure 2.6). In addition to the already discussed slower 

HOR kinetics in alkaline, it is thought that flooding in the anode of AAEM 

fuel cells can cause high mass transport polarisation, even at low current 

densities (note that the thicker 80 μm membrane was used in this study). 

They also demonstrated that, as water is a reactant in the ORR (unlike in 

PEM), the cathode electrode design is important for good performance. Us-

ing PTFE free cathodes they achieved a power density of 125 mWcm-2 and 

showed a small catalytic effect from carbon only in the alkaline cell [119]. 

This highlights the need for greater attention to water management and 

catalyst layers in AAEM FCs [117-119].  
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Figure 2.6 The overall polarisation curve (Vcell) and its cathode and anode constituents, 
obtained using a novel Pd coated Pt wire as a reference electrode. The anode polarisation is 
significantly greater than that of the cathode. Reproduced from [117]. 

Some of the earliest work on AAEM fuel cells was conducted by Agel et 

al. in 2001 [44]. They used a KOH doped membrane, carbon supported Pt 

on nickel foam electrodes and H2/O2 at atmospheric pressure and ambient 

temperature to obtain a current density of around 25 mAcm-2 at 0.6 V. This 

study demonstrated the need for good ionic contact between the electrodes 

and the membrane, as the performance increased to just under 60 mAcm-2 

at 0.6 V when an interfacial KOH gel was applied between them. 

Lu et al. demonstrated the first fully non-platinum AAEM cell in 2008 

by using a chromium-decorated nickel cathode and a silver anode [121]. 

Their quaternary ammonium polysulphone membrane was dissolved in sol-

vent allowing control of the thickness of the cast film and impregnation into 

the electrode layers. The peak performance of 50 mWcm-2 was achieved us-

ing humidified H2/O2 at 60°C with a back-pressure of 1 atm (gauge). 
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Figure 2.7 Polarisation curve (blue) and power density (red) of a fully non-Pt AAEM 

fuel cell at 60°C, reproduced from [121]. 

Park et al. showed that a high loading of silver (2.0 mg cm-2) could pro-

duce a similar peak power density of 30 mWcm-2 as a Pt cathode in their 

aminated polysulphone membrane fuel cells, using humidified H2/air at 

60°C [60]. They also observed a high OCV of around 1.05 V which, given 

the discussion in Section 1.4.4, might indicate higher exchange current den-

sities or lower fuel crossover reducing the voltage loss from OCV (Varcoe 

also observed a similar effect [45]). 
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Figure 2.8 Polar curves and power densities of AAEM fuel cells with Pt anodes (0.5 mg 
cm-2) and silver cathodes at 0.5 mg cm-2 (green), 1 mg cm-2 (blue), 2 mg cm-2 (red) and with 
a Pt cathode (0.5 mg cm-2) (pink). Reproduced from [60]. 

In 2009 Gu et al. used a quaternary phosphonium containing ionomer 

solution in conjunction with a commercially available AAEM to again 

demonstrate the importance of good ionic conductivity between the elec-

trode and membrane layers [95]. A marked difference in performance was 

seen between MEAs with and without the ionomer solution, with a peak 

power density of nearly 200 mAcm-2 obtained at 80°C with back-pressurised 

H2/O2 gases. Mamlouk et al. showed a similar effect on their in-house mem-

brane and concluded that the optimal ionomer content in the catalyst layer 

depended on several factors such as thickness of electrode and O2 partial 

pressure. They also suggested that due to flooding problems the anode layer 

should be thicker than the cathode layer [122].  

A year later in 2010, the best performance from an AAEM fuel cell was 

demonstrated by Piana et al. [123]. They used a commercially available 

membrane in conjunction with a novel in-house ionomer solution as a cata-

lyst binder and H2/air (CO2-free) at 50°C. A peak power density of 400 

mWcm-2 was obtained when using Pt on the anode and cathode, and 200 

mWcm-2 when using a non-disclosed transition metal on carbon catalyst as 

the cathode. They also demonstrated the very interesting effect of CO2 on 

the system; at low current densities CO2 causes the expected drastic reduc-

tion in performance due to reaction with OH- and subsequent reduction in 

conductivity. However, at higher current densities more OH- ions are pro-

duced by the electrochemical half reactions which help to overcome this is-
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sue by a so-called self-purging mechanism (Figure 2.9). There is a clear 

change in the polar curve representing an increase in membrane conductivi-

ty at higher current densities (though by this point a large amount of oper-

ating voltage has been lost). This has implications for the conditioning of 

AAEM fuel cells, with Varcoe suggesting that the cells should be quickly 

brought to high current densities and then polar curves taken by reducing 

the load back to OCV (this method produced better performance than in-

creasing the current load from OCV) [119].   

 

Figure 2.9 Polar and power density curves showing the effect of CO2 on the performance 
of the membranes. The performance in CO2-free air (grey) is good, but the carbonate effect 
has a drastic effect on performance in atmospheric air (black). On reaching higher current 
densities this effect is reduced, shown by the change in gradient of the black polar curve to 
match that of the CO2-free air polar curve. Reproduced from [123]. 

The most recent work comes from Cao et al. in 2012 [92]. They devel-

oped a poly(methyl vinyl ether-alt-malic anhydride) (PMVMA) membrane 

by chemical grafting of ammonium groups to the polymer. The membrane 

was stable up to 150°C and showed increasing ion conductivity from room 

temperature to 60°C. Their peak power density of 155 mWcm-2 was ob-

tained at 35°C and on H2/O2 and demonstrated a vast improvement over 

lower temperatures (and hence higher Ohmic resistances, Figure 2.10). 
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Figure 2.10 The effect of temperature on AAEM resistance and polarisation perfor-
mance. Reproduced from [92]. 

Some of the most promising work on AAEM fuel cells comes from the 

Tokuyama Corporation, who are one of the commercial suppliers of alkaline 

membranes. Unfortunately they publish only short conference proceedings 

with little detail, but the work shows encouraging signs for solid alkaline 

fuel cells [46, 91, 97, 105, 124-126]. They have produced quaternary ammo-

nium-containing membranes with good conductivity of around 40 mScm-1 

and can control the thickness between 10 and 40 μm [105]. They have 

achieved a peak power density of 325 mWcm-2 using Pt/C anodes and cath-

odes and CO2-free air as the oxidant and have also confirmed a similar self-

purging effect, as discussed by Piana et al., at higher current densities [46, 

124, 127]. Tokuyama were also the first to show elevated operating temper-

atures in AAEMs, getting improved performance and 200 hour stability 

from their membranes at 80°C [125]. In 2011 they demonstrated a very in-

teresting, and ostensibly counterintuitive, comparative performance when 

there was no humidification of the cathode gas stream. As the ORR in alka-

line consumes water as a reactant, it is assumed to need good humidifica-

tion of the cathode, but this study showed that water flux from the anode 

to the cathode increases when the cathode is dry, compensating for the lack 

of water. They also showed the catastrophic effect of not humidifying either 

gas stream, proving that the 2 moles of water produced by the anode HOR 

is not enough in itself to provide sufficient humidification for the mem-

brane [91]. The potential for partially non-humidified operation is im-

portant if AAEMs are to be used in portable devices such as automobiles. 
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Figure 2.11 The effect of humidification on the Tokuyama AAEM. Humidification of the 
anode stream only (circles) shows comparable performance to humidification of both streams 
(squares). When there is no humidification of either gas stream (triangles), the performance 
is drastically reduced. Reproduced from [91]. 

In summary, solid alkaline fuel cells using hydrogen as a fuel represent a 

potential improvement in performance and reduction of cost over acidic 

PEM fuel cells. The technology is in the early stages of development, shown 

by the lack of studies to date and the variation in techniques and results in 

these studies, and requires further research with bespoke methods applied 

to the alkaline case (as opposed to trying to apply acid PEM principles to 

what might be a very different technology) to attain the performance levels 

achieved from state-of-the-art PEM fuel cells. 

2.2 Catalysis  

As already mentioned, the role of the catalyst in fuel cells is to reduce the 

activation energy of the electrochemical half reactions and therefore limit 

the voltage losses associated with the kinetics of these reactions. The cata-

lyst achieves this in two ways; by providing a geometrically suitable surface 

for the reactants to adhere to, holding them in a favourable position for re-

action, and by having an electronic structure and energy level suitable for 

the facile breaking and making of bonds. In this manner the energy of the 

transition state can be said to be stabilised, or lowered, and reaction can 

proceed more readily. Most fuel cell catalysts, being supported metal nano-

particles, are heterogeneous catalysts with the current state-of-the-art ma-
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terials being carbon supported platinum. This work concentrates on a novel 

non-platinum catalyst based on palladium-iridium (PdIr/C), developed at 

Amalyst Ltd. [128] for use as an anode catalyst in alkaline fuel cells.  

2.2.1 Palladium in Fuel Cell Catalysis 

As platinum is an expensive and limited resource, its ubiquity in current 

fuel cell catalyst layers is seen as a major obstacle for widespread commer-

cialisation. Thus, there has been a drive to develop electrocatalysts that 

contain little or no Pt in recent years [31, 129, 130]. Next to Pt, the cata-

lytic activity of Pd is the highest for both the ORR and the HOR [18] and 

is significantly cheaper and more abundant than Pt, making it a good can-

didate for non-platinum fuel cell catalysts (Figure 2.12). Much of the devel-

opment of Pd-based catalysts has focused on alloys and surface modified 

catalysts due to the low activity of Pd compared with Pt in acidic sys-

tems [131], but Pd is known to be much more active for the oxidation of 

many species in alkaline media [132] and so is considered a potential anode 

catalyst for ADMFC/ADEFCs where there are large anode overpotentials 

when using Pt catalysts [133, 134]. Palladium also suffers from electrodisso-

lution to Pd2+ at low pH and potentials between 1.0 and 0.6 V (vs 

SHE) [135]. 
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Figure 2.12 The variation of platinum group metal (PGM) prices in the last 20 years. 
Data from the Johnson Matthey website [136]. 

2.2.1.1. The HOR 

As the rate determining step in the HOR reaction is the dissociative ad-

sorption of the hydrogen, involving electron transfer into the antibonding 

H2 orbital, the electronic properties of the catalyst have a large bearing on 

the ease of bond breaking and the strength of adsorption of atomic hydro-

gen on the catalyst surface. Pd is in the same periodic group as Pt and thus 

has similar valence electron behaviour, so is expected to have similar en-

thalpy of hydrogen adsorption. Indeed they have similar bond strengths 

with H and so reside close to each other on a volcano plot [137], with Pd 

having a slightly stronger bond strength (undesirable). The situation is sim-

ilar for carbon supported catalysts with slightly lower, but comparable, per-

formance achieved in fuel cell testing (PEM) using a Pd/C anode compared 

to a Pt/C anode by Grigoriev et al. [138], and Pronkin et al. [139] suggest-

ing that the activity of the HOR is two orders of magnitude lower on Pd/C 

using RDE techniques (though RDE of HOR in acid is notoriously inaccu-

rate due to the very fast kinetics). 

In order to increase the activity of both catalysts, a weaker M-H bond is 

desired, so that the enthalpy of formation/breaking of the bond is zero (the 
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peak of a volcano plot). Markovic et al. [140] showed that depositing a 

monolayer of Pd onto a Pt (111) surface markedly increased the HOR reac-

tion rate compared to the single crystal Pt (111) in acid, and the reason 

was attributed to a weaker M-H bond for the monolayer-modified Pt. 

Greely et al. [141] used density functional theory (DFT) to predict the bond 

strength of Pd monolayers on various transition metal substrates. It was 

shown that the electronic structure of the substrate can have a large effect 

on the Pd monolayer’s d-band energy level, and thus the bond strength. 

This manifests itself in very different exchange current densities for the hy-

drogen evolution reaction (HER, the reverse of the HOR and considered 

almost identical in mechanism due to the high reversibility of the reaction) 

as shown in Figure 2.13. In other words, the ostensibly identical Pd surface 

layers have different electrocatalytic properties due to the change in their 

electronic structure induced by the bulk substrate’s electronic structure. 

 

Figure 2.13 Volcano plot of Pd monolayers on various metal substrates. The dashed line 
represents the DFT model predicted exchange current densities for the HER, the square 
points represent specific modelled systems and the circles represent the experimental data 
for the corresponding examples. Reproduced from [141]. 

Cho et al. [142] have also shown that an anode catalyst of carbon sup-

ported Pd-Pt alloy containing only 5% Pt (Pd19Pt/C) has the same perfor-

mance as a Pt/C catalyst in the PEM fuel cell environment. 

Although very low anode loadings of Pt have been achieved in PEM fuel 

cells [81], Pt suffers very easily from carbon monoxide (CO) poisoning. CO 

can strongly bind to the Pt surface and irreversibly block active sites for 

the HOR. This is a major concern for anode catalysts as the majority of 

hydrogen production is from hydrocarbon reforming which can leave traces 

of CO in the gas supply, enough to poison the catalyst and severely reduce 
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performance [134]. Pd has a similarly strong bond to CO and so is also easi-

ly poisoned, but Pd alloys have been shown to have superior CO tolerance 

compared to sole Pd or Pt [143]. Papageorgopoulos et al. [144] showed that 

PdPt/C has less CO coverage at 80°C than Pt/C (which has total cover-

age), and that CO tolerance in fuel cell testing is also superior (and superior 

to PtRu/C, the most widely used CO tolerant anode catalyst). The reason 

for this is due to a weaker bond with CO in Pd alloys. This was shown by 

Garcia et al. [145] who observed no CO2 in the outlet anode stream when 

using PdPt/C as the catalyst, indicating no oxidation of CO and therefore 

that the enhanced CO tolerance must be due to the greater available sites 

by virtue of weaker M-CO bonds. Conversely they showed that CO2 was 

present when using PtRu/C as the catalyst, indicating that the enhanced 

CO tolerance of this material is due to the so called bifuncional mechanism, 

where neighbouring Ru sites allow the adsorption of OH species which aid 

in the oxidation of CO adsorbed on adjacent Pt atoms to CO2. 

2.2.1.2. The ORR 

The activity of Pd for the ORR is second only to Pt, but still has an ex-

change current density roughly an order of magnitude lower in acidic solu-

tion [146]. Recent results from Kondo et al. [147] have suggested that the 

Pd(100) facet has very high activity for ORR in acid (much higher than the 

other low index planes of Pd and roughly three times that of the most ac-

tive Pt facet). Though it is very difficult to synthesise single crystal nano-

particles for fuel cell type catalysts, this interesting result has led to recent 

attempts to create palladium cathode catalysts supported on carbon nano-

tubes [148], carbon papers [149] and even nanocubes composed entirely of 

single crystals of Pd (100) [150]. 

The activity of Pd for the ORR in alkaline solution is more promising, 

with exchange current densities similar to that of Pt for other low index 

facets, and high activity for PdPt alloys which is thought to be due to the 

reduced effect of anion adsorption in alkaline [131]. Jiang et al. [151] found 

that the activity of carbon-supported Pd nanoparticles for ORR in alkaline 

is high, and studied the particle size effect showing that the mass activity 

peaked for particles of around 5 nm in size.  

Again, alloying in Pd based catalysts is thought to change the energy 

level of the d-band of Pd, resulting in a lower bond strength with oxygen 

species and thus an increase in ORR activity [152]. Alloying may also pro-
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duce smaller particles and change the lattice parameters of the metal struc-

ture, aiding in increased activity [153]. 

2.2.1.3. PdIr/C Anode Catalysts 

There are no examples of a PdIr/C anode catalyst for hydrogen oxidation 

in the literature, and only two examples of its use for other oxidations in 

fuel cells; one for ethanol and one for formic acid. Though the mechanisms 

for these oxidations will be different than that of the HOR, they serve as 

the only examples of a similar catalyst to the one used for this work and so 

deserve some attention. 

The first example came in 2008 when Wang et al. developed a PdIr/C 

catalyst for use on the anode of a direct formic acid fuel cell [154]. Due to 

CO poisoning effects (CO is an intermediate in the oxidation of formic acid) 

Pt is seen as an unsuitable catalyst for formic acid anode catalysts, and so 

the CO tolerance of Pd-based alloy catalysts have been investigated as a 

suitable replacement [155]. They showed improved activity when compared 

with Pd/C catalysts, despite the lack of activity of Ir for formic acid oxida-

tion. Their catalyst was prepared by simultaneous reduction of PdCl2 and 

(NH4)2IrCl6 with sodium borohydride and deposition onto Vulcan carbon 

nanoparticles, with the precursor amounts adjusted in order to prepare cat-

alysts with Pd:Ir ratios of 1:1, 3:1 and 5:1. The smallest particle size and 

biggest lattice parameter was observed for the 1:1 catalyst, indicating that 

a higher Ir content can help to control agglomeration of Pd and also expand 

the lattice of the Pd. Using CO stripping voltammetry they also showed 

that Ir has no affinity for CO and even a small amount of Ir in the Pd lat-

tice can significantly weaken the CO bond strength. They suggested that 

increasing the amount of Ir in the alloy did not change the bond strength 

but did reduce the amount of CO adsorbed, and thus also the poisoning 

effect. This effect is balanced by the fact that increasing the amount of un-

reactive Ir reduces the electrocatalytic effect of the Pd, and so the 5:1 ratio 

was found to be the best for formic acid oxidation. 

More recently in 2010 Shen et al. [156] synthesised PdIr/C catalysts in 

the ratios 5:1, 7:1 and 9:1 for use in ADEFCs, using a similar simultaneous 

reduction method with sodium borohydride, in addition to citrate as a 

complexing agent (which reduced the size of the particles from around 3.9 

nm to 3.0 nm). They found that PdIr is better than Pd for ethanol oxida-

tion, with a low amount of Ir again giving the best results in alkaline elec-
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trolyte (Pd:Ir of 7:1). Conversely they found that the amount of Ir in the 

alloy did not affect the crystallite size in a significant way, but the lattice 

spacing was lower in the PdIr/C catalysts than the Pd/C, indicating an 

alloying effect from the smaller Ir lattice parameter. They suggested that 

the improved CO tolerance comes from the adsorption of hydroxyl species 

at low potentials by Ir, aiding in the oxidation of adsorbed CO on adjacent 

Pd sites (the bifunctional mechanism). X-ray photoelectron spectroscopy 

(XPS) suggested that the addition of Ir has very little effect on the elec-

tronic structure of Pd (though as only low amounts of Ir were used in this 

study, this may not be the case for lower Pd:Ir ratios), leading the authors 

to attribute the increased catalytic activity for ethanol oxidation to the bi-

functional mechanism and reduced particle size of PdIr/C compared to 

Pd/C.  

In summary, Pd-based alloys have shown potential for use as anode cat-

alysts in alkaline media due to their enhanced activity, CO tolerance and 

lower cost. PdIr alloys have not been fully studied and no examples exist of 

their use for HOR in AAEM fuel cells, though they show promise for oxida-

tion of small organic molecules.  
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3  Experimental and Theory 

This chapter will outline the experimental details and materials used in the 

investigation of PdIr/C as an anode catalyst for alkaline HOR as well as 

background theory for many of the techniques used.  

3.1 PdIr/C Catalyst Synthesis   

The first iteration of the PdIr/C catalyst was synthesised using the simul-

taneous reduction method, where the metal precursors are reduced to zero 

oxidation state and deposited on the carbon support in one step (a common 

method, an example of which can be seen in Zhang et al’s paper [157]). In 

an attempt to increase the surface area and improve the distribution of 

metal on carbon, a second method was deployed involving a carbon pre-

treatment to introduce functional groups. This catalyst will be denoted by 

PdIr/CHSA and the procedure explained in section 3.1.6. Pd/C, Ir/C and 

variations of PdIr/C with different Pd:Ir ratios were also synthesised using 

the methods described, with the quantities of precursor metal salts altered 

accordingly.    

3.1.1 Materials 

Below are details of all the chemicals and equipment used in the catalyst 

synthesis procedure. 

3.1.1.1. Chemicals 

Palladium (II) Nitrate: Pd(NO3)2.xH2O from Alfa Aesar, 99.9% 

purity and 39% minimum Pd by mass.  

Palladium (II) Chloride: PdCl2 from Alfa Aesar, 99.999% purity 

and 59.97% Pd by mass. This precursor was used for some of the 

first Pd/C catalysts synthesised; however, it required large amounts 

of hydrochloric acid in order to dissolve, and therefore a significant 

amount of sodium bicarbonate was required to adjust the pH of the 

solution. Also work by Serov et al. [158] suggested that using the ni-

trate precursor gave smaller particle sizes for their PdCo alloys, and 
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therefore better performance, than when the chloride precursor was 

used. For these reasons, use of PdCl2 precursor was phased out. 

Iridium (III) Chloride: IrCl3.xH2O from Alfa Aesar, 99.9% purity. 

Both IrCl3 and Pd(NO3)2 are hygroscopic so are carefully sealed 

when not in use and stored in a desiccator in order to reduce the 

amount of water absorbed, and therefore also the resultant inaccu-

racies in weighing of the chemicals. For this reason, weighing was 

also conducted in as short a time as possible. 

Sodium Hypophosphite: NaH2PO2 from Sigma Aldrich, >99% 

purity. This is the reducing agent used to reduce the metal oxida-

tion states to zero via the following electrochemical half 

reaction [159]: 

 H2PO2
− + H2O → H2PO3

− + 2H+ + 2𝑒− Equation 3.1 

 

Sodium Bicarbonate: NaHCO3 from Sigma Aldrich, reagent plus 

grade >99.5% purity. A saturated solution is used to increase the 

pH of the reaction solution. 

Hydrochloric Acid: HCl 2 molar solution from Fisher Scientific, 

99.9% purity.  

IPA: Isopropyl alcohol, CH3CH(OH)CH3 70% solution in water 

from Sigma Aldrich. 

Nafion Solution: A dispersion of Nafion ionomer in a water solu-

tion, 10.3% Nafion by mass, from Dupont. Used in ink preparation.  

Tokuyama Solution: AS-4 dispersion of alkaline ionomer in a 

propanol solution, 5% ionomer by mass, from Tokuyama Corpora-

tion. Used in ink preparation.   

Deionised Water: A Millipore Milli-Q machine was used to pro-

duce highly deionised water (18.2 MΩcm) for all experiments. 

3.1.1.2. Carbon Supports 

The carbon supports provide a highly conductive, stable substrate on which 

the catalyst nanoparticles are deposited. The carbon support chosen for the 

catalyst was Ketjenblack EC-600JD powder from Akzo Nobel [160]. It has a 

very high surface area of approximately 1400 m2g-1 which aids in metal dis-
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persion and small particle size (and therefore high electrochemical surface 

area). 

3.1.1.3. Equipment 

Weighing Balances: Two weighing balances were used; Ohaus 

Adventurer proAV264 and AND GR-200-EC, both accurate to 

±0.1 mg. 

Hot Plates: For 1 g (1L) batches a RR98072 bowl-heater from 

Radleys was used in conjunction with a round-bottomed glass flask. 

For larger 4 L batches a flat Technico Cimaree hot plate was used 

in conjunction with a 5 L glass beaker. 

Sonication Bath: Ultrasonic waves are used for agitation to aid 

dissolving of solutions. Supplied by VWR. 

pH Meter: UP-5 electrode pH meter from Denver Instruments 

was used to monitor the pH of the solutions. Calibrated using 

standard buffer solutions of pH4.0, ph7.0 and pH10.0. 

Pestle and Mortar: Agate pestle and mortars were used to grind 

samples to a fine powder  

Tube Furnace: A CST 10/07 tube furnace from Carbolyte Fur-

naces was used in conjunction with a bespoke quartz tube from 

Cambridge Glassblowing for catalyst reduction. 

Filtration: Millipore glassware and filterpapers (3 μm nitrocellu-

lose) were used with a diaphragm vacuum pump from KNF Lab. 

Glassware: all glassware was thoroughly cleaned using a se-

quence of hot water and soap, IPA, acetone and then deionised wa-

ter. It was dried in an oven and stored in a clean cupboard, and giv-

en a further rinse with deionised water before use. 

  

3.1.2 Methodology 

The procedure used for catalyst synthesis is based on that of a patented 

commercial process [128] that involves a simultaneous reduction method. 

Described is the methodology for synthesis of 1 g of 1:1 PdIr/C catalyst. 

The method for Pd/C synthesis is identical except for the absence of any Ir 

precursors and subsequent adjustment of Pd(NO3)2 mass to give the desired 

metal loading. Larger batches than 1 g have been made using a direct pro-

portional scale-up of the method.  
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3.1.3 Preparation 

For 1 g of 40%metal catalyst (1:1) the following approximate target masses 

of chemicals are accurately weighed: 

Carbon: 0.6 g 

Pd(NO3)2: 0.309 g 

IrCl3: 0.400 g 

NaH2PO2: 0.295 g (2.5 times the molar amount of palladium is 

used in order to provide the correct number of electrons for reduc-

tion of Pd(II) and Ir(III) to their zero oxidation state, according to 

Equation 3.11) 

NaHCO3: A saturated solution is prepared in deionised water 

The metal precursor chemicals are fully dissolved in deionised water and 

sonicated for 30 minutes in separate beakers. One litre of deionised water is 

heated to 80°C (insulated using nitrile rubber insulation) on a hotplate and 

stirred with a magnetic bar. The carbon is added to the water and stirred 

at temperature overnight to allow ample time for dispersion in the solution.      

3.1.4 Synthesis 

Both precursor solutions are added to the slurry and the pH of the solution 

is increased to 7.0 by drop-wise addition of saturated sodium bicarbonate 

solution. The pH of the solution is monitored and maintained between 7.0 

and 7.5 for one hour with further addition of bicarbonate if required. Sodi-

um hypophosphite is added and the solution is maintained at 80°C for a 

further hour to allow electrochemical reduction of the metals. After this 

hour has elapsed the heat is removed and the mixture allowed to cool to 

room temperature. 

3.1.5 Recovery 

The cooled solution is then vacuum filtered and washed through with a fur-

ther litre of deionised water. The filtrate is collected and dried overnight in 

an oven at 90°C. Once dried the catalyst is ground in a pestle and mortar 

to produce a fine powder.  

The final stage is reduction to remove oxide and hydroxide species. The 

powder is placed in a ceramic boat and situated in the centre of a tube fur-

nace in a nitrogen atmosphere as the temperature is brought up to 150°C. 
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Once up to temperature and purged with nitrogen the gas is changed to an 

80%N2:20%H2 mixture (achieved using flow meters and convergent piping) 

and maintained for one hour. The stream is then changed back to pure ni-

trogen as the furnace cools to room temperature. The reduced and annealed 

catalyst is recovered and weighed to calculate the overall yield for the syn-

thesis.  

3.1.6 PdIr/CHSA 

The catalyst synthesis was adapted in order to improve the electrochemical 

surface area of the metal and therefore performance. This was achieved by 

using the following carbon pre-treatment step and a more aggressive reduc-

ing agent (NaBH4). The carbon was stirred in 1M KOH for 12 hours at 

80 °C before being filtered and dried and then used in the synthesis in the 

same manner as described previously. Alkaline treatment of carbon sup-

ports increases the number of surface oxygen-containing functional groups 

and also the surface acidity of the carbon [161]. Excepting these two chang-

es, the synthesis procedure is the same as for the PdIr/C catalyst. However, 

pre-treatment of carbon supports can have a significant effect on the activi-

ty, stability and therefore performance of the final catalyst, as well as im-

proving dispersion adhesion in the slurry during synthesis, as outlined in 

this comprehensive review of pre-treatment in carbon supported Pt cata-

lysts [162], and in the case of NaOH pre-treatment on Pt/C improving par-

ticle size, distribution and activity of the catalyst [163]. This improved sur-

face area catalyst is denoted throughout at PdIr/CHSA. 

3.2 Inks 

In order for the catalyst to be applied to electrodes for electrochemical and 

fuel cell testing, an ink must be created. The ink allows catalyst to be even-

ly and accurately distributed onto an electrode providing a secure bond and 

a triple phase boundary at which the HOR or ORR may occur.  

3.2.1 Formula 

The inks are created by mixing the catalyst with a polymer binder, deion-

ised water and isopropyl alcohol (IPA). Initially, Nafion ionomer solution 

was trialled as the binder due to its wider availability and superior homo-

geneity of the inks produced with it. Improved electrochemical results were 
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seen when using the alkaline anion exchange ionomer AS-4 from Tokuyama, 

and so this was used as a binder in some inks. However, it produced gener-

ally poor ink quality than the Nafion binder, as discussed in Section 5.2.3. 

3.2.1.1. Inks For Ex-Situ Electrochemical Testing  

In order to create an electrode with an accurate catalyst loading, an ink of 

known concentration is prepared from the catalyst, acetone and IPA sol-

vents and Nafion solution as a binder. The ink density (in terms of mass of 

metal in the catalyst) is calculated using the following equation: 

 𝜌ink =
𝑚cat ∙ 𝑚𝑒𝑡𝑎𝑙 %wt

𝑉sol
 Equation 3.2 

 

Where 𝜌ink is the metal ink density (mg metal ml-1), 𝑚cat is the mass of the 

catalyst used in the ink (mg), 𝑚𝑒𝑡𝑎𝑙 %wt is the weight percentage of the cata-

lyst and 𝑉sol is the total volume of solvent used, including the Nafion bind-

er. 

Around 7 mg of catalyst is accurately weighed in a glass vial, then 1 ml 

of acetone is used to wet the catalyst. This avoids oxidation of the IPA, of 

which 9 ml is added after the acetone. Finally, 39 μl of Nafion solution is 

added using a micropipette and the ink is sonicated for 30 minutes to en-

sure good homogeneity.  

3.2.1.2. Inks For Fuel Cell Electrodes 

It was found that a good consistency for airbrushing of the inks on to GDL 

material was obtained with a 10% solids ink (solids being the mass of the 

catalyst plus the total mass of the polymer in the binder solution), contain-

ing 80-100% binder mass relative to the mass of the carbon in the catalyst. 

Thus, the inks were prepared by accurately weighing masses of catalyst, 

binder solution, water and IPA such that an ink of the aforementioned con-

sistency is achieved. The solution is then sonicated for 30 minutes to assure 

good homogeneity. 
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3.3 Imaging  

3.3.1 Scanning Electron Microscopy 

Scanning electron microscopy (SEM) uses an electron source for imaging, 

but it detects electrons that have either been backscattered or emitted from 

the sample as secondary electrons (depending on the operating mode) and 

builds up a topographic image from the data. The microscope used was a 

JEOL JSM6480LV SEM which was not capable of as high resolution imag-

ing as TEM, so was therefore used primarily for its spectroscopic capabili-

ties. It is equipped with an X-sight X-ray detector (Oxford Instruments) 

which allows energy dispersive X-ray spectroscopy (EDX) to be carried out 

using INCA software. This technique uses high energy electrons to eject 

inner-shell electrons from the sample atoms, leaving a hole which is then 

filled by an outer shell electron transition down. The difference in energy 

between the outer and inner electron shells is emitted as a photon (X-ray) 

and each element has a unique pattern of possible X-ray energies due to the 

discreet electronic structures of each element. Thus, by detecting the num-

ber of photons of each energy a fingerprint of the atomic make-up of the 

sample can obtained and also a rough idea of the relative amounts of each 

element in the sample. The technique is more accurate for heavier elements 

and for flat polished samples, but can still provide useful confirmation of 

expected elemental makeup of the catalysts. 

The powder catalyst samples were mounted on carbon covered SEM 

tabs for imaging and EDX analysis. A suitable area of powder was located 

and EDX carried out over an area between 10-70 μm in order to get a good 

averaging of the catalyst and to take into account potentially poor distribu-

tion of metal nanoparticles. 

3.3.2 Transmission Electron Microscopy 

The catalysts were imaged using transmission electron microscopy (TEM) 

which uses a high energy electron beam and a detector to measure the elec-

trons that are transmitted through the sample. Contrast in the image is 

generated as areas of the sample with greater thickness or higher atomic 

number appear darker than other areas due to electron absorption. In the 

case of fuel cell catalysts, the carbon particles appear lighter than the metal 

nanoparticles on them. 
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The TEM instrument used was a JEOL JEM1010 equipped with a Ga-

tan Orius camera system and operated at a potential of 80 kV. The catalyst 

powders were highly dispersed in 70% IPA solution under sonication and 

applied to a carbon mesh TEM grid (Agar Scientific) using a micropipette 

and an optical microscope to ensure an disperse distribution of particles. 

Once prepared the sample was mounted in the TEM instrument as soon as 

possible to prevent contamination and an area of finely dispersed catalyst 

was sought out for clear imaging. 

Particle size analysis was achieved using Image-J software and measur-

ing the longest axis of any detached metal particles in the image. The data 

sets included over 200 particles in all cases. 

3.3.3 High Resolution Transmission Electron Microscopy 

High resolution transmission electron microscopy (HR-TEM) is an imaging 

mode that allows atomic level definition of features in crystalline samples. 

Samples were prepared by sonication in methanol and dispersion of two to 

three drops on a copper TEM grid. The instrument used was a JEOL JEM 

2200FS microscope equipped with a Gatan camera and operating at 200 

kV. Lattice spacing values were calculated using Image-J software. 

3.4 X-ray Photoelectron Spectroscopy 

3.4.1 Background Theory 

X-ray photoelectron spectroscopy (XPS) is a spectroscopic technique that 

can give quantitative information about the elemental composition of a 

sample and the electronic structure of the constituent elements. The sample 

is irradiated with X-ray light under vacuum and electrons emitted by the 

photoelectric effect are measured by the instrument. The binding energy of 

the electron can be calculated using Equation 3.3 and the number of elec-

trons detected is proportional to the amount of a specific element in the 

sample. 

 𝐸binding = ℎ𝜈 − (𝐸k + 𝜙) Equation 3.3 
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Where ℎ𝜈 is the photon energy, 𝐸k is the kinetic energy of the electron as 

measured by the instrument and 𝜙 is the work function, a correction factor 

that is dependent on surface structure and instrumentation. 

As the ejected electrons are from core atomic orbitals and these orbitals 

have well defined energies, the binding energy of the electron is specific to a 

particular energy level within a particular element. This energy can also be 

affected by the atom’s local environment, such as bonding or coordination, 

which manifests in slight shifts in energy of the peaks in an XPS spectrum. 

These shifts can be used to gain an insight into the change of energy levels 

that can occur from processes such as alloying – which is of particular in-

terest in catalysis as the electronic structure of a material can change how 

active a certain catalyst is towards the reaction of interest [164]. The eject-

ed electrons can be scattered by neighbouring atoms, and it is only elec-

trons ejected without energy loss that contribute to the peaks in the spec-

trum, with those being scattered contributing to the background signal 

[165]. As the probability of electron scattering increases exponentially with 

depth in the sample, XPS is considered a surface sensitive technique with 

an electron mean free path of a few nanometres, depending on sample and 

equipment set up [166]. 

3.4.2 Spectra 

XPS data is normally represented as a plot of decreasing binding energy (in 

eV) versus intensity or counts. Figure 3.1 shows an example XPS survey for 

a PdIr/C with characteristic peaks for each element present. Areas of 

interest within the survey can be studied at higher resolution to give more 

information about the particular element of interest. When these peaks are 

looked at closely a doublet is often observed due to spin-orbit coupling. For 

atomic orbitals with orbital angular momentum (L) greater than zero (p, d 

or f orbitals) the spin angular momentum (S) of the electron (±1
2⁄ ) can 

couple to the orbital angular momentum causing a split in energy of the 

final (excited) state of the atom such that 𝐽 = 𝐿 + 𝑆, where J is the total 

angular momentum quantum number. The degeneracy of the two states is 

such that a doublet is given by 2𝐽 + 1, which also determines the 

probability of transition to a particular state and thus the peak ratio. For 

this reason, when fitting the peaks in an XPS spectrum, the peak 
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separation (determined by the difference in energy between the two possible 

J states) and relative peak ratios must be fixed. 

For PdIr/C catalysts we are mainly concerned with excitations from the 

Pd 3d and Ir 4f orbitals. D orbitals (L=2) split in to a 5/2 sextet and a 3/2 

quartet and F orbitals (L=3) into a 7/2 octet and a 5/2 sextet, with the 

higher J value having higher energy (and therefore lower binding energy). 

Thus, for Pd a doublet will be observed with 𝑃𝑑 3𝑑5 2⁄  at low binding ener-

gy and 𝑃𝑑 3𝑑3 2⁄  at high binding energy, with a peak ratio of 3:2 [167]. For 

Ir a doublet of 𝐼𝑟 4𝑓7 2⁄  at low binding energy and 𝐼𝑟 4𝑓5 2⁄  at high binding 

energy with peak ratio 4:3 is seen [156]. An example of this doublet struc-

ture can be seen in Figure 3.2. 
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Figure 3.1 An Example XPS survey spectrum of PdIr/C highlighting characteristic 
peaks for the elements of interest. 
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Figure 3.2 Detailed view of the Pd 3d and Ir 4f doublet peaks from the XPS of PdIr/C 
catalyst. 

3.4.3 Experimental 

XPS was carried out on a Thermoscientific K-alpha machine using a mono-

chromatic Al Kα X-ray source of 1,486.68 eV energy and spot size of 400 

μm. Powder samples were deposited on adhesive carbon tape with all excess 

removed to avoid cross contamination and areas of good catalyst coverage 

were selected for spectra acquisition. A total of five survey spectra, ten C 

spectra and 150 Pd/Ir spectra were taken for each sample to provide good 

signal to noise ratios. Data processing and peak fitting was carried out us-

ing CasaXPS software with Pd and Ir peak ratios set as described above, 

and peak separation for metallic and oxide peaks held at the same value. 
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All spectra were corrected such that the C 1s peak was set to 284.6 eV to 

normalise the data to that of graphitic carbon [168, 169], though in most 

cases the C 1s was very close to this value at around 284.68 eV ± 0.01. In 

order to try and reduce the extent of oxidation in the samples, reduction in 

a furnace at 80 °C and an 80% N2 / 20% H2 atmosphere for 1 hour was per-

formed before all XPS experiments.  

3.5 X-ray Diffraction  

Due to the need to detect small changes in lattice parameter on alloying of 

the metals, synchrotron X-ray powder diffraction (SXPD) was used in pref-

erence to lab-based XRD in order to obtain a high enough resolution for 

accurate determination of this parameter. 

3.5.1 Background Theory 

X-ray diffraction (XRD) is a characterisation technique used to determine 

crystal structures, lattice parameters and crystallinity of samples. Incident 

monochromatic X-ray light is diffracted by crystalline compounds according 

to Bragg’s law where constructive interference occurs when the following 

condition is met: 

 𝑛𝜆 = 2𝑑 sin𝜃 Equation 3.4 

Where 𝜆 is the X-ray wavelength, 𝑑 is the spacing between diffraction 

planes and θ is angle between the incident light and the diffraction plane as 

shown in Figure 3.3. 

 

Figure 3.3 Diffraction in a crystal lattice according to Bragg’s law.  

The sample is normally scanned through a range of 2θ values where the in-

tensity of the diffracted X-rays is recorded, though in some synchrotron ex-
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periments a large 2D detector plate is sometimes used to collect the full dif-

fraction ring structure, which is later processed into a 1D line. The diffrac-

tion pattern in powder XRD is a ring as there are many randomly oriented 

crystals in the sample and so all possible diffractions from lattice planes are 

present. Powder XRD can therefore be used to calculate the range of d-

spacing in a crystal structure, and in conjunction with the Millar indices 

the lattice parameter can be calculated. For the case of a cubic structure, 

the following equation can be used to calculate the lattice parameter of a 

crystal: 

 𝑑ℎ𝑘𝑙 =
𝑎

√ℎ2 + 𝑘2 + 𝑙2
 Equation 3.5 

Where ℎ, 𝑘 and 𝑙 are the Millar indices of a specific crystal plane and 𝑎 is 

the lattice parameter or constant. 

  Additionally, by using the Scherrer equation, a lower-bound of crystallite 

size can be determined: 

 𝜏 =
𝐾𝜆

𝛽 cos𝜃
 Equation 3.6 

Where 𝜏 is the mean size of the ordered crystal domains, 𝐾 is a shape factor 

(a dimensionless number used to correlate the crystallite size to the diffrac-

tion peak broadening), 𝜆 is the X-ray wavelength, 𝛽 is the line broadening 

at half the peak height and 𝜃 is the Bragg diffraction angle. The Scherrer 

equation is only valid for particles smaller than 0.1 μm and can give decep-

tive results as it measures each crystallite and so does not take into account 

agglomeration. Nevertheless, it is often used for characterisation of fuel cell 

catalysts [170]. 

 Shen et al. [156] used X-ray diffraction to confirm the alloying of Ir 

with Pd in their fuel cell catalyst by attributing a shift in the position of 

the Pd diffraction peaks to the incorporation of the smaller lattice parame-

ter of the Ir. In this way they confirmed alloying of the two metals in their 

catalyst.  

3.5.2 Experimental  

Powder diffraction patterns were obtained using synchrotron radiation on 

beamline I11 [171] at the Diamond Light Source. The wavelength of the 
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incident radiation (λ = 0.826607(2) Å)  was calibrated using Si standard 

powder (NIST SRM640c) and data collected for 2θ values between 0° and 

150° in 1 mdeg steps (rebinned to 20 mdeg steps, only data up to 100° will 

be discussed in this thesis) using the high contrast multi-analysing crystal 

(MAC) detectors. The data were fitted using Le Bail refinement in TOPAS 

software (Bruker) in order to obtain crystallographic detail such as the lat-

tice parameter. In addition, the refinement software can extract mechanical 

information such as apparent crystallite size using the Fundamental Pa-

rameter Method [172] calculated using the Double-Voigt Approach. 

3.6 X-ray Absorption Fine-Structure 

X-ray absorption fine structure (XAFS) describes how X-rays close to the 

core binding energy are absorbed by atoms and can give detailed infor-

mation about chemical environment, coordination numbers and bond 

lengths. This technique is applied in a variety of fields, but of particular 

interest to the present work is the structural determination of fuel cell cata-

lysts [173-178]. XAFS spectra are usually collected at a synchrotron light 

source due to the tuneable nature and intensity of the X-rays. 

3.6.1 Background Theory 

An incident monochromatic X-ray beam is shone onto a sample of known 

thickness and photons are absorbed by core electrons. The probability that 

an X-ray photon is absorbed is given by the absorption coefficient, 𝜇 de-

scribed by Beer’s Law: 

 𝐼 = 𝐼0𝑒
−𝜇𝑥 Equation 3.7 

Where 𝐼0 is the incident intensity, 𝐼 is the transmitted intensity and 𝑥 is 

the sample thickness. The absorption coefficient is measured at varying in-

cident energies, with a sharp rise in absorption seen when the energy is 

close to that of the binding energy of a core electron. This is known as an 

absorption edge and can be clearly seen in Figure 3.4. Well defined core en-

ergy levels are known for the elements and therefore the X-rays can be 

tuned to energies at or above a specific edge for a specific element to probe 

its absorption structure. The XAFS spectrum is separated into two distinct 



 64 

regions, the near edge spectra (XANES), which is typically within 30 eV of 

the absorption edge, and the extended fine structure (EXAFS) which ap-

pear as oscillations in 𝜇, for reasons described later.  

The ejected photoelectrons (produced by the photoelectric effect) will 

have an energy equal to that of the incident photon minus the binding en-

ergy of the electron (𝐸 − 𝐸0) and travel away from the excited atom with a 

wavenumber of 𝑘 = √
2𝑚(𝐸−𝐸0)

ℏ2  (as it is a matter wave). The electron can be 

scattered by neighbouring atoms’ electrons and return to the excited atom, 

interacting with the advancing wave, to produce an interference pattern or 

modulation in the absorption coefficient, 𝜇 (as 𝜇 is dependent on there be-

ing an appropriate available quantum state for the electron, the presence of 

a back-scattered electron will change the absorption coefficient). This is 

why fine structure arises in the absorption spectrum. 

The fine structure in the EXAFS region has a fine structure function 

𝜒(𝐸) defined as: 

 𝜒(𝐸) =
𝜇(𝐸) − 𝜇0(𝐸)

∆𝜇0(𝐸)
 Equation 3.8 

Where 𝜇(𝐸) is the measured absorption coefficient, 𝜇0(𝐸) is a background 

function representing the absorption of a single atom (with no neighbours 

causing modulation in the signal) and ∆𝜇0 is the measured increase in ab-

sorption seen at the binding energy 𝐸0 (shown on Figure 3.4). This function 

normalises the data and thus corrects for variations in the sample thickness, 

experiment set up and concentration of absorbing atoms so that different 

data sets can be compared (both within a single experiment set and be-

tween data collected on different machines).    
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Figure 3.4 XAFS spectrum of the Ir L3 edge of PdIr/C. 

Different frequencies are seen in the EXAFS due to different near-

neighbour coordination environments. This is modelled in the EXAFS equa-

tion given by: 

 𝜒(𝑘) =  ∑
𝑁𝑗𝑓𝑗(𝑘)𝑒−2𝑘2𝜎𝑗

2

𝑘𝑅𝑗
2 sin[2𝑘𝑅𝑗 + 𝛿𝑗(𝑘)]

𝑗

 Equation 3.9 

Where 𝑓(𝑘) and 𝛿(𝑘) are scattering properties (amplitude and phase shift 

respectively) of the neighbouring atoms, 𝑁 is the coordination number, 𝑅 is 

the distance to the neighbouring atom, and 𝜎2 is the mean square disorder 

in 𝑅 [179]. It should be noted that energy has been converted to 𝑘 (wave-

number) in this equation. This EXAFS equation averages many interacting 

atom pairs and accounts for different neighbouring atom types by summing 

contributions from all the different coordination shells, each one (of the 

same distance from the central atom) represented by 𝑗. This means that the 

EXAFS oscillation consists of many different frequencies, corresponding to 

all the different coordination shells, and therefore requires the use of Fouri-

er transforms in the analysis. 
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To account for inelastic scattering and the lifetime of the hole created 

by ejection of a photoelectron (a back-scattered photoelectron must return 

to the atom before its excited state has decayed), the EXAFS equation is 

modified as follows: 

 𝜒(𝑘) =  ∑
𝑁𝑗𝑓𝑗(𝑘)𝑒−2𝑘2𝜎𝑗

2

𝑒−2𝑅𝑗 𝜆(𝑘)⁄

𝑘𝑅𝑗
2 sin[2𝑘𝑅𝑗 + 𝛿𝑗(𝑘)]

𝑗

 Equation 3.10 

Where 𝜆 is the mean free path of the photoelectron, typically between 5 

and 30 Å. The mean free path and 𝑅−2 terms mean that XAFS only probes 

the local environment of an atom to around 5 Å.   

Extraction of these parameters from EXAFS data can provide very use-

ful information about the structure of the catalyst, for example whether it 

has a core-shell structure or is a mixed alloy, and the degree of mixing 

therein [180-183]. A comprehensive overview of the modelling of structure 

and composition of nanoclusters via EXAFS can be found from Frenkel et 

al. [184].  

Many empirical effects can affect the amplitude of the scattering, such 

as the detector setup and sample quality, as well as the nature of the ab-

sorbing element itself. For this reason, an amplitude reduction factor, 𝑆0
2, is 

added as a multiplier of the amplitude function to give the final version of 

the EXAFS equation: 

 
𝜒(𝑘) =  ∑

𝑁𝑗𝑆0
2𝑓𝑗(𝑘)𝑒−2𝑘2𝜎𝑗

2

𝑒−2𝑅𝑗 𝜆(𝑘)⁄

𝑘𝑅𝑗
2 sin[2𝑘𝑅𝑗

𝑗

+ 𝛿𝑗(𝑘)] 

Equation 3.11 

3.6.2 Experimental  

XAFS spectra were collected on the B18 beamline at the Diamond Light 

Source. 11 mm diameter pellets were prepared consisting of the catalyst and 

a cellulose power as a binder and pressed at 3 tonnes. The amount of cata-

lyst in each pellet was determined by using HEPHAESTUS software [185] 

to calculate the desired absorption per unit area in order to give an edge 

jump between 0.25 and 1 for the edge of interest. For practical ease, the 

same pellets were used for the Pd and Ir edges, with a density selected as a 

compromise giving a sufficient jump at both edges.   
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Spectra were obtained at both the Pd K edge (24350 eV) and the Ir L3 

edge (11216 eV) in transmission mode for 300 s each in steps of 1 eV ms-1. 

The beam operates with a ring energy of 3 GeV and a current of 300 mA 

and a Si(311) monchromator was used for all experiments. Calibration was 

performed on Pt and Pd foils, both of which were in place for every spec-

trum. At least 3 spectra were collected and merged for each sample in order 

to average the signal.   

3.6.3 Data Analysis 

Data analysis was carried out using the Demeter software suite [185] (con-

sisting of ATHENA, ARTEMIS, HEPHAESTUS and ATOMS) implement-

ing the FEFF6 and IFEFFIT codes [186, 187]. ATHENA is used to convert 

the raw data into absorption coefficient as a function of energy, 𝜇(𝐸). A 

background signal was generated using the AUTOBK method [188] in order 

to isolate the k-space EXAFS from the raw data and the data was normal-

ised using ATHENA. Merging of multiple spectra was also carried out in 

ATHENA. 

Fitting of the merged data was carried out using ARTEMIS software in 

conjunction with FEFF. FEFF is used to generate scattering paths for giv-

en structures and calculate theoretical scattering amplitudes and phase 

shifts which, along with 𝜆(𝑘), are used in the EXAFS equation to predict 

and refine the structural parameters N, R and σ until a good fit to the ex-

perimental data is obtained. From Equation 3.11 it can be seen that both N 

and 𝑆0
2 are multipliers of the scattering amplitude, and therefore cannot be 

independently determined without prior knowledge of the system. For this 

reason, the first fit conducted was on the Pd reference foil (Figure 3.5) as 

the coordination number can safely be assumed to be that of crystalline Pd, 

12. By setting 𝑁 = 12 the value of 𝑆0
2 returned from the fit of the reference 

foil is equal to the amplitude reduction factor, determined to be 0.83 ± 

0.05. This value is then used in the fitting of the catalyst sample data, 

where the coordination is unknown (there will be some degree of coordina-

tion of, say, a Pd absorber to all of Pd, Ir and O and therefore the Pd-Pd 

coordination is expected to be less than 12 as it is in a pure crystal). The 

value for 𝑆0
2 is chemically transferable, meaning that the value calculated 

for Pd foil is applicable to all Pd compounds. For fitting of the catalyst 
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samples N is set to 1, meaning that the returned value of 𝑆0
2 is actually the 

product of the coordination number and the amplitude reduction factor, 

and thus dividing this number by, in our case, 0.83 yields the coordination 

number for a given scattering path. In the absence of an Ir reference foil, 

the value of 0.83 was also used in fitting paths with Ir as the absorbing at-

om. Given that the empirical effects of the experimental setup and the 

sample inhomogeneity are consistent (the same pellet is used for both Pd 

and Ir edge measurements) this approach is generally valid, though it is 

likely to be a source of small error in the determined values of the parame-

ters. Additionally, the 𝑆0
2 for Pt foil was also calculated to be 0.80 ± 0.06 (a 

similar value was found by Nashner et al [189]) and given that Pd, Pt and 

Ir are all electronically similar it is a reasonable approximation to apply the 

value from Pd and Pt to the Ir fit.   
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Figure 3.5 (a) The k3 weighted Pd K edge experimental data (black) and fits (red) for 
the Pd reference foil from which the amplitude reduction factor of 0.83 was calculated and 
(b) the corresponding k3 weighted Fourier transform.  

With the amplitude reduction factor determined, modelling and fitting 

of the PdIr/C system was carried out. As no crystallographic data for PdIr 

alloy nanoparticles were found on the Crystallography Open Database 

(COD), some assumptions and modifications of extant structural infor-



 69 

mation were required in order to generate scattering paths through the 

ATOMS and FEFF programmes.  

The first and main constraint applied to the model is to only look at the 

first coordination shell, i.e. the nearest neighbours of the absorbing atom, 

by selecting only the single scattering paths, from absorber atom to nearest 

scattering atom and back to the absorber atom (Figure 3.6). This is suffi-

cient to ascertain the coordination of both absorbing atoms (Pd and Ir) to 

each of Pd, Ir and O and therefore deduce the structure of the catalyst, and 

keeps the number of variables in the fit as low as possible [190].  

 

Figure 3.6 The single scattering path from absorber atom (A) to scattering atom (S) 
and back. 

The following input structures from the COD were used in the ATOMS 

programme to generate structures for the FEFF calculations; Pd [191], Ir 

[192], PdO [193] and IrO2 [194]. The lattice parameters of both Pd and Ir 

were adjusted to the value obtained from XRD for the PdIr/C 1:1 catalyst, 

3.8851 Å. The paths used for the Pd edge data were: Pd*-Pd-Pd*, 

Pd*-Ir-Pd* and Pd*-O-Pd* and for the Ir edge; Ir*-Ir-Ir*, Ir*-Pd-Ir* and 

Ir*-O-Ir* where the asterisk denotes the absorbing atom. The Pd*-Ir-Pd* 

path was generated by exchanging the absorber atom in the Ir crystal 

structure for Pd in FEFF (and leaving all other atoms in the cluster as Ir), 

and vice versa for the Ir*-Pd-Ir* path. 

With all the paths generated, the data for the Pd edge and Ir edge were 

simultaneously fitted using ARTEMIS. This model gives 18 separate pa-

rameters divided in the following way: 

 2 × Δ𝐸0: The edge energy for Pd and Ir 

 6 × 𝑆0
2: Amplitude reduction factor, effectively the coordination 

number as N is set to 1, for Pd-Pd, Pd-Ir, Pd-O, Ir-Ir, Ir-Pd 

and Ir-O 

 5 × Δ𝑅: The average variation in bond length from the theoreti-

cal bond length, 𝑅0, calculated from the ATOMS input such 

that 𝑅 = 𝑅0 + Δ𝑅. The distinct bond lengths are; Pd-Pd, Pd-O, 

Ir-Ir, Ir-O and Pd-Ir (Ir-Pd is identical) 
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 5 × 𝜎2: The mean square disorder in bond length for the 5 dis-

tinct bonds outlined above 

All data were fitted for 3 ≤ 𝑘 ≥ 17 Ǻ-1 (the range over which there were 

significant oscillations in the absorption coefficient) and 1 ≤ 𝑅 ≥ 3 Ǻ, the 

latter constraining the fit to the first coordination sphere. None of the paths 

used in the fit had contributions above 𝑅 = 3. A 𝑘3 weighting was also used 

for all fits in order to amplify the spectrum at high wavenumber, which 

tends to attenuate rapidly with increasing 𝑘, giving a roughly equal ampli-

tude of oscillation across the full 𝑘 range and thus making sure the data 

across the full range contribute equally (Figure 3.5 (a)). 

3.7 ICP-AES 

Inductively coupled plasma atomic emission spectroscopy (ICP-AES) is of-

ten used for trace metal analysis. It uses ICP to excite ions that then emit 

characteristic energy spectra, of which the relative intensity can be used to 

calculate the concentration of the element in the sample. The catalysts were 

digested into their constituent elements using concentrated HNO3 and HCl 

(3:1 ratio, aqua regia) under sonication for 1 hr and then the elemental 

make-up of the catalysts tested with ICP-AES at the Department of Civil 

Engineering Imperial College London. The instrument used was an Optima 

7300 DV ICP-OES from Perkin Elmer (Massachuetts, USA).   

3.8 Low Energy Ion Scattering 

Low energy ion scattering (LEIS) is a surface sensitive spectroscopic tech-

nique that uses ionised atoms of the noble gases, He, Ne or Ar, to chemical 

and structural make up of surfaces by measuring the energy and position of 

the incident ions after interaction [195, 196]. As the energy of the scattered 

ion is directly related to the mass of the scattering atom, a spectrum of 

masses of surface elements can be developed [197]. Due to the high proba-

bility of neutralization of low energy noble gas ions, it is only ions scattered 

by the outermost surface atoms that have any chance of returning to the 

detector as ions, and thus the technique is inherently surface sensitive 

(compared with XPS which is often used for surface analysis yet probes a 

depth of around a dozen atomic layers [198]). This makes it a useful tool for 

the study of many surfaces, particularly catalysts where the surface struc-
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ture and composition are integral to the performance of the material [199, 

200]. LEIS does not have a high enough spatial resolution to measure indi-

vidual particles and thus for these purposes is a bulk (surface) 

technique [201]. 

The instrument used for the LEIS experiments in this thesis was an 

IONTOF Qtac100 equipped with He, Ne and Ar primary ion sources with a 

fixed beam angle of 145° and scattered ions detected at the full azimuthal 

angle. Samples were prepared by compressing the catalyst powder into a 

thin disk pellet in order to give as flat a surface as possible. 

As all catalyst samples had some element of surface oxidation or other 

contamination, sputtering was required to clean the surface and obtain a 

signal from the Pd and Ir in the nanoparticles. The sputtering beam used in 

all presented experiments was Ar, with Ne used as the primary beam at 

5 keV. Spectra were collected using an alternating 30 s acquisition time fol-

lowed by a 10 s sputtering. This cycle was repeated 131, 145 and 141 times 

for the PdIr/C, PdIr/CHSA and PdIr/C 9:1 catalysts, respectively. The par-

tial spectra were then totalled to give the accumulated spectrum. Back-

ground signals were removed to give a net intensity for the Pd and Ir 

peaks, which were then fit using the included instrument software in order 

to obtain the peak integral ratios. The partial spectra were also fit individ-

ually using this method in order to generate the sputtering profile data.  

3.9 Electrochemical Testing 

3.9.1 Materials and Equipment 

3.9.1.1. Chemicals 

Potassium Hydroxide: 38%wt solution of KOH in water, AnalR 

Normapur grade from Sigma Aldrich. A high purity KOH solution 

used as the electrolyte for all electrochemical experiments to mini-

mise the effect of impurities. 

Nafion Solution: A dispersion of Nafion ionomer in a water solu-

tion, 10.3% Nafion by mass, from Dupont. Used in ink preparation. 

Acetone: >99.5% from Sigma Aldrich. Used in ink preparation. 

IPA: Isopropyl alcohol, CH3CH(OH)CH3 >99.7% from VWR. 

Used in ink preparation. 
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Micropolish: A suspension of 1μm aluminium oxide particles used 

in conjunction with a microcloth for polishing of glassy carbon elec-

trodes obtained from Buehler. 

Gases: All gases used are from BOC and are zero grade. Gases 

used are: N2, H2 and CO.  

Catalysts: The catalysts used for these experiments are the in-

house PdIr/C, PdIr/CHSA, Pd/C and Ir/C, and a commercially 

available Pt/C catalyst from Alfa Aesar. The commercial catalyst 

was 39.25% Pt by mass and with an XRD crystallite size of 3.5 nm.    

3.9.1.2. Equipment 

Piping and Fittings: Nylon 1/4in outer diameter piping is used 

all gas connections. Swagelock and Hamlet LetLock compression fit-

tings are used for gas-tight connections. All piping and fittings are 

supplied by FTI Ld. 

Glassware: Bespoke 3-electrode glass electrochemical cells were 

supplied by Adams and Chittenden. They consist of a main chamber 

surrounded by a water-jacket camber, a luggin capillary for the ref-

erence electrode chamber and a counter electrode chamber separated 

from the main chamber by a ceramic frit. There is a 24/40 ground 

glass opening to the main chamber allowing a good fit with the 

PTFE rotator sheath, and three threaded openings allowing a gas in 

tube, gas out tube and thermometer to be inserted. 

PTFE Cell: A bespoke PTFE cell was also used for electrochem-

ical experiments, more details of which are given in Section 3.9.3. 

Rotator: A rotator and controller unit from Pine Instruments is 

used to control the rotation rate of the electrode. 

Rotating Disk Electrode: A PTFE-encapsulated glassy carbon 

electrode is threaded onto the end of the rotator shaft and forms the 

working electrode. 

Reference Electrode: A Hydroflex reversible hydrogen electrode 

(RHE) from Gaskatel was used as the reference electrode. The elec-

trode consists of a platinum wire and a cartridge hydrogen supply. 

The PTFE shaft contains no electrolyte and so is designed to be 

used in a wide range of working electrolyte solutions. The reference 

electrode establishes the potential against which all other measure-

ments are made. 
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Counter Electrode: Also called an auxiliary electrode, a high sur-

face area Pt mesh (99.9% Pt, from Alfa Aesar) is used to counter 

any electrochemical-half reaction occurring at the working electrode 

(acting as a cathode when the working electrode is the anode and 

vice versa). The counter electrode must be of much greater surface 

area than the working electrode to ensure that the reaction occur-

ring at it is fast and therefore does not impede the reaction at the 

working electrode [202]. 

Faraday Cage: Constructed using aluminium frame and galva-

nised wire mesh, the faraday cage is used to isolate electrical noise 

from the experiments. 

Potentiostat: An Autolab PGSTAT302 from EcoChemie was 

used to control and measure the potential and current of the work-

ing electrode. It is connected to the working, reference and counter 

electrodes and grounded to the faraday cage.  

3.9.2 Experimental 

3.9.2.1. General Experimental Preparation 

Before each experiment the glass cell and its components are thoroughly 

cleaned with acetone, deionised water and then 100 ml of 1M KOH solu-

tion. To ensure that all parts of the cell are covered by KOH, it is tilted 

side to side to remove any air bubbles in the luggin capillary and other 

electrode chambers. The cell is then rinsed and filled with deionised water 

for storage. This cleaning procedure is repeated weekly or whenever an im-

purity is encountered. 

The pre-prepared electrode is then wetted with deionised water and at-

tached to the rotator shaft and the cell is assembled with a RHE reference 

electrode and a Pt mesh counter electrode and 125 ml of 1M KOH solution. 

The working electrode is lowered to within 5 mm of the luggin capillary 

opening to negate any electrode resistances. Any air bubbles in the cell, 

luggin capillary or on the surface of the working electrode are removed by 

tilting the cell or rotation of the electrode. 

Nitrogen gas is bubbled through the solution for 20 minutes via a glass 

tube containing a frit to reduce the bubble size and increase dissolution and 

therefore deaerating the solution. The final preparation step is electrochem-

ical cleaning of the electrode. This is accomplished by potential cycling be-
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tween 0 – 1.2 V vs RHE at 20 mVs-1 for 10 cycles, or until the CV is stable 

and repeatable. The system is now ready for electrochemical experiments.  

3.9.2.2. Electrode Preparation  

Glassy carbon electrodes are cleaned and polished using a figure of eight 

motion on a micropolishing cloth and with 1 μm alumina solution for five 

minutes, or until a mirror finish is obtained. The electrode is then washed 

with acetone and thoroughly rinsed with deionised water before drying un-

der a glass beaker. 

The volume of ink required to make the electrode is calculated by using 

the desired metal loading and the metal ink density (from Equation 3.2): 

 𝑉ink =
𝑚metal

𝜌ink
 Equation 3.12 

This volume of ink is then deposited on the glassy carbon electrode surface 

with a micropipette in such a way that it is in contact with the glassy car-

bon only, and not the PTFE sheath, and left to dry at room temperature 

under a glass beaker. Garsany et al. [203] showed that the quality of the 

catalyst layer of the electrode can have a large bearing on the electrochemi-

cal performance, and so a uniform layer covering the entire surface of the 

glassy carbon is desired. The loading of metal in the experiments used is 35 

μg cm-2. 

3.9.3 PTFE Cell 

Strong alkaline solutions can corrode glass and so all electrochemical exper-

iments were conducted as swiftly as possible to minimise contamination 

from the glass cell. Mayrhofer et al. [204] studied the effect of glass corro-

sion on the electrocatalysis of Pt and suggested use of a PTFE electrochem-

ical cell in order to improve the reproducibility and quality of the electro-

chemical results. A bespoke PTFE cell was manufactured to the specifica-

tions outlined by Mayrhofer et al. to allow more stable and repeatable re-

sults, as well as the ability to conduct long term durability experiments (see 

Section 5.2.7).  

The PTFE cell includes separate reference and counter electrode com-

partments, the former connected to the main cell chamber via a narrow 

bore that acts as a luggin capillary. The hydrogen concentration in the elec-
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trolyte was initially found to be too low when using the PTFE and so a lid 

designed to perfectly fit the conical sheath of the RDE was constructed. 

This improved the hydrogen pressure in the cell and therefore the hydrogen 

saturation in the electrolyte, and consequently the HOR results. All parts of 

the cell including the frits and gas diffusion structures were constructed of 

PTFE. 

In a further attempt to increase stability and repeatability, and also to 

more closely reflect the majority of the work in the literature, the KOH so-

lution used the subsequent PTFE cell experiments was reduced to 0.1 M. 

The lack of protruding luggin capillary in the cell could mean that there 

is less travel distance for the electrolyte flow towards the electrode surface 

(directed by the rotation of the disk electrode) than in the glass cell set up. 

This means that the practice of placing the electrode as close to the luggin 

as possible might not be valid or desirable in the PTFE cell. Indeed, it was 

found that when the electrode was placed too close to the luggin hole the 

HOR activity was artificially low, giving a similar effect to that seen when 

H2 concentration is low. Thus, the electrode was placed around 10 mm 

away from the luggin and its position on the clamp stand marked in order 

that all subsequent experiments were conducted with a similar distance to 

the luggin.  

3.9.3.1. Alkaline inks 

Nafion was originally used as a binder in the RDE inks, as in some exam-

ples in the literature [205-207], but as the electrochemical surface area de-

rived from alkaline experiments was lower than for the same catalysts in 

acid (see Section 5.1.1) (these results not shown in this thesis) it was sus-

pected that the Nafion binder might be inhibiting the OH- mediated HOR 

in alkaline. Therefore, an alkaline anion ionomer solution (AS-4, Tokuyama 

Corporation) was obtained and used in further testing.  

Excepting the differences mentioned above, all other gases, reagents and 

experimental conditions were consistent with the testing in a glass cell.  

3.10 Electrochemical Impedance Spectroscopy 

Electrochemical impedance spectroscopy (EIS) is a powerful diagnostic tool 

for electrochemical systems or reactions. It involves imposing a perturbing 

sinusoidal signal of either voltage or current and measuring the correspond-

ing response in either current or voltage over a range of frequencies of the 
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applied signal. Different processes will have different responses at different 

frequencies due to the time constant of their response, and so ohmic, charge 

transfer and mass transport losses (resistances) can be inferred and mod-

elled from EIS. 

3.10.1 EIS Background Theory 

Taking the example of applying a voltage signal and measuring the current 

response, a sinusoidal perturbation in V is applied over a wide range of fre-

quencies (typically between 100 kHz and 0.1 mHz) and the current response 

is measured at each frequency. The voltage and current signals are de-

scribed by the following equations, respectively, as a function of time: 

 𝑉(𝑡) = 𝑉0 cos𝜔𝑡 Equation 3.13 

 𝐼(𝑡) = 𝐼0 cos(𝜔𝑡 + 𝜙) Equation 3.14 

 Where 𝑉0 and 𝐼0 are the amplitudes of the signals, 𝜔 is the angular fre-

quency and 𝜙 is the phase shift of the measured response with respect to 

the applied signal. This can be seen in Figure 3.7. 
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Figure 3.7 The applied voltage signal (black) and corresponding current response (red). 

Impedance is a complex property and is composed of a real component 

(resistance) and an imaginary component (reactance – capacitance or in-

ductance). This can be represented in Cartesian form as: 
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 𝑍 = 𝑅𝑒{𝑍} + 𝐼𝑚{𝑍} = 𝑅 + 𝑖𝑋 Equation 3.15 

Or in polar coordinates as: 

 𝑍 = |𝑍|𝑒𝑖(𝜙) Equation 3.16 

Where 𝑍 is the complex impedance, 𝑅 is the resistance, 𝑋 is the reactance, 

𝑖 = √−1, |𝑍| is the magnitude of the impedance and 𝜙 is the phase shift 

between the voltage and current signals. 

 Expressing the voltage and current in the polar forms, and noting that 

via Euler’s relationship cos(𝜔𝑡 + 𝜙) = 𝑅𝑒{𝑒𝑖(𝜔𝑡+𝜙)} (the real part of a com-

plex function), gives representations of the voltage and current as follows: 

 𝑉(𝑡) = 𝑉0𝑒
𝑖𝜔𝑡 Equation 3.17 

 𝐼(𝑡) = 𝐼0𝑒
𝑖(𝜔𝑡−𝜙) Equation 3.18 

The impedance of a system, 𝑍, is defined in an analogous way to Ohm’s law 

as: 

 𝑍(𝜔) =
𝑉(𝑡)

𝐼(𝑡)
=

𝑉0𝑒
𝑖𝜔𝑡

𝐼0𝑒
𝑖(𝜔𝑡−𝜙)

= |𝑍|𝑒𝑖𝜙 Equation 3.19 

It can therefore be seen that the magnitude of the impedance (|𝑍|) is the 

ratio of the amplitudes of voltage and current. Impedance spectra are often 

represented as Nyquist plots with 𝑅𝑒{𝑍} on the x-axis, −𝐼𝑚{𝑍} on the y-

axis and |𝑍| and 𝜙 shown by the length and anticlockwise angle to the x-

axis of a vector drawn to any data point, respectively. This is shown in 

Figure 3.8. Each data point on a Nyquist plot is the impedance at a single 

frequency and as such is not explicit in showing frequency information. For 

this, a Bode plot is used whereby the frequency is plotted against both 

magnitude and phase (Figure 3.9). By Euler’s relationship: 

 |𝑍|𝑒𝑖𝜙 = |𝑍|(cos𝜙 + 𝑖 sin𝜙) = 𝑅 + 𝑖𝑋 Equation 3.20 

Therefore magnitude and phase are given by: 

 |𝑍| = √𝑅2 + 𝑋2 = √(𝑅𝑒{𝑍})2 + (𝐼𝑚{𝑍})2 Equation 3.21 
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 tan𝜙 =
sin𝜙

cos𝜙
, 𝜙 = tan−1 (

𝐼𝑚{𝑍}

𝑅𝑒{𝑍}
) Equation 3.22 

Therefore the magnitude and phase at each frequency can be calculated 

from the real and imaginary components of the impedance, obtained from 

the 𝑥 and 𝑦 values of a data point on a Nyquist plot. In practice, the phase 

and magnitude of the applied and measured signals are recorded by the im-

pedance analyser and the Nyquist plot is constructed from these 

values [208]. 

 

Figure 3.8 Nyquist plot of impedance data simulated using Z view software for a 

Randles circuit with elements R1 = 10 Ω, R2 = 100 Ω and C = 10-6 F and frequencies from 1 
mHz to 1 MHz. 
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Figure 3.9 Bode plots of the same simulated circuit as in Figure 3.8 showing the varia-
tion in (a) magnitude and (b) phase with frequency. 
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3.10.2 Equivalent Circuits 

Impedance data can be used to model electrochemical processes as electrical 

circuits consisting of ideal resistors (R), capacitors (C), and inductors (L). 

This allows parameters such as solution resistance, charge transfer re-

sistance and double-layer capacitance to be extracted from fitting of imped-

ance data and therefore a powerful insight into the various processes occur-

ring in an electrochemical reaction unavailable from, for example, a polari-

sation curve. The impedance of each element is shown below: 

 𝑍R = 𝑅 ;  𝑉 = 𝐼𝑅 Equation 3.23 

 𝑍C = 
1

𝑖𝜔𝐶
  ;  𝐼 = 𝐶

d𝑉

d𝑡
 Equation 3.24 

 𝑍L = 𝑖𝜔𝐿  ;   𝑉 = 𝐿
d𝐼

d𝑡
 Equation 3.25 

 

One of the most common equivalent circuits is the Randles circuit 

(Figure 3.10), used to simulate the Nyquist plot shown in Figure 3.8. It 

consists of a resistor (REL) representing the electrolyte resistance in series 

with a parallel combination of a capacitor (CDL) representing the double-

layer capacitance at an electrode surface and a resistor (RCT) representing 

the Faradaic charge transfer resistance. This circuit produces a perfect 

semi-circle on a Nyquist plot, with the offset from the origin being equal to 

REL (the high frequency intercept) and the diameter of the semi-circle being 

equal to RCT (the low frequency intercept, minus REL). 

 

Figure 3.10 An ideal Randles circuit 
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In reality, electrochemical reactions at electrode surfaces are complex 

and do not behave ideally and modifications of the circuit elements are 

made to account for this. One such modification is to use a constant phase 

element (CPE) in place of a capacitor. The CPE models the behaviour of a 

double-layer in that it acts as an imperfect capacitor in the following way: 

 𝑍CPE =
1

𝑄(𝑖𝜔)𝑛
 Equation 3.26 

Where 𝑄 is the CPE’s admittance and 𝑛 is an integer value 0 ≤ 𝑛 ≤ 1. 

When 𝑛 = 1 the CPE is an ideal capacitor with capacitance of 𝑄 and when 

𝑛 = 0 it is an ideal resistor. When using a CPE to model a non-ideal capac-

itor, 𝑛 should be > 0.75, or else the CPE element is far from behaving as a 

capacitor. The CPE, when in parallel combination with a resistor, causes a 

depression in the semi-circle of the Nyquist plot. The phase of a CPE is in-

dependent of frequency and is equal to −(90° × 𝑛), where 0 ≤ 𝑛 ≥ 1, and 

𝑛 = 0 behaves like a pure resistor and 𝑛 = 1 an ideal capacitor. 

When diffusion resistance, or mass transport resistance, exists in an 

electrochemical system a Warburg element with the following impedance is 

used: 

 𝑍W = 𝜎𝜔−1 2⁄ − 𝑖𝜎𝜔−1 2⁄  Equation 3.27 

Where 𝜎 is the Warburg coefficient. When placed in series with the charge 

transfer resistance (Figure 3.11) an infinite Warburg element produces a 45° 

line after the charge transfer arc (Figure 3.12 a). A similar effect can be 

produced when 𝑛 = 0.5 for a CPE. This Warburg impedance only applies 

when there is an infinite diffusion layer thickness. In the case of limited dif-

fusion, such as that created by the well-defined diffusion boundary layer in 

an RDE experiment, a bounded transmissive Warburg element is used, with 

impedance of: 

 𝑍BW =
𝑅Dtanh(𝜎𝜔)1 2⁄

(𝜎𝜔)1 2⁄
 Equation 3.28 
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Where 𝑅D is the mass transport resistance [209]. This has the effect of form-

ing a second arc after the charge transfer arc on the Nyquist plot (Figure 

3.12 b) with a diameter of 𝑅D.   

 

Figure 3.11 A Modified Randles circuit with a CPE replacing the ideal capacitor and a 
Warburg element (infinite or finite) in series with the Faradaic resistance. 
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Figure 3.12 Nyquist plots for simulated Randles circuits with (a) an infinite Warburg el-
ement and (b) a finite Warburg element with frequency range 1 mHz to 1 MHz. Both show 
depressions of the charge transfer arc due to the use of a CPE in place of an ideal capacitor. 

The preceding treatments apply to an electrochemical reaction at a single 

electrode. In the case of a fuel cell a second Randles circuit can be placed in 

series to the first in order to model both the anode and the cathode, with a 

single series resistor giving the sum total ohmic resistance of the cell. 

When a suitable equivalent circuit is chosen, based on the data obtained 

and the expected electrochemical setup (for example, noting if diffusion lim-

itation is likely to apply and the number of reactions occurring) a complex 

non-linear least-squares method can be used to fit the equivalent circuit to 

the experimental data and therefore obtain the relevant parameters of the 

model. In particular, calculating the charge transfer and mass transport re-

sistances can give vital information about the performance of a catalyst and 

electrode in a fuel cell. 
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3.10.3 Experimental 

Impedance data were collected using an Autolab potentiostat and FRA 

software in potentiostatic mode over a frequency range of 0.1 Hz to 100 kHz 

with an amplitude of 10 mV. ZView software (Scribner) was used to model 

and fit the equivalent circuits. All impedance measurements were taken 

with respect to open circuit potential, as measured by the potentiostat. 

3.11 Durability Experiments 

The stability of the PTFE cell set up compared with the glass cell affords 

the ability to study the durability of the catalysts under accelerated stress 

testing. Many accelerated test protocols exist for acidic PEM fuel cells, 

however, to the author’s knowledge no standardised tests exist for alkaline 

catalyst durability. For this reason, the standard protocols for PEM testing 

were followed, and detail of the electrochemical procedures used is given in 

Section 5.2.7. The PTFE cell was prepared in the same way as for all other 

electrochemical testing. 

3.12 Fuel Cell Testing 

Initial in situ fuel cell testing of the catalysts was conducted using two main 

systems; a bespoke Whistonbrook system consisting of automated load, 

valves, flow meters and cell heaters, and a commercial Scribner test station 

that also included a humidification system.  

3.12.1 Materials 

Below are details of all materials and equipment used for fuel cell testing. 

3.12.1.1. Chemicals 

Sulphuric Acid: H2SO4 for Nafion membrane preconditioning, 

from Sigma Aldrich, ≥97.5% assay. 

Hydrogen Peroxide: H2O2 for cleaning Nafion membranes, 3% so-

lution in water from Sigma Aldrich. 

Potassium Hydroxide: KOH for Tokuyama membrane precondi-

tioning, from Sigma Aldrich, ≥85% hydrated.  

Gases: All gases used are from BOC and are zero grade. Gases 

used are: O2, N2, H2, Air and CO2-free air. 
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3.12.1.2. MEA Materials 

Nafion 212: Proton conducting membrane from Dupont. 

Tokuyama A006: OH- conducting polymer membrane from To-

kuyama Corporation. 

Tokuyama A201: OH- conducting polymer membrane from To-

kuyama Corporation. 

Gas Diffusion Material: GDM consisting of Toray macroporous 

carbon paper (GDL) coated in a PTFE-based carbon ink, total 

thickness ≈ 190 μm. Used as a base for the catalyst coating in order 

to make fuel cell electrodes. JM v2 GDM obtained from Johnson 

Matthey. 

Platinum Electrodes: Commercial fuel cell electrodes from Alfa 

Aesar consisting of Toray GDL, carbon ink layer bound by PTFE 

and catalyst layer containing a loading of  0.54 mg cm-2 of catalyst 

and the same mass of Nafion binder. The product name is ‘H2 Elec-

trode/Reformate Cathode’. 

Tygaflor: A PTFE coated woven fabric used to protect the MEA 

during the hot-pressing process. 

3.12.1.3. Equipment 

Piping and Fittings: Nylon 1/4in outer diameter piping is used 

for room temperature gas connections, PTFE 1/8in piping is used 

for gas connections in and out of the test cell where temperatures 

might exceed 65°C and steel piping is used for permanent fittings 

(1/4” and 1/8”). Swagelock and Hamlet LetLock compression fittings 

are used for gas-tight connections. All piping and fittings are sup-

plied by FTI Ltd. 

Hot Press: Carver pneumatic hot press with 12×12 inch pressing 

area used to laminate MEAs. Fitted with oil pressure gauges for 

monitoring applied force.  

Bespoke Test Station: Fuel cell testing is carried out with a be-

spoke fuel cell test station created by Whistonbrook. It consists of a 

10 A load bank, a potentiostat to measure the cell voltage, 5 ther-

mocouple inputs, two electric heating cartridges and electronic 

valves for the following gases: Air, Helox, Oxygen, Nitrogen, Hydro-

gen and ‘Mixed’. All flow rates are regulated via software-controlled 
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electronic mass flow meters (Bronkhorst) except hydrogen gas which 

is controlled manually with an acrylic flow meter. It also has a soft-

ware-controlled peristaltic pump for methanol delivery and a manu-

al bladder valve for cell compression with N2 gas (see Figure 3.13). 

The system is capable of impedance measurements via the current 

interrupt method. 

Commercial Test Station: Improved fuel cell testing was per-

formed using the commercial Scribner 840 fuel cell test system 

(Scribner Associates). The unit comprises controlled and program-

mable load, fuel and temperature controls and dew-point humidifi-

cation control of all gases. The improved humidification in particu-

lar leads to higher performing fuel cells. The same single cell test cell 

was used for this system as for the Whistonbrook system. 

Humidification: For the Whistonbrook system, humidification of 

the gas streams is achieved by bubbling the gas through Schott bot-

tles (through a bed of glass beads to help diffusion) held in a water 

bath at 10 °C higher than the cell operating temperature. The gas 

enters the humidification system after exiting the Whistonbrook test 

station and the humidified gas flows through insulated PTFE tubing 

directly into the test cell. As already mentioned, the Scribner system 

has integrated dew-point humidification control and provides much 

improved humidification. 

Test Cell: Single MEA test cell of active area 10.9 cm2 shown in 

Figure 3.13. 
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Figure 3.13 Test cell for single MEA testing. The MEA is sandwiched between the two 
bipolar plates which contain two holes for the voltage sensor leads (seen on the right of the 
image) and the load is applied to the gold current collector plates. Heating cartridges are 
inserted into the large holes in the heating plates and thermocouples in the smaller holes. 
Cell compression is achieved through gas pressure (usually 4 bar) applied to the bladder 
plate via the one-way bladder valve, and the compression bolts tightened to 2 Nm using a 
torque wrench. 

Current Collection Plates: The current collection plates allow the 

conduction of electrons to and from the MEA and have flow chan-

nels machined in them to allow the delivery of gas to the GDL sur-

face of the MEA. The plates are shown in detail in Figure 3.14 in 

the orientation they would be in the test cell, i.e. the anode plate 

view is of the ‘outside' and the cathode plate of the ‘inside’. When 

assembling the cell the MEA is placed on the cathode plate and 

then the anode plate placed on top. The anode gas is delivered in 

the ‘gas in’ port on the right of the anode plate, around the flow 

channel (not shown) and out of the ‘gas out’ port on the anode 

plate. The cathode gas has to pass through the anode plate (‘gas 

through’ holes) and is delivered to the ‘gas in’ port of the cathode 

plate, travels through the serpentine flow channels and out of the 

‘gas out’ port of the cathode plate (where it must again pass 

through the anode plate to exit the test cell). 
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Waterbath: Used for preparation of membranes, has a working 

range of 20-100°C. 

 

 

Figure 3.14 The bipolar plates showing the gas in and out ports, holes for the gas to 
pass through the anode plate to the cathode plate, the serpentine flow channel (detail inset) 
and the silicon rubber seals. The holes in the four corners of the plates are for alignment 
pins used for correct and consistent assembly of the test cell.  

3.12.2 Electrode Preparation 

In-house fuel cell electrodes are prepared by cutting 3.3×3.3 cm squares of 

GDM (using a steel template and a scalpel) and coating them with catalyst 

inks (section 3.2) applied with an airbrush. In order to get an accurate idea 

of the loading of the catalyst, the GDM is weighed before application of the 

ink and the total mass of dried ink required for a desired loading is calcu-

lated (based on the formula in Section 3.2.1.2). The ink is then applied and 

left to dry until the mass of the electrode is unchanging. Multiple coatings 

of ink are applied until the desired catalyst loading is achieved.  

Though it is difficult to obtain the exact loading desired (as such small 

amounts of catalyst are applied to the GDM), the mass is always accurately 

recorded, enabling an accurate calculation of the actual loading of a par-

ticular electrode.  

Whenever a platinum electrode is mentioned, it is simply prepared by 

cutting the commercial platinum electrodes obtained from Alfa Aesar.  
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3.12.3 MEA Manufacture 

The ‘working part’ of the fuel cell is the membrane electrode assembly. As 

the name suggests, it consists of an anode and cathode electrode sandwich-

ing a membrane and is manufactured in the following way: 

3.12.3.1. Membrane Preconditioning 

The membranes as received contain no water molecules and are likely con-

taminated with dust or organic detritus. For this reason the Nafion mem-

branes are preconditioned before used in MEA manufacture. Membranes are 

cut into 8×8 cm pieces, the backing layers removed and treated with 3% 

H2O2 solution at 80°C for one hour. Samples are then rinsed thoroughly in 

deionised water and treated with 1M H2SO4 at 80°C for a further hour, be-

fore being rinsed again in deionised water. The Nafion is then clean and ful-

ly protonated. If an MEA is not pressed immediately the membranes are 

stored in sealed plastic bags containing deionised water for later use. 

The Tokuyama membranes can be damaged by peroxide and are vul-

nerable to degradation at elevated temperatures, so are preconditioned 

simply by submersion in 1M KOH solution for 2 hours at room tempera-

ture, then thoroughly washed in deionised water. 

3.12.3.2. Hot Pressing 

Once the membranes have been prepared and the electrodes made, the 

MEA can be manufactured by laminating in a hot press under temperature 

and pressure. The MEA is prepared for hot pressing by creating a sandwich 

as follows; 

12×12 inch titanium plate,  

12×12 inch PTFE sheet,  

10×10 cm Tygaflor sheet,  

Cathode electrode with catalyst layer facing upwards,  

Preconditioned membrane,  

Anode electrode with catalyst layer facing downwards (i.e. the 

catalyst layers of both electrodes are in contact with the mem-

brane),  

Tygaflor sheet,  

PTFE sheet,  

Titanium plate.  
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In the case that the anode and cathode electrodes are different, an 

asymmetric pattern was cut out of the excess membrane area to distinguish 

the anode and cathode sides (Figure 3.15), and by convention the anode is 

always kept facing upwards throughout the pressing procedure. 

 

Figure 3.15 An asymmetric MEA to distinguish the anode side from cathode side. If the 
membrane shape above is replicated, the side facing upwards will be the anode and the side 
facing downwards will be the cathode. 

3.12.3.3. List of MEAs 

Table 3.1 shows the details of all the MEAs involved in experiments in 

Chapter 6. Pressure, temperature and duration refer to the hot-pressing set-

tings used to bind the MEAs. Many more MEAs have been manufactured 

during this project, for various reasons, but are not shown here.  



 90 

Table 3.1 Details of MEAs used in fuel cell experiments 

ME

A 

No. 

Mem-

brane 

Anode 

Loading 

(mg cm-

2) 

Cathode 

Loading 

(mg cm-

2) 

Pres-

sure 

(PSI) 

Tempera-

ture (°C) 

Dura-

tion (s) 

1 Nafion 

212 

Pt 0.54  Pt 0.54 450 170 180 

2 To-

kuyama 

A006 

Pt 0.54 Pt 0.54 450 70 240 

3 To-

kuyama 

A006 

PdIr 0.72 Pd 0.68 1000 70 240 

4 Nafion 

212 

Pt 0.54 Pt 0.54 450 170 180 

5 Touya-

ma A201 

Pt-

AAEM 

0.16 

Pt-

AAEM 

0.16 

700 50 240 

 

3.12.4 Fuel Cell Test Stations 

3.12.4.1. Bespoke System 

Once the MEA is prepared and the test cell fully assembled, it is connected 

to the bespoke Whistonbrook test station. The load is connected to the cur-

rent collection plates and secured with gold-plated nuts; voltage sensing 

leads are inserted in the holes in the bipolar plates and K-type thermocou-

ples are inserted into both heating plates and the head of the humidification 

bottles. Inlet gases from the humidification bottles are connected to the in-

let ports of the test cell and the outlet ports are connected to the extraction 

system via quick connections (Swagelok). The exhaust gases are bubbled 

through deionised water in Schott bottles before entering the extraction 

system to avoid back-flow of air into the system and to remove any water 
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from the exit gas. This also serves as a useful visual indicator that all gasses 

are flowing correctly through the system. 

Nitrogen gas is flown over the anode to purge all oxygen before hydro-

gen is introduced and the oxidant gas (air, CO2-free air or O2) is flown over 

the cathode. The system is fully leak tested regularly using a detergent so-

lution that produces bubbles where leaks exist, but it is also tested for hy-

drogen leaks before every operation using an electronic hydrogen sensor 

along all points in the hydrogen stream. This sensor is then placed near the 

test cell for the duration of the experiment as a safety measure. The system 

is then fully set up and ready for testing (Figure 3.16). 

 

Figure 3.16 The fuel cell test station showing load, thermocouple and voltage sensing 
connections and inlet an outlet gases. The humidification system is not shown here.  

3.12.4.2. Commercial 

The setup for the commercial Scribner test station is much the same as for 

the bespoke system except the gases exit the unit already humidified, via 

heated lines. The commercial test station can be seen in Figure 3.17. 
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Figure 3.17 The commercial Scribner fuel cell test system. 
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4  Characterisation 

4.1 Compositional Analysis 

PdIr/C catalyst samples were analysed using thermogravimetric analysis 

(TGA) and inductively coupled plasma atomic emission spectroscopy (ICP-

AES) in order to confirm the metal loading and Pd:Ir ratios, respectively, 

were as they should be from the precursor amounts used in synthesis. TGA 

involved heating the samples at 5 °C/min under a flow of ambient air such 

that all the carbon support is oxidised and removed, leaving a metal resi-

due, all the while the mass of the sample is accurately monitored. Figure 

4.1 shows an example TGA profile for the PdIr/C powder (red) and the 

filtered and washed remainder after the acid digestion treatment performed 

for ICP-AES experiments (black) (see Section 3.7). TGA of the powder 

samples confirmed the metal loading to be 40%wt ± 2% and the total loss of 

mass for the samples after acid digestion confirmed that all of the metal 

had gone into solution, and therefore that the ICP-AES results are valid.   
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Figure 4.1 TGA profiles for a PdIr/C catalyst before (red) and after (black) acid diges-
tion 
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ICP-AES of various PdIr/C samples showed a 1:1 ratio was obtained in 

the metal nanoparticles after synthesis. The average discrepancy from the 

calculated metal ratio (based on precursor amounts used in each synthesis) 

and the ratio obtained from ICP-AES for the range of PdIr/C samples 

studied was 3.7%.  

Given the metal loading and atomic ratios were close to those expected 

from the synthesis, the method was deemed valid for preparing PdIr/C cat-

alysts of known loading and atomic makeup.  

4.2 Imaging  

4.2.1 Scanning Electron Microscopy 

Scanning Electron Microscopy (SEM) was primarily used for its energy dis-

persive X-ray spectroscopy (EDX) capabilities as the imaging resolution is 

too low to provide any useful information about metal particle size or dis-

tribution. 

4.2.1.1. EDX Results 

Figure 4.2 shows an example EDX spectrum of PdIr/C. It confirms the 

presence of expected elements in all catalysts tested. The INCA software 

was also used to give a quantitative analysis of the elementary make-up of 

the catalyst, specifically the metal weight percentage and Pd:Ir ratio. The 

results are averaged from at least 3 spectra in different areas of the sample. 

The rated accuracy of the software’s calculations is relatively low at around 

± 3% points, depending on the element in question, and the technique is 

further reduced in accuracy due to the fact that a powder sample is used 

and not a polished one. Nevertheless, it serves as a useful first idea of the 

rough elemental makeup of the catalysts produced. In all PdIr/C catalysts 

tested, the iridium amount is lower than the palladium, varying from 

around 2:1 to 3:1, despite the precursor chemicals added at an amount that 

should give a 1:1 ratio. This suggests that incomplete iridium reduction in 

the synthesis process, but a more accurate quantitative elemental analysis is 

needed before this conclusion can be made. 
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Figure 4.2 EDX Spectrum of PdIr/C catalyst showing the peaks for carbon, palladium 
and iridium. 

4.2.2 Transmission Electron Microscopy 

The first step in evaluating the quality of a catalyst is through high resolu-

tion imaging. From this an idea of the distribution and size of the catalyst 

nanoparticles is attained. 

4.2.2.1. PdIr/C 

Figure 4.3 shows selected TEM micrographs of the PdIr/C catalyst. The 

darkness of the image is dependent on atomic weight, so the larger, lighter 

particles represent the carbon supports and the smaller, darker particles the 

metal catalyst particles. 

In all samples some areas of agglomeration of the metal particles and 

inhomogeneity of metal distribution was seen. Figure 4.3 shows a represen-

tation of the different areas of metal seen in the PdIr/C catalyst, showing 

areas of good particle size distribution (bottom right) as well as large areas 

of agglomeration (top right). On the whole, the presence of agglomeration, 

at least in parts of all the samples, suggests that optimisation of the cata-
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lyst synthesis process (PdIr/CHSA) should yield improved performance (and 

thus increased utilization of the catalyst). 

Figure 4.4 shows the particle size distribution taken from all the parti-

cles in Figure 4.3. The average particle size is 12 nm; however, the broad-

ness of the distribution shows the issues with agglomeration and particle 

size control in this catalyst.  

 

Figure 4.3 TEM micrographs of PdIr/C showing varying degrees of agglomeration and 
particle distribution. The scale bar on all images is 50 nm. Darker contrast in the images 
represents higher density areas and so the metal nanoparticles are shown as small, dark cir-
cles on the larger, lighter carbon particles. 
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Figure 4.4 Histogram showing the particle size distribution for the images shown in Fig-
ure 4.3. TEM images reveal an average particle size of 12 nm for PdIr/C. 

4.2.2.2. PdIr/CHSA 

Figure 4.5 and the corresponding histogram of particle sizes in Figure 4.6 

show the improvement in particle size distribution and dispersal on the car-

bon support on change of the catalyst synthesis procedure (see Section 

3.1.6). This yields an average particle size of 3.8 nm, which is much more 

akin to the size of particles found in commercially available Pt/C catalysts 

(3.5 nm in the case of the Pt/C used in this study). However, there are still 

areas of particle agglomeration seen and further improvements could be 

made to the dispersion. In particular, using a lower metal loading weight 

than 40% is expected to vastly improve the size distribution and dispersal 

(TEMs of 5%wt PdIr/C not discussed in this thesis showed an even distribu-

tion of metal particles of similar sizes, though it was decided that for a bet-

ter comparison with the commercially available Pt/C, focus should remain 

on the 40%wt catalysts). A study of the effect on catalytic activity of parti-

cle size, inter-particle distance and metal loading can be found from Cor-

radini et al. [210]. 
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Figure 4.5 TEM Micrographs of PdIr/CHSA. 
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Figure 4.6 Histogram showing particle size distribution for the PdIr/CHSA catalyst. 
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4.2.3 HR-TEM 

4.2.3.1. PdIr/C 

High resolution TEM microscopy was used to obtain information about the 

crystal structure of the catalyst. Figure 4.7 shows an example HR-TEM mi-

crograph of PdIr/C in which the 2D projection of the 3D lattice of the met-

al particles, as well as the layered structure of the carbon support, can 

clearly be seen. A cross section of a particle was taken (indicated by the 

yellow line on Figure 4.7) and is shown in Figure 4.8. The lattice spacing 

(averaged over the whole cross section) was calculated to be 2.23 Å , which 

is very close to the value of 2.24 Å  for the (111) plane obtained from X-ray 

diffraction (Section 4.4). 

 

Figure 4.7 HR-TEM of PdIr/C showing the lattice structure of the metallic nanoparticle 
and the layered structure of the carbon support.  



 100 

0.0 0.5 1.0 1.5 2.0

0

20

40

60

80

100
P

ix
el

 G
re

y
 V

al
u

e 
(a

rb
.)

Distance (nm)

2.23 Å

 

Figure 4.8 Cross section of the PdIr particle shown by the yellow line in Figure 4.7, 
showing the lattice spacing of the particle.  

4.2.3.2. PdIr/CHSA 

HR-TEM was also used to examine the high surface area catalyst. Figure 

4.9 shows an area of well distributed metal nanoparticles at increasing 

magnification, including one crystallite that appears to contain three differ-

ent crystal facets. Taking cross sections, as indicated by the yellow lines, 

showed two of the facets to be the (111) plane with spacing of 2.23 Å , and 

one the (002) with spacing of 1.95 Å  (compared to 1.94 Å  from XRD). The 

cross sections are shown in Figure 4.10 and the whole section was averaged 

in order to obtain the lattice spacing. 



 101 

 

Figure 4.9 HR-TEM image of the PdIR/CHSA catalyst at various magnifications. Three 
different cross sections indicated by the yellow lines were taken to examine the three differ-
ent facets seen in this crystallite. 
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Figure 4.10 Three cross sections from Figure 4.9 stacked on an arbitrary axis. The lat-
tice spacing (averaged over the whole length of the cross section) shows cross sections 1 and 
3 to correspond to the (111) plane and cross section 2 the (002). 

4.2.3.3. HR-TEM EDX 

As with the SEM, EDX was performed using the HR-TEM instrument. 

However, a much greater special resolution is achievable with this meas-

urement, allowing elemental mapping of the sample. Three areas of the cat-

alyst were studied as indicated by the white boxes in Figure 4.11 and all 

gave slightly Pd rich atomic Pd:Ir ratios of 1.1, 1.2 and 1.1. The results of 

the largest mapping area are shown in Figure 4.12 and show that the Pd 

and Ir elements are found in areas corresponding to the metal nanoparti-

cles, as expected. The distribution of Pd and Ir is relatively even with no 

areas dominated by any one element; however, a much more comprehensive 

mapping study would be required to obtain more useful information about 

the distribution of elements within individual particles.  
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Figure 4.11 The three areas of EDX mapping indicated by the white boxes. Fine focus is 
not possible when imaging in EDX mode, thus the quality of the image is lower than that 
from the HR-TEM. Nevertheless, it is still possible to identify areas of metal nanoparticles 
and thus map individual crystallites. 

 

Figure 4.12 The results of EDX mapping for the largest area shown in Figure 4.11, indi-
cating the locations of Ir (top left, red), Pd (top right, green), O (bottom left, pink) and C 
(bottom right, cyan). 
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4.3 X-ray Photoelectron Spectroscopy 

X-ray photoelectron spectroscopy (XPS) was carried out on PdIr/C and 

PdIr/CHSA catalysts as well as Pd/C and Ir/C monometallic catalysts in 

order to determine if there are any changes in electronic structure when 

compared to the individual constituents of the alloy. Three variations of the 

PdIr/C catalyst with higher Pd contents (3:1, 5:1 and 9:1 ratios of Pd:Ir) 

were also synthesised and examined with XPS. An example full survey 

spectrum of PdIr/C can be seen in Figure 4.13 showing the characteristic C 

1s, Pd 3d and Ir 4f peaks, as expected. There is also an O 1s peak present 

due to oxidation of the catalysts due to a small amount of oxidation of the 

samples between reduction and the XPS measurements. The presence of 

oxides is to be expected as the catalysts are stored under ambient condi-

tions and should not pose a problem for fuel cell operation in a hydrogen 

environment as reduction would be expected to occur under operating con-

ditions.  
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Figure 4.13 An example XPS survey spectrum of the PdIr/C catalyst showing the char-
acteristic peaks for the elements of interest. 

When all bimetallic catalysts are compared to the monometallic Pd/C 

and Ir/C standards, a clear shift in peak position can be seen for both the 
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Pd 3d and Ir 4f peaks, with the Pd peaks shifting to higher binding energy 

and the Ir peaks to lower binding energy (Figure 4.14). This suggests a 

change in electronic structure of the elements within the bimetallic catalysts 

compared to their monometallic analogues and provides evidence of alloying 

in all samples. Specifically, the Ir becomes more electron rich and the Pd 

more electron poor in the bimetallic catalysts. The highest Pd content cata-

lyst exhibits the smallest shift in Pd 3d peak position and the low Ir con-

tent means that the Ir spectrum is noisy compared to the other samples (all 

spectra are normalised using CasaXPS such that the highest peak is set to 1 

and the spectra for all samples are stacked on an arbitrary axis in Figure 

4.14). For a quantitative description of the peak shifts the spectra were fit-

ted using CasaXPS software in order to deconvolute the metallic and oxide 

contributions to the peak, with the metallic peak positions being used to 

assess the shift (see Section 4.3.1).  

As mentioned in Section 1.4.1.4, the location of the d-band centre plays 

an important role in catalyst-adsorbate interaction and therefore also in 

catalytic activity. Yoo and Sung studied PdIr alloy electrodes grown by 

magnetron sputtering with high resolution synchrotron XPS in order to de-

termine the valence band centres and showed that the d-band centre shifted 

to higher binding energy with an increase in Pd content [164]. They found 

that the catalyst most active for HOR (in acidic media) was Pd59Ir41, the 

closest example to a 1:1 atomic ratio. This coincided with an intermediate 

d-band centre, compared to pure Pd or pure Ir, and they concluded that 

the enhanced activity was due to an intermediate binding of adsorbates, 

allowing for the best combination of enhanced dissociation kinetics and en-

hanced bond formation of products. The importance of the strength of ad-

sorbate binding in activity of surfaces was previously demonstrated by 

Marković et al. on Pt single crystals [86] and applied to the PdIr case, with 

the same trend being seen. The resolution of the XPS instrument used in 

this work is not high enough to accurately study the valence band, and the 

lower density of metal in the carbon supported nanoparticles compared with 

the sputtered alloys of Yoo and Sung gives a lower signal in the spectra. 

However, some useful comparisons can be drawn, namely that the shifts in 

Pd and Ir binding energy shown in Figure 4.14 are likely to produce a more 

intermediate bond with adsorbates than either pure Pd or pure Ir, which 

contributes to the enhanced activity for HOR seen in Chapter 5. Yoo and 

Sung suggested that the higher Pd content electrodes bind hydrogen too 
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strongly and so the more electron-poor Pd seen in the PdIr/C catalysts in 

this work can be assumed to bind hydrogen less strongly than Pd/C and 

therefore show a greater activity towards the HOR.   
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Figure 4.14 Normalised high resolution XPS spectra of the Pd 3d (top) and Ir 4f (bot-
tom) doublets for single metallic Pd and Ir (black), PdIr/C (red), PdIr/CHSA (blue), 
PdIr/C 3:1 (magenta), PdIr/C 5:1 (green) and PdIr/C 9:1 (orange). The peaks are shifted to 
higher binding energy for Pd and lower binding energy for Ir.  
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4.3.1 Fitting 

All spectra were fitted using CasaXPS software. As can be seen from Figure 

4.15, the doublet peaks for Pd 3d and Ir 4f contained a metallic (e.g. Pd0) 

and oxide species (e.g. Pd2+) component [211]. The peak ratios were con-

strained for both the metallic and oxide species to reflect the respective de-

generacies of each doublet peak such that Pd 3d3/2 was 2/3 the area of Pd 

3d5/2 and Ir 4f5/2 was 3/4 the area of Ir 4f7/2. The full width at half maxi-

mum (FWHM) was constrained to be the same for pairs of metallic peaks 

and pairs of oxide peaks and a Shirley background subtraction was em-

ployed. Fitting the XPS data allows extraction of peak positions (binding 

energies) and areas, which, when divided by the relative sensitivity factor 

(16 for Pd and 13.9 for Ir), gives a quantitative measure of elemental com-

position. All catalyst samples were fitted but only the PdIr/CHSA fits are 

shown here. A summary of the peak positions and atomic ratios of the ele-

ments extracted from the fit is shown in Table 4.1. 

Table 4.1 Summary of peak positions and shifts in binding energy (eV) extracted from 
fitting with CasaXPS software 

Catalyst Pd 3d5/2 

(eV) 

Pd 3d3/2 

(eV) 

Ir 4f 7/2 

(eV) 

Ir 4f 5/2 

(eV) 

Pd Peak 

Shift (cf. 

Pd/C) 

Ir Peak 

Shift (cf. 

Ir/C) 

Pd/C 335.48 340.78 - - - - 

Ir/C - - 61.41 64.31 - - 

PdIr/C 335.66 340.96 61.39 64.29 +0.18 -0.02 

PdIr/CHSA 335.89 341.19 61.32 64.22 +0.41 -0.09 

PdIr/C 

3:1 

335.64 340.94 61.26 64.16 +0.16 -0.15 

PdIr/C 

5:1 

335.67 340.97 61.33 64.23 +0.19 -0.08 

PdIr/C 

9:1 

335.60 340.90 61.32 64.22 +0.12 -0.09 
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Although some of the shifts in peak positions are small and perhaps 

within the experimental error, there is a clear trend shown for positive Pd 

and negative Ir peak shifts, with larger shifts seen for the Pd peaks. The 

largest shift in Pd peak position is seen for PdIr/CHSA which could be due to 

the more aggressive reducing agent used in synthesis leading to a higher 

degree of alloying and therefore also modification of electronic structure. It 

is also possible that the pre-treatment of the carbon in this catalyst leads to 

a shift in the C 1s peak compared to the untreated catalysts and, because 

all spectra were normalised to the position of the C 1s peak, a shift in the 

Pd and Ir peak positions [212]. However, there was not a significantly dif-

ferent shift in C 1s peak position for PdIr/CHSA and a negative shift of the 

Ir peak suggests that the effect of the normalisation to C 1s is negligible. 

The atomic ratios of the catalysts were also calculated from the XPS fits 

and broadly agreed with the expected ratios from precursor quantities used 

in synthesis, but a significant error is expected (if the particles have a de-

gree of inhomogeneity in their structure) due to the catalyst particles being 

larger than the penetrating depth of the instrument (especially considering 

the thickness of the powered sample which is, atomically, mainly carbon 

and not homogenous) [166]. A higher resolution synchrotron XPS experi-

ment would be required to gain any useful information about the atomic 

amounts in the catalysts. 
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Figure 4.15 Fitting of the high resolution XPS spectra of the Pd 3d (top) and Ir 4f (bot-
tom) doublets in the PdIr/CHSA catalyst. The raw data is shown by the black line with the 
overall fit in red. The fit consists of metallic doublet (low binding energy, blue, and high 
binding energy, magenta) and a doublet from an oxide species (low binding energy, green, 
and high binding energy, orange). 
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4.4 X-ray Diffraction 

Due to the expected small changes in lattice parameter on alloying of Pd 

and Ir and the low metal content in the catalysts, synchrotron X-ray pow-

der diffraction (SXPD) was used in preference to a lab XRD instrument in 

order to attain a high-signal-to-noise ratio and accurate extraction of lattice 

parameters using a Le Bail fit. The SXPD pattern shown in Figure 4.16 

exhibits broad peaks (full-width at half maximum (FWHM) ~ 0.7 °) indica-

tive of small crystallite size. The PdIr/C catalyst particles have a face-

centred cubic structure (space group Fm-3m) with a lattice parameter of 

3.8851(1) Å consistent with the results found by Raub on bulk PdIr al-

loys [213], though the lattice parameter for the bulk alloy is smaller at 3.862 

Å. Both Pd (ICSD PDF 46-1043) and Ir (ICSD PDF 6-598) also have face-

centred cubic lattices, but with different lattice parameters (3.8898 Å and 

3.8394 Å, respectively); thus the absence of additional peaks in the diffrac-

tion pattern suggests alloying in the sample as opposed to an unalloyed 

mixture of Pd and Ir nanoparticles. The FWHM of the peaks in the Le Bail 

fit was used to obtain an apparent crystallite size of 6.6(2) nm. This is con-

sistent with the TEM average of 12 nm as the crystallite size calculated 

from XRD is likely to be smaller than the total grain size seen in TEM im-

aging as a grain may be composed of more than one crystallite. 

In order to obtain further evidence of alloying within the sample, Pd-

rich particles were also synthesised and analysed using SXPD. The lattice 

parameters of carbon supported particles with Pd:Ir ratios of 3:1, 5:1 and 

9:1, as well as pure Pd/C, were determined using the refinement procedure 

described above and the results are shown in Figure 4.17. The value for Ir 

was taken from Fonseca et al. [214] as it is a value for Ir nanoparticles and 

not bulk metal. There is a general increase in lattice parameter with in-

creasing Pd content and the Pd:Ir 1:1 sample has an intermediate value be-

tween that of pure Pd and Ir, as with the bulk metal standards mentioned 

previously, suggesting alloying of the two metals in the catalyst samples. As 

well as the intermediate electronic density inferred from the XPS results, it 

is possible that the intermediate lattice size in PdIr/C has an effect on cata-

lytic activity for the HOR. In addition, there is no evidence of bulk oxide in 

the XRD patterns, suggesting that the presence of oxygen seen in XPS is 

surface oxide only. This has implications for the interpretation of the fol-

lowing X-Ray absorption fine-structure results (see section 4.5). 
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Figure 4.16 SXPD pattern of PdIr/C showing characteristic peaks of the FCC lattice 
and corresponding Miller indices (black). The difference trace is shown below in red. 
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Figure 4.17 The increasing lattice parameter with Pd content. The value for Ir was tak-
en from [214]. 
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4.5 X-Ray Absorption Fine-Structure 

It is known from XRD and XPS experiments that the PdIr/C catalysts 

consist of nanoparticle clusters of Pd and Ir with some degree of alloying 

present. However, information about the composition and homogeneity of 

the cluster can only be obtained by X-ray absorption fine-structure (XAFS) 

experiments, which can reveal the local coordination environment of an ab-

sorbing atom. XAFS spectra of PdIr/C, PdIr/CHSA and PdIr/C 9:1 were 

obtained on the B18 beamline at the Diamond Light Source synchrotron.  

The extended XFAS (EXAFS) data were modelled and fitted using the 

Demeter software suite [185] in order to extract information about the co-

ordination and bond lengths in the  catalysts. The full details of the fit can 

be found in Section 3.6.3 but it should be emphasised here that fitting of 

the EXAFS data was conducted by considering only the first coordination 

shell of the material as this is sufficient to obtain a nearest neighbour coor-

dination number for each element and thus elucidation of the average struc-

ture of the catalyst [190]. Initial attempted fits included only Pd and Ir co-

ordination, but a much better fit was obtained when including PdO and 

IrO2 structures and scattering paths. Given the presence of significant oxide 

contribution to the XPS spectra (Figure 4.15) this is to be expected, and 

has been shown to be the case in Pt/C catalysts [178, 215], particularly in 

the work of Herron et al. [176] where varying the potential of the elec-

trode during XAFS experiments produced a significant increase in oxygen 

neighbours on increasing the potential to the oxidation region. Significantly, 

however, the FCC structure of Pt is maintained under these conditions, in-

dicating a thin film of oxide on the surface of the particles. It is therefore a 

fair assumption that the oxides present in the PdIr/C catalysts are also in 

the form of a surface thin-film. 

4.5.1 Results 

Good fits were obtained for all catalyst samples, indicating a good instru-

mental set up and sample preparation, as well as a valid model for the fit. 

Table 4.2 shows the extracted parameters from the fitting; N (coordination 

number of various shells), R (bond distance) and σ2 (mean squared disorder 

in bond length), as well as the R-factor (Rf) which is a percentage meas-

urement of the difference between the data and the theoretical EXAFS sig-

nal. All fits have low Rf, again indicating a good fitting model. For discus-
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sion of the results it should be emphasised that EXAFS spectra arise from 

absorption throughout the whole sample and as such any parameters ex-

tracted from the data are average values. 

Observing the total coordination numbers for either Pd or Ir (N§Pd-X 

and N§Ir-X, respectively) it can be seen that all catalysts have lower coordi-

nation than would be expected for bulk FCC metal (12) due to the small 

size of the nanoparticles resulting in a larger proportion of the atoms in a 

cluster residing at the surface, and therefore having lower coordination [190, 

216, 217]. 

N§Pd-X and N§Ir-X have similar values in all samples of around 8, which 

rules out a core-shell structure for these catalysts. In a perfect core-shell 

catalyst the core metal would have a coordination of 12 with the shell metal 

being much lower (around 6, depending on shell thickness) [183, 218, 219]. 

Considering only the 1:1 alloys (PdIr/C and PdIr/HSA), both catalysts 

have higher Pd-Pd or Ir-Ir coordination than Pd-Ir, indicating a low level of 

mixing of the two elements within the alloy. However, the Pd-Ir coordina-

tion in both cases is high enough to rule out separate Pd and Ir clusters and 

therefore provides proof of alloying, at least to some degree [218, 220]. The 

slightly higher Pd-Ir coordination in PdIr/CHSA suggests a higher degree of 

mixing in this catalyst than in the PdIr/C.  

Assuming that there is only surface oxide in the catalyst samples (no 

evidence of bulk oxide is seen in the XRD data, and previous work has 

shown that the oxide formation is restricted to the surface of Pt/C cata-

lysts [176]), the higher Ir-O coordination in PdIr/C suggests that there is a 

greater amount of Ir at the surface than Pd, contrasted with the PdIr/CHSA 

catalyst which has a more even amount of oxide on both elements. The 

slightly higher total Pd coordination could suggest a more Ir rich (though 

still mixed with Pd) shell in the PdIr/C catalyst; however, the difference is 

small and within the error of the fit.  

Beale and Weckhuysen simulated EXAFS spectra for many different 

bimetallic alloy structures (PtPd in their case) and showed the expected 

coordination numbers for, amongst others, core-shell, random and bicluster 

catalysts (Figure 4.21) [218]. Using this modelling as a guide, the PdIr 1:1 

catalysts in this study seem to fit the ‘single-half’ structure most closely 

(Figure 4.21 (d)). That is to say, the catalyst is composed of a single cluster 

with a high degree of segregation between the Pd and Ir within the cluster. 

However, the PdIr 1:1 catalysts have an appreciably higher degree of mix-
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ing than in the ‘single-half’ model and thus a slightly modified structural 

model is proposed, shown in Figure 4.22 (a). 
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Figure 4.18 EXAFS data (black) and fits (red) for the PdIr/C catalyst showing; (a) the 
k3 weighted Pd K edge and (b) corresponding k3 weighted Fourier transform, and (c) the k3 
weighted Ir L3 edge and (d) corresponding k3 weighted Fourier transform.  
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Figure 4.19 EXAFS data (black) and fits (red) for the PdIr/CHSA catalyst showing; (a) 
the k3 weighted Pd K edge and (b) corresponding k3 weighted Fourier transform, and (c) the 
k3 weighted Ir L3 edge and (d) corresponding k3 weighted Fourier transform. 
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Figure 4.20 EXAFS data (black) and fits (red) for the PdIr/C 9:1 catalyst showing; (a) 
the k3 weighted Pd K edge and (b) corresponding k3 weighted Fourier transform, and (c) the 
k3 weighted Ir L3 edge and (d) corresponding k3 weighted Fourier transform. 

The PdIr/C 9:1 catalyst has low Pd-Ir coordination, as would be ex-

pected due to the low amount of Ir in the sample. The intermediate and 

similar values for Ir-Ir and Ir-Pd coordination suggest a decoration of Ir on 

the Pd. Though the N§Pd-X and N§Ir-X coordination is ostensibly similar, 

there is a significant contribution to N§Ir-X from IrO2 which, if assumed to 

be at the surface, can be thought of as additional Ir coordination that 

would not be present in a fully reduced sample, thus lowering the total co-

ordination for Ir. With this consideration, the PdIr/C 9:1 catalyst most 

closely fits the ‘decorated’ model of Beale and Weckhuysen. Indeed, this 

could also be applied to the PdIr/C catalyst suggesting a degree of decora-

tion of Ir at the surface of the ‘single-half’ cluster. The equal Ir-Pd and Ir-Ir 

coordination, low Pd-O and high Ir-O coordination in the 9:1 sample also 

resembles a PdAu alloy structure in the work of Price et al., where a well-

mixed shell of PdAu (PdIr in this case) surrounds a core mainly composed 

of Pd [180] (Figure 4.22 (b)).  

In all cases the metallic bond lengths agree very well with those ex-

pected form the lattice parameter obtained via XRD (2.747 Å). As the 
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structure is FCC and the bond length obtained is that of the nearest neigh-

bour, the value should be 1
√2

⁄  times that of the lattice parameter (3.8851 

Å). In all catalyst samples the Pd-Pd and Pd-Ir bond lengths are the same, 

within error. However, there is a difference in the Ir-Ir bond length for 

PdIr/CHSA compared to both PdIr/C and PdIr/C 9:1 (which have the same 

Ir-Ir bond length as each other within error). This could be due to there 

being an element of Ir decoration in the latter two samples as opposed to a 

greater fraction of the Ir in PdIr/CHSA being incorporated in the body of the 

cluster.    

The mean squared disorder values and errors for all bond lengths are 

reasonable and mean that the structural model proposed in the fit is valid, 

the exception being the Pd-O bond in the PdIr/C sample, though the 

amount of PdO is low and so difficult to fit accurately.  

 

Figure 4.21 The hypothetical bimetallic structures proposed by Beale and Weckhuysen 
for Pt (blue) and Pd (green) alloys; (a) bi-cluster, (b) core-shell, (c) random and (d) single-
half). Diagram from [218]. 

 

Figure 4.22 Depictions of possible arrangement of Pd (green) and Ir (red) atoms in the 
PdIr alloy clusters; (a) a single-half structure and cross-section with a higher degree of mix-
ing than in Figure 4.21d and (b) a Pd cluster with Ir decoration, showing Ir mainly situated 
on the surface, with the corresponding cross-section highlighting the Pd-rich core. 
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In summary, both core-shell and well mixed alloy structures can be dis-

counted from the EXAFS results. The PdIr/C and PdIr/CHSA catalysts 

most closely resemble the ‘single-half’ structure, with a higher degree of 

mixing in the latter and an element of surface Ir decoration in the former. 

The Pd rich 9:1 catalyst consists of a well-mixed PdIr shell decorated on a 

core of Pd. 

Table 4.2 Structural parameters obtained from the EXAFS fits to both the Pd K and Ir 
L3 edge data. 

Catalyst Shell N R (Å) σ2 x 10-3 (Å2) Rf 

PdIr/C 
Pd-

Pd 6.3 ± 0.5 2.736 ± 0.004 6.54 ± 0.43 0.009 

 Pd-Ir 1.5 ± 0.6 2.718 ± 0.010 6.54 ± 1.29  

 Pd-O 0.5 ± 0.3 2.004 ± 0.022 3.57 ± 4.74  

 Ir-Ir 3.6 ± 0.7 2.657 ± 0.011 7.51 ± 0.99  

 Ir-Pd 2.0 ± 0.4 2.718 ± 0.010 6.54 ± 1.29  

 Ir-O2 2.6 ± 0.5 1.974 ± 0.010 7.40 ± 1.96  

 §Pd-X 8.4 ± 1.5    

 §Ir-X 8.1 ± 1.7    

PdIr/CHSA 

Pd-

Pd 5.0 ± 0.3 2.738 ± 0.002 5.40 ± 0.31 0.003 

 Pd-Ir 2.3 ± 0.4 2.724 ± 0.004 4.95 ± 0.55  

 Pd-O 0.7 ± 0.2 1.997 ± 0.009 3.08 ± 1.83  

 Ir-Ir 5.7 ± 0.4 2.692 ± 0.002 5.34 ± 0.25  

 Ir-Pd 1.4 ± 0.2 2.724 ± 0.004 4.95 ± 0.55  

 Ir-O2 1.0 ± 0.6 1.974 ± 0.013 5.27 ± 2.65  

 §Pd-X 8.0 ± 0.8    

 §Ir-X 8.1 ± 1.2    

PdIr/C 

9:1 

Pd-

Pd 7.0 ± 0.2 2.737 ± 0.002 6.80 ± 0.18 0.004 

 Pd-Ir 0.8 ± 0.3 2.715 ± 0.007 6.34 ± 0.81  

 Pd-O 0.5 ± 0.2 1.996 ± 0.013 4.39 ± 2.96  

 Ir-Ir 3.1 ± 0.8 2.651 ± 0.013 7.21 ± 1.33  

 Ir-Pd 3.7 ± 0.5 2.715 ± 0.007 6.34 ± 0.81  
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 Ir-O2 1.5 ± 0.7 1.978 ± 0.018 7.96 ± 4.52  

 §Pd-X 8.2 ± 0.7    

 §Ir-X 8.3 ± 2.0    

4.6 Low Energy Ion Scattering 

Low energy ion scattering (LEIS) is a surface sensitive spectroscopic tech-

nique used to investigate the elemental makeup of the catalysts’ surface. 

Figure 4.23 shows the cumulative raw spectra (red) and background cor-

rected net spectra (black) obtained for the PdIr/C, PdIr/CHSA and PdIr/C 

9:1 catalysts, as well as the fitting curves used to calculate the integrated 

Pd (green) and Ir (orange) peak areas. Pd Peaks are seen around 2400 eV 

and Ir peaks around 3275 eV. The cumulative spectra were summed from 

partial spectra following an acquisition-sputtering cycle, the details of which 

can be found in Section 3.8. 

From integration of the fitted Pd and Ir accumulated peaks the Pd:Ir 

ratio was calculated to be roughly 3:1, 1:1 and 10:1 for the PdIr/C, 

PdIr/CHSA and PdIr/C 9:1 catalysts respectively. The significantly higher 

Pd amount seen for PdIr/C and, to a lesser extent, PdIr/C 9:1 is unex-

pected for the bulk material compositions verified with ICP-AES and so the 

partial spectra were studied with increasing sputtering cycles and discussed 

below.    



 121 

2000 2500 3000 3500

0.0

0.5

1.0

1.5

2.0

2.5

3.0

2000 2500 3000 3500

0.0

0.5

1.0

1.5

2.0

2.5

3.0

2000 2500 3000 3500

0.0

0.5

1.0

1.5

2.0

2.5

3.0

2000 2500 3000 3500

0.0

0.5

1.0

1.5

2.0

2.5

3.0

2000 2500 3000 3500

0.0

0.5

1.0

1.5

2.0

2.5

3.0

2000 2500 3000 3500

0.0

0.5

1.0

1.5

2.0

2.5

3.0

Pd

In
te

n
si

ty
 (

co
u

n
ts

/n
C

)

 Gross Intensity

 Net Intensity

 Background 1

 Background 2

PdIr/C
Pd

PdIr/C  Net Intensity

 Pd Peak fit

 Ir Peak fit

Ir

Ir

Ir

Pd

In
te

n
si

ty
 (

co
u

n
ts

/n
C

)

 Gross Intensity

 Net Intensity

 Background 1

 Background 2

PdIr/C
HSA

PdIr/C
HSA  Net Intensity

 Pd Peak fit

 Ir Peak fit

PdIr/C 9:1

In
te

n
si

ty
 (

co
u

n
ts

/n
C

)

Energy (eV)

 Gross Intensity

 Net Intensity

 Background 1

 Background 2

Energy (eV)

 Net Intensity

 Pd Peak fit

 Ir Peak fit

PdIr/C 9:1

 

Figure 4.23 LEIS spectra of PdIr/C (top), PdIr/CHSA (middle) and PdIr/C 9:1 (bottom). 
Showing: in the left column; the gross intensity (red), two background corrections applied 
(blue and pink) and the resulting corrected net intensity spectrum (black); and in the right 
column the net intensity (black), Pd peak fit (green) and Ir peak fit (orange). 

Figure 4.24 shows the sputtering profiles for the catalysts; that is, the 

peak integrals for Pd (green) and Ir (orange) of each partial spectrum taken 

after each 10 s sputtering event. There is a general trend of increasing 

amounts of Pd and Ir appearing in the first few cycles, as would be ex-

pected due to removal of surface contaminants, after which the profiles 
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plateaux to reflect the relative peak integrals of the accumulated spectra 

previously discussed. Given the roughly 1:1 Pd:Ir ratio seen for PdIr/C in 

ICP-AES experiments, the disparity between the Pd and Ir amounts is no-

table. The estimated total sputtering depth for the PdIr/C sample was 

1.6 nm and so, given the average particle size of 12 nm and significant ag-

glomeration issues seen in the TEM, this is likely to represent only the out-

er 10% or so of most catalyst particles. It must be noted that, certainly for 

the similar technique of secondary ion mass spectrometry (SIMS), sputter-

ing of nanoparticles for depth profiling may be significantly different to that 

of flat surfaces [201] and medium energy ion scattering (MEIS) would be 

more suited to depth profiling of bimetallic catalysts [199]. Nevertheless, 

assuming the profile for PdIr/C represents mainly the outer surface of the 

nanoparticles, it would seem that there is a Pd-rich outer layer with an, 

assumed, Ir-rich core (in order for the 1:1 atomic ratio to hold, further 

sputtering depth would have to show a decrease in Pd and increase in Ir 

amounts). This is contrary to the results from EXAFS experiments which 

showed this catalyst to have a slight Ir decoration in the surface layers of a 

poorly mixed bimetallic cluster. Unless there is a preferential anchoring of 

Ir to the carbon support over Pd (leaving the exposed side of the bi-cluster 

as the Pd-rich half), and to the author’s knowledge there is nothing to sug-

gest that this is the case, this result is unexplained. A full sputtering depth 

profile would reveal more information; however, this was not possible due 

to the sputtering dose exceeding that recommended for the instrument. 

MEIS experiments could provide more illumination for this catalyst.  

Conversely, the PdIr/CHSA catalyst shows a profile much more similar to 

that expected from a 1:1 catalyst; after surface decontamination is achieved 

the amounts of Pd and Ir plateaux to similar values relatively quickly. This 

is expected due to the smaller and more dispersed nanoparticles and the 

slightly better mixing of elements in the crystallites seen from TEM and 

EXAFS, respectively.    

As expected, there is a higher amount of Pd than Ir seen for the 

PdIr/C 9:1 catalyst, though the ratio is still slightly Pd rich. Again, this 

does not correspond with the results of the EXAFS experiments which sug-

gested that most of the Ir in this catalyst is at the surface. The reason for 

this result is likely the same as for the PdIr/C catalyst and requires further 

investigation to fully elucidate.      
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Figure 4.24 Sputtering profiles for PdIr/C (A), PdIr/CHSA (B) and PdIr/C 9:1 (C) show-
ing the integrated areas of the Pd (green, squares) and Ir (orange, circles) peaks with in-
creasing sputtering dose. 
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5  Electrochemical Testing 

To measure the inherent catalytic activity of a catalyst the redox reaction 

kinetics can be studied using a variety of electrochemical techniques. Cyclic 

voltammetry (CV), carbon monoxide stripping (CO CV) and rotating disk 

electrode (RDE) experiments were conducted to assess the physical and ki-

netic properties of the PdIr/C catalyst and compare them with that of a 

commercially available Pt/C catalyst. Electrochemical impedance spectros-

copy (EIS) was employed in order to separate the charge and mass transfer 

resistances of the catalysts, and the catalyst durability was also measured 

over long potential cycling. 

5.1 Glass Cell 

Initial experiments were conducted in a three-electrode glass cell as it is 

based on a common design for RDE experiments and produces reliable re-

sults due to the positioning of the luggin capillary and gas inlet pipe. 

5.1.1 Cyclic Voltammetry 

Cyclic voltammetry was conducted on Pt/C and PdIr/C catalysts in 1M 

KOH alkaline medium. The main purpose of the CV is to calculate an elec-

trochemical surface area for the catalysts. There are four main regions in 

the CVs shown in Figure 5.1;  

The hydrogen desorption region at low potentials and positive 

current which represents the removal of adsorbed hydrides, 

The oxide formation region at high potentials and positive cur-

rents which represents the formation of M-OH and MOx species, 

The oxide removal region at high potentials and negative current 

where reduction of the surface oxide species occurs, 

The hydrogen adsorption region at low potentials and negative 

current where hydrides are formed on the electrode surface.  
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Figure 5.1 Cyclic voltammograms of commercial Pt/C Catalyst (black) and  PdIr/C 
catalyst (red). The current is normalised to the geometric surface area of the electrode. 

Autolab GPES software was used to integrate the area under the hy-

drogen desorption region to give the total columbic charge (after baseline 

correction for the double layer charge) and the electrochemical surface area 

(ECSA) was calculated from this value using a common method in the lit-

erature [221]. The ECSAs calculated were 13.79 m2g-1 and 8.10 m2g-1 for the 

Pt/C and PdIr/C catalysts respectively. The lower surface area for the 

PdIr/C catalyst corroborates the suspected agglomeration problems seen in 

the TEM imaging of the catalysts. The ECSAs derived in alkaline solution 

were lower for both catalysts than they were in acidic solution (not dis-

cussed in this work) which might suggest that the ionic transport is worse 

in alkaline solution, most likely due to the use of a proton-conducting ion-

omer as a binder in the catalyst layer.  

5.1.2 Carbon Monoxide Stripping Voltammetry 

Carbon monoxide is a strongly binding ligand and can therefore poison a 

catalyst by binding to and blocking active sites, preventing catalyst atoms 

from being used in the desired reaction. Currently, much of the hydrogen 

produced commercially is generated from reforming of hydrocarbons and so 

contains traces of CO. Even small amounts of CO can greatly hinder the 
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performance of a fuel cell catalyst, so CO tolerance is a highly desired prop-

erty. To test the CO tolerance of the catalysts carbon monoxide stripping 

cyclic voltammetry (CO CV) is employed. CO is irreversibly adsorbed to 

the catalyst surface and then electro-oxidation removes it as CO2. If the 

potential at which this electro-oxidation occurs is lower than the normal 

operating potential expected of a fuel cell (around 0.6 V), any CO adsorbed 

during operation will be oxidised and therefore will not hinder the HOR or 

ORR, or affect fuel cell performance. 

5.1.2.1. Experimental 

After the general experimental preparation (Section 3.9.2.1), carbon monox-

ide is bubbled into solution for 10 minutes, while the electrode is held at 18 

mV to force electrodeposition of CO. Following this, the electrolyte is 

purged with nitrogen gas for 25 minutes to remove all CO from the cell, 

leaving only adsorbed CO on the electrode surface. A CV is then taken to 

observe the CO stripping behaviour. 

5.1.2.2.  Results 

Figure 5.2 shows the CO CVs for Pt/C (black) and PdIr/C (red) along 

with an overlay of a CO-free Pt/C CV (grey). The positive CO oxidation 

peaks are seen at 0.71 V and 0.75 V for the Pt/C and PdIr/C catalysts re-

spectively. The peak is more positive for the palladium-containing catalyst, 

which is expected as previous studies have suggested a stronger bonding of 

CO on palladium [144] (requiring a higher overpotential to remove and oxi-

dise it). However, the peak potential of both catalysts is too positive to en-

able removal of CO during normal fuel cell operation. As a general rule, the 

lower the potential for the CO oxidation peak, the less the anode needs to 

be polarised in order to remove CO and so the less the fuel cell performance 

is compromised due to overpotential losses. For this reason, PtRu/C cata-

lysts are often used on the anode electrodes in fuel cells. The Ru helps pro-

mote the oxidation of CO at a lower peak potential of around 0.5 V via the 

bifunctional mechanism, where Ru-OH is formed adjacent to Pt-CO sites 

and aids in the oxidative removal of CO from the Pt [222]. The peak poten-

tials of both Pt/C and PdIr/C in this experiment are higher than generally 

seen for PtRu/C [223], and so the CO tolerance of both is lower in this re-

spect.  
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However, a non-zero current is seen in the hydrogen desorption region of 

the PdIr/C CO CV (cf zero current for Pt/C and the higher current, and 

therefore hydrogen coverage, in the CO-free CV). This suggests that a pro-

portion of hydrogen species remains on the electrode surface, despite carbon 

monoxide presence. Using relative electrochemical surface area calculations, 

the coverage of CO on PdIr/C catalyst was found to be only 74%, as op-

posed to 100% coverage for Pt/C. This means that not all of the PdIr/C 

catalyst is poisoned, despite saturation with carbon monoxide. Yepez and 

Scharifker [224] suggested that the ability of Pd to store hydrogen could 

help to reduce the surface coverage of CO, and a similar sub-monolayer 

coverage of CO was found by Papageorgopoulos et al. on PtPd alloy cata-

lysts [144]. They found that increasing both the temperature and Pd con-

tent decreased the fractional coverage of CO, with the lowest coverage of 

73% achieved for pure Pd at 80°C. However, a much higher coverage was 

seen at 25°C (the same temperature as this experiment) with 95% coverage 

for pure Pd and 93% coverage for PtPd6. As well as decreasing the CO cov-

erage, the peak potential increased with increasing Pd content in their al-

loys. The lowest peak potential at 25°C was for PtPd 1:1 at 0.775V – high-

er than that of the PdIr/C catalyst in this experiment. 

The lower peak potential and CO coverage of PdIr/C compared to PtPd 

suggests that the presence of Ir might aid carbon monoxide tolerance and 

shows potential for application of the novel PdIr/C catalysts in place of 

more widely used PtPd alloys.        
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Figure 5.2 CO stripping voltammograms of commercial Pt/C catalyst (black) and 
PdIr/C catalyst (red). A CO-free CV of Pt/C is shown (grey) to contrast the hydrogen de-
sorption region. The current is normalised to the geometric area of the electrode. 

5.1.3 Rotating Disk Electrochemistry 

Cyclic voltammetry is conducted with a stationary electrode and in a de-

aerated electrolyte. For the RDE experiments, hydrogen gas is used in con-

junction with rotation of the electrode to study the kinetics of the HOR. 

The rotation of the electrode serves to create a convection current, deliver-

ing the reactant to the electrode surface with a well-defined laminar flow, 

and removing the reaction products. This allows control of the mass 

transport aspect of performance of the catalyst, and thus deconvolution of 

this from the inherent electrochemical activity is possible. RDE has been 

widely used to study high surface area fuel cell catalysts, beginning with the 

pioneering work of Schmidt, Gasteiger et al. [225]. 

5.1.3.1. Experimental 

The cell is set up as described in Section 3.9.2.1, then the gas stream is 

switched from nitrogen to hydrogen. Hydrogen is bubbled through the solu-

tion for 40 minutes (hydrogen is not very soluble in strong alkaline solu-

tions) to saturate the solution with reactant. H2 is also bubbled slowly dur-
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ing the experiments. The electrode is rotated at 1600 rpm, as the faster ro-

tation creates a larger diffusion limited current value and so a greater po-

tential region over which the kinetic current has an influence. At higher 

rotation rates than 1600 rpm there is a chance of cavitation occurring in the 

solution, creating radicals and affecting the results as well as potentially 

corroding the catalyst layer. Linear sweep voltammetry is used to scan be-

tween -0.015 V and 0.4 V at 5 mV cm-2, producing a RDE voltammogram. 

5.1.3.2. Results 

Figure 5.3 shows an example RDE voltammogram for the HOR at both the 

commercial Pt/C and PdIr/C catalysts. The high rotation rate of the elec-

trode controls the thickness of the reactant diffusion layer at the electrode, 

and thus the rate of diffusion of H2 to the electrode surface is fixed [202]. At 

low polarisations the diffusion rate is more than fast enough to supply am-

ple reactant for the reaction to take place, and so the reaction is said to be 

under kinetic control in the low polarisation region. As the overpotential is 

increased the reaction is driven harder and so requires more reactant to 

produce the kinetically desired current. Eventually the fixed diffusion rate 

is not high enough to supply sufficient reactant and the reaction becomes 

diffusion controlled, up to the point where the polarisation is sufficient to 

make the reaction completely diffusion-limiting and the current plateaus at 

a maximum value. This gives the characteristic shape of the curves seen in 

Figure 5.3.  

The diffusion-limiting current value is slightly higher for Pt/C than 

PdIr/C, but this is determined by factors such as catalyst layer thickness 

and structure and so is very hard to repeat accurately between two samples 

(the metal loading of both electrodes is the same at 35 μg cm-2). Additional-

ly, there may be variations in the saturation of H2 in the electrolyte which 

can change the limiting current value. What is more important when evalu-

ating the catalyst activity is the kinetic component of the current, which is 

indicated in the gradient of the curve at potentials before the diffusion-

limited value is reached. The gradient of the PdIr/C catalyst’s curve (red) 

is steeper than that of the Pt/C (black), but a Tafel analysis of the data is 

required for quantitative evaluation (Figure 5.4).          
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Figure 5.3 RDE voltammograms of the HOR at Pt/C catalyst (black) and PdIr/C cata-
lyst (red) obtained at a rotation rate of 1600rpm in 1 M KOH (aq). The current is normal-
ised to the geometric area of the electrode. 

5.1.3.3. Tafel Analysis 

As discussed in Section 1.4.1.6, the Tafel approximation can be used to 

simplify the B-V equation: 

 𝜂 = 𝑎 + 𝑏 log 𝑗 Equation 5.1 

Where 𝑎 = 2.303
𝑅𝑇

𝛼𝑖𝑛𝐹
log 𝑗0 and 𝑏 =  −2.303

𝑅𝑇

𝛼𝑖𝑛𝐹
. For simplification, this is 

often rearranged to: 

 log 𝑗 =
𝜂

𝑏
−

𝑎

𝑏
  Equation 5.2 

From the definitions of 𝑎 and 𝑏 it is seen that 
𝑎

𝑏
= −log 𝑗0 and thus: 

 log 𝑗 =
𝜂

𝑏
+ log 𝑗0 Equation 5.3 

 

Therefore, the linear region of a plot of log current density vs potential 

(Figure 5.4) has a gradient of  
1

𝑏
= −

𝛼𝑖𝑛𝐹

2.303𝑅𝑇
 and an intercept of log 𝑗0 allow-
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ing calculation of the exchange current density (𝑗0) and the charge transfer 

coefficient (𝛼). 
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Figure 5.4 Tafel plot of Pt/C catalyst (black) and PdIr/C catalyst (red) obtained from 
the data shown in Figure 5.3. The current is normalised to the geometric area of the elec-
trode. 

The data in Figure 5.4 yield 𝑗0 values of 1.53 mA cm-2 and 2.78 mA cm-2 

for Pt/C and PdIr/C respectively. As shown in Figure 1.9, the effect of 𝑗0 

on activation potential losses is very strong and so as high a 𝑗0 as possible 

is desired for good catalyst performance. The in-house PdIr/C catalyst has 

an increase in exchange current density of over 80% compared to the com-

mercially available Pt/C catalyst and so is a promising candidate for re-

placement of platinum-based catalysts in AAEM fuel cells. 

Also from this data, the Tafel slopes give 𝛼𝑛 values of 0.54 and 0.61 for 

Pt/C and PdIr/C respectively. Assuming the same mechanism on both cat-

alysts where the number of electrons in the rate determining charge transfer 

step, 𝑛, is 1 [86], this suggests that the PdIr/C catalyst has a higher charge 

transfer coefficient, meaning that a larger percentage of the overpotential 

favours the forward reaction than the reverse (HER).  
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5.1.4 Koutecky-Levich Analysis 

The Koutecky-Levich equation (Equation 5.4) can be used to determine the 

kinetic contribution to the overall current density by obtaining RDE volt-

ammograms at multiple rotation rates [226]: 

 
1

𝑖
=

1

𝑖𝑘
+

1

𝑖𝑑
=

1

𝑖𝑘
+

1

𝐵𝑐0𝜔
1
2

 Equation 5.4 

Figure 5.5 shows an example of such data obtained for the HOR on PdIr/C 

at rotation rates of 400, 600, 900, 1200 and 1600 rpm.  

The rotation of the electrode serves to deliver reactant to the electrode 

surface via forced convection in a controlled and well defined manner, as 

well as maintaining homogeneity in the electrolyte. Adjacent to the elec-

trode surface is a stagnant layer called the Levich layer where, as opposed 

to convection, the main mode of mass transport is diffusion.  

 𝛿𝐿 = 1.61 D1 3⁄ 𝜔−1 2⁄ 𝜈1 6⁄  Equation 5.5 

Equation 5.5 governs the thickness of the Levich layer, 𝛿𝐿, where D is 

the diffusion coefficient, 𝜔 is the rotation rate of the electrode (rad/s) and 𝜈 

is the kinematic viscosity of the electrolyte. The limiting current value, 𝑖𝑙𝑖𝑚, 

is inversely proportional to the thickness of the Levich layer, as described 

by the Levich equation: 

 𝑖𝑙𝑖𝑚 = 0.62 𝑛𝐹𝐴(D 𝛿𝐿⁄ )𝐶 Equation 5.6 

Where 𝑛 is the number of electrons transferred in reaction, 𝐹 is Faraday’s 

constant, 𝐴 is the area of the electrode and 𝐶 is the concentration of reac-

tant. As the rotation rate is increased the thickness of the Levich layer de-

creases and therefore the diffusion rate and mass transport limiting current 

(the point where the curve levels off at higher polarisations) increases.  

At low polarisations only a small amount of reactant is required and so 

the current is said to be under total kinetic control. This is manifested in 

the convergence of all the curves near to the origin, and as the polarisation 

is increased from here the mass transport controlled current has increasing 

influence, leading to divergence of the curves until complete mass transport 

limited behaviour is reached. Thus, the overall current density is composed 
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of a rotation-rate-dependant mass transport current, 𝑖𝑑, and a rotation-

independent kinetic current, 𝑖𝑘 which is dependent on the activity of the 

catalyst [227-229].  
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Figure 5.5 A plot of multiple RDE voltammograms for the HOR at PdIr/C catalyst 
with rotation rates varying from 400 rpm (black) to 1600 rpm (green). The current is nor-
malised to the geometric area of the electrode. These data are used for the Koutecky-Levich 
analysis. 

The data in Figure 5.5 are used to construct plots of  
1

𝑖
 𝑣𝑠 

1

𝜔
1

2⁄
 at the 

potentials 0.025, 0.05, 0.075, 0.1 and 0.125 V (Figure 5.6). In accordance 

with the Koutecky-Levich equation they yield intercepts of 
1

𝑖𝑘
, and therefore 

the kinetic currents, for each potential point.  That is, extrapolating the 

current at a theoretical infinite rotation rate removes all restriction from 

the diffusion limitation and gives a purely kinetic current which is defined 

by the heterogeneous rate constant for the reaction, 𝑘𝑓 (forward reaction): 

 𝑖𝑘 = 𝑛𝐹𝐴𝑘𝑓𝐶 Equation 5.7 

The above potentials were chosen as they represent the parts of the 

curve in Figure 5.5 where the trend is neither linear nor in the diffusion-

limited region, i.e. there is both a kinetic and diffusion contribution to the 

overall current density. The area of mixed control exists over a relatively 

large region of overpotential compared to what is typically found in acid 
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HOR experiments, meaning the Koutecky-Levich analysis is valid for alka-

line HOR but not for acid HOR [73, 84, 230].  

Extracting values for 𝑖𝑘 at different potentials can yield kinetic parame-

ters such as the standard rate constant, 𝑘0, and the symmetry factor, α via 

the following equations (and following Equation 5.7): 

 
𝑘𝑓 = 𝑘0𝑒

(
𝐹
𝑅𝑇

 𝜂(1−𝛼))
 

Equation 5.8 

 ln 𝑘𝑓 = ln𝑘0 +
𝐹

𝑅𝑇
 𝜂(1 − 𝛼) Equation 5.9 

Where 𝜂 is the polarisation. Thus, a plot of ln 𝑘𝑓 vs 𝜂 gives a straight line 

and allows calculation of 𝑘0 from the intercept and α from the gradient, 

provided the diffusion constants are known. However, this calculation is 

rarely performed in the literature and for most purposes, comparisons of 𝑖𝑘 

suffice for comparing the performance of different catalysts [230]. In par-

ticular, the apparent rate constant from Koutecky-Levich analysis can differ 

from the actual rate constant due to the difference in actual catalyst surface 

area and geometric area of the (catalytically) inert electrode substrate, as 

outlined in the analysis by Masa et al. [231]. For this reason, the method of 

application of the catalyst layer to the electrode surface is maintained as 

consistently as possible between experiments and the values obtained for 

kinetic currents of different catalysts are used for comparative purposes and 

are not intended as absolute rate constants for each catalyst.   
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Figure 5.6 Koutecky-Levich plot of RDE data of the HOR on PdIr/C in 1M KOH and 
using a glass cell. The inverse of the current density is ploted at different roation rates for a 
series of polarisations, producing straight lines of similar gradient for each potential. 

This treatment is repeated for the Pt/C data (see Appendix 9.2) and 

the kinetic currents are then normalised for mass activity (the metal load-

ing of the electrode, Figure 5.7) and specific activity (the electrochemical 

surface area of the catalyst, Figure 5.8) and compared, in accordance with 

the method of Garsany et al. [203]. In both cases the PdIr/C catalyst has a 

higher kinetic current at any given potential than the commercial Pt/C 

catalyst, indicating that it is more active for the HOR in alkaline solution 

than platinum. The exception is at 0.125 V for the mass activity data 

where the higher diffusion-limited current value for Pt/C (Figure 5.3) 

means that the current is still increasing at this potential, whereas the 

PdIr/C is close to its diffusion-limited value. The improved activity of the 

PdIr/C catalyst is more exaggerated when normalised to electrochemical 

surface area as the agglomeration issues resulted in a much lower surface 

area than that of the commercial Pt/C. This means that although the utili-

zation of the PdIr/C catalyst is low, its performance still exceeds the com-

mercial Pt/C catalyst and so the potential for improvement with optimiza-

tion of the synthesis procedure is promising. 
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Figure 5.7 Plot showing the kinetic current normalised to mass of metal on the electrode 
at various potentials of the RDE voltammograms for Pt/C (black) and PdIr/C (red). The 
kinetic current is higher for any given potential for PdIr/C than Pt/C except at 0.125 V 
where the current is similar, showing that it has higher mass activity for the HOR. 
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Figure 5.8 Plot showing the kinetic current normalised to electrochemical surface area of 
the catalysts at various potentials of the RDE voltammograms for Pt/C (black) and PdIr/C 
(red). The kinetic current is again higher for PdIr/C than Pt/C showing that it also has a 
higher specific activity for HOR in alkaline. 

5.2 PTFE Cell 

As alkaline solutions can corrode glass, releasing silicates into solution [232], 

and give rise to possible contamination of the electrode, further experimen-

tation was conducted in a PTFE cell made to the same specifications as 

that of the cell used by Mayrhofer et al. [204]. The concentration of the 

electrolyte in the following experiments was also reduced to 0.1 M KOH to 

more closely reflect the majority of the literature on alkaline electrochemis-

try. A further change was made in using an alkaline ionomer as a binder for 

the inks (AS-4, Tokuyama) in place of Nafion, to see if improvements to 

the HOR could be seen with suspected lower diffusion resistance (see Sec-

tion 5.2.6.1). All these changes to the experimental procedure were expected 

to improve apparent performance of the catalysts (thus more closely repre-

senting their inherent activity) and the stability of the experimental setup. 

The stability of the experiment is particularly important for durability or 

carbon corrosion studies (Section 5.2.7) where long-term experimentation 

would not be possible in the glass cell (electrolyte must be replaced after a 

couple of hours or so as the electrode becomes contaminated). 
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Improvements to the PdIr/C were also made by pre-treating the carbon 

with a solution of KOH and using a more aggressive reducing agent in an 

attempt to increase the surface area (see Section 3.1.6). This catalyst will 

be denoted as PdIr/CHSA and is compared with the original PdIr/C and 

Pt/C catalysts in this section of experiments. The use of the alkaline bind-

er, as opposed to Nafion, generally decreased the quality of the prepared 

inks, in that the catalyst powders tended to disperse less well in the alkaline 

binder. This effect was more pronounced with the PdIr/C catalyst than the 

Pt/C and PdIr/CHSA, possibly due to carbon pre-treatment in the latter two 

that could aid in hydrophilicity in the presence of the alkaline binder. In 

Section 5.2.3 comparison is made between electrodes created with catalyst 

inks containing the alkaline AS-4 binder and those using Nafion as a binder, 

the latter being denoted as PdIr/C-Naf and Pt/C-Naf. In-house Pd/C and 

Ir/C catalysts were also synthesised in order to gauge the level of improve-

ment on alloying of the two metals in comparison to the mono-metallic cat-

alysts.  

5.2.1 Cyclic Voltammetry 

CVs of the PdIr/C, PdIr/CHSA and commercial Pt/C catalysts are shown in 

Figure 5.9. Though the CVs have similar features as those conducted in the 

glass cell (Figure 5.1), it is noticeable that the peaks are far more defined 

and a relatively smaller double-layer capacitance is seen when using the 

PTFE cell and alkaline binder in the ink. This is likely due to contaminants 

from the corrosion of glass being absorbed on the catalyst surface and the 

positively charged Nafion binder having a blocking effect on ion transport. 

The hydrogen desorption region yields electrochemical surface areas 

(ECSAs) of 18.16, 28.28 and 33.99 m2g-1 for PdIr/C, PdIr/CHSA and Pt/C, 

respectively. This represents a significant increase in ECSA from those ob-

tained in the glass cell using Nafion as the binder, and confirms the ad-

justment to the synthesis procedure for PdIr/CHSA has improved the surface 

area of the catalyst (though it is still not as high as the commercially syn-

thesised Pt/C). 

Figure 5.10 shows the CVs of Pd/C and Ir/C in comparison with the 

PrIr/CHSA catalyst, which resemble those obtained by Durst et al. at 

pH 13 [233]. The PdIr catalyst CV has features from both the Ir and Pd 

CVs, notably the hydrogen desorption peak from Ir and the oxide reduction 

peak from Pd. However, these features are shifted in potential in the PdIr 
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CVs, representing a distinct voltammetric response from that of its constit-

uent elements.    
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Figure 5.9 Cyclic voltammograms of PdIr/C (red), PdIr/CHSA (blue) and Pt/C (black) 
recorded at a scan rate of 20 mV s-1 in 0.1M KOH and using a PTFE cell. The current den-
sity is normalised to the geometric area of the electrode.  
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Figure 5.10 Cyclic voltammograms of Pd/C (green) and Ir/C (orange) recorded at 
20 mV s-1 in 0.1M KOH. The CV of PdIr/CHSA (blue) from Figure 5.9 is also shown as a 
comparison. 
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5.2.2 Rotating Disk Electrochemistry 

RDE experiments in the PTFE cell were conducted in in the same manner 

as the glass cell (Section 5.1.3.1). The design of the PTFE cell incorporates 

a small hole in the base of the main chamber as a luggin capillary, as op-

posed to a separate luggin suspended midway up the chamber in the glass 

cell. This meant that RDE experiments in the former were more sensitive to 

distance between the electrode and luggin capillary and thus a marker was 

used to ensure the same separation existed for all experiments. 

Figure 5.11 shows example HOR curves for various catalysts at 1600 

rpm rotation rate. The data suggest an order of activity towards hydrogen 

oxidation of PdIr/CHSA > PdIr/C ≈ Pt/C > Ir/C > Pd/C, with the im-

proved PdIr/CHSA catalyst having a clearly higher current at all potentials 

than the alternatives. The diffusion limiting current for PdIr/C is slow to 

plateau, possibly due to a resistance in the experimental set-up. The shape 

of the Pd/C curve is also significantly different to the other catalysts and 

includes a peak around 0.2 V, before the limiting current is reached which 

could be attributed to oxidation of absorbed hydrogen in the form of palla-

dium hydride, which has been previously observed on carbon supported 

Pd [234]. Once this absorbed hydrogen is fully depleted, the current de-

creases until the diffusion limited value is reached at higher polarisations. 

This effect is more highly pronounced at lower rotation rates (and therefore 

lower limiting current values), and HOR curves at a range of rotation rates 

from 400 rpm can be seen in Appendix 9.1. Shao reported that the strong 

adsorption of hydride on the surface of palladium causes a slow reaction 

rate for the oxidation of Had (the Volmer reaction), and thus a slow 

HER/HOR, explaining the poor RDE performance of Pd/C seen in Figure 

5.11 [131]. The characteristic shape of the Pd/C is also observed in this pa-

per, for both experimental and theoretical data and matches that of the da-

ta in Figure 5.11. The decrease in current beyond 0.25 V for Ir/C is at-

tributed to absorption of OH species at lower potentials than for the other 

catalysts due to the highly oxophilic nature of Ir [233].The data show that 

there is a significant improvement in HOR activity on alloying of Pd and Ir 

compared to the constituent monometallic catalysts.  
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Figure 5.11 RDE voltammograms of the hydrogen oxidation reaction on PdIr/C (red), 
PdIr/CHSA (blue), Pt/C (black), Pd/C (green) and Ir/C (orange) catalysts at 5 mV s-1 scan 
rate and 1600 rpm rotation rate. 

5.2.2.1. Tafel Analysis  

Again, in order to extract the exchange current density values from the 

HOR data, a Tafel plot is constructed as in Section 5.1.3.3 for the 1600 rpm 

voltammograms and the linear portion of the curve is fitted to give 𝑗0 and 

𝛼𝑛 (Figure 5.12). The less negative the intercept of the Tafel slope, the 

higher the catalyst’s exchange current density (𝑗0) and therefore the higher 

inherent activity for hydrogen oxidation. Table 5.1 shows the values ex-

tracted from the Tafel analysis of the catalyst and supports the order of 

activity proposed from the HOR curves in Figure 5.11. The best performing 

catalyst, PdIr/CHSA, has an exchange current density double that of PdIr/C 

or commercial Pt/C and thus represents a promising improvement for an-

ode catalysts in alkaline environments. The 𝑗0 values for PdIr/C and Pt/C 

are similar to one another, in contrast to the results obtained in the glass 

cell (Section 5.1.3.3) which is most likely due to the poor quality of the 

electrode layer obtained with the alkaline binder for PdIr/C. Both Pt/C 

and PdIr/CHSA made much more homogeneous inks due to the carbon pre-

treatment step making the catalyst more miscible in the alkaline solution 

(it is assumed that the commercial Pt/C catalyst is synthesised using a 

carbon pre-treatment step, though exact details are not known). Conse-



 142 

quently, the electrode layers produced with PdIr/C contained areas of cata-

lyst agglomeration and should not be expected to perform as well for the 

same mass loading as the other catalysts. This issue did not exist to the 

same extent when using Nafion as the binder and so the relative perfor-

mance of PdIr/C and Pt/C in Nafion is closer to the inherent value than in 

AS-4. However, there is a general increase in exchange current density for 

the PTFE/AS-4 experiments over the glass/Nafion ones.   

The monometallic catalysts have decreasing exchange current densities 

in the order Pt/C > Ir/C > Pd/C, with the latter having more than an or-

der of magnitude lower 𝑗0 than Pt/C and Ir. This trend agrees well with 

that seen in the recent experiments of Durst et al. [233], giving more cre-

dence to methods employed in these experiments and therefore also the via-

bility of the PdIr/CHSA as an improved anode alkaline catalyst. 

All catalysts had similar Tafel slopes and therefore 𝛼𝑛 values around 

0.5, except PdIr/C, which is low. This could again be due to the poor elec-

trode layer produced for this catalyst in the alkaline based ink, and indeed 

the value obtained when using Nafion in the same setup (see Section 

5.2.3.2) was close to 0.5.        

Table 5.1 Summary of exchange current density and αn values extracted from the Tafel 
analysis of each catalyst. 

 PdIr/C PdIr/CHSA Pt/C Pd/C Ir/C 

𝒋𝟎 (mA cm-2) 3.07 6.14 2.99 0.12 1.85 

𝜶𝒏  0.35 0.56 0.53 0.52 0.55 
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Figure 5.12 Tafel plots of PdIr/C (red), PdIr/CHSA (blue), Pt/C (black), Pd/C (green) 
and Ir/C (orange) catalysts for the HOR at 1600 rpm in 0.1M KOH and the PTFE cell. The 
data is fit to a straight line and the intercepts and Tafel slope values are shown in the corre-
sponding coloured tables. Current density is normalised to geometric area of the electrode.   

5.2.3 Nafion as a Binder in the Ink 

In order to ascertain if the improved performance of the catalysts in the 

PTFE/AS-4 set up compared to the glass/Nafion was due to the electro-

chemical cell or the use of alkaline binder, Nafion based inks were also test-

ed in the PTFE cell.  

5.2.3.1. Cyclic Voltammetry 

Figure 5.13 shows the CVs for PdIr/C-Naf and Pt/C-Naf and yields ECSAs 

of 17.15 and 28.99 m2g-1, respectively. The surface areas obtained are both 

lower than those with the alkaline binder in the ink, indicating that the use 

of Nafion hinders the hydrogen desorption and gives too-low values for 

ECSA; however, they are both significantly higher than those of the 

glass/Nafion experimental set up, meaning that the use of glass in alkaline 

experiments produces a prohibitively large contamination effect that masks 

the true surface area of the catalysts, as seen by Mayrhofer et al. [204, 235]. 

The reduction in ECSA for PdIr/C-Naf compared with PdIr/C in alkaline 
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binder is small, but this is expected due to the aforementioned poor elec-

trode layers created with the AS-4 based inks. In general, the features of 

the CVs when using Nafion based inks do not differ from those seen in alka-

line based inks, the most significant factor in quality of CV being the use of 

the PTFE cell in place of glass.    
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Figure 5.13 Cyclic voltammograms of PdIr/C-Naf (red) and Pt/C-Naf (black) in 0.1M 
KOH and the PTFE cell, recorded at 20 mV s-1. 

5.2.3.2. Hydrogen Oxidation Reaction 

The HOR curves for PdIr/C-Naf and Pt/C-Naf are shown in Figure 5.14. 

Interestingly, the Nafion based inks have higher limiting current densities 

than those of the alkaline based inks, which might be expected as they pro-

duce better quality electrode layers, therefore increasing the diffusion cur-

rent limiting value. However, there is a clear reduction of the gradient ap-

proaching this limiting current for the Nafion based inks in the region of 

mixed kinetic and diffusion control, indicating that there is a hindrance to 

the kinetics of the HOR when using Nafion in the electrode layer.  

Tafel analysis (Figure 5.15) yields 𝑗0 values of 2.91 and 2.01 mA cm-2 

and 𝛼𝑛 values of 0.53 and 0.43 for PdIr/C-Naf and Pt/C-Naf respectively. 

The exchange current densities have intermediate values between the higher 

PTFE/AS-4 and glass/Nafion experimental setups, as might be expected, 

though PdIr/C-Naf has only a slightly lower 𝑗0 than PdIr/C but, again, it 

is suggested that the inhomogeneity in the alkaline based ink for this cata-
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lyst leads to artificially low exchange current densities. There is a general 

trend of activity for the PdIr/C and Pt/C catalysts of: PTFE/AS-4 > 

PTFE/Nafion > glass/Nafion, with a more stark difference seen in the 

commercial Pt/C. 
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Figure 5.14 Hydrogen oxidation reaction on PdIr/C-Naf (red) and Pt/C-Naf (black) at 
1600 rpm in hydrogen-saturated 0.1M KOH and the PTFE at a scan rate of 5 mV s-1. The 
linear sweep voltammograms of the alkaline based inks from Figure 5.11 are also shown as a 
comparison (faded lines). 
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Figure 5.15 Tafel plots of the HOR at 1600 rpm for PdIr/C-Naf (red) and Pt/C-Naf 
(black) and the corresponding intercepts and Tafel slopes. 

5.2.4 Koutecky-Levich Analysis  

As with the experiments in the glass cell, the rotation rate of the electrode 

is varied during HOR linear sweep voltammetry in order to extract the ki-

netic currents at various potentials, and therefore ascertain the mass activi-

ty and specific activity of the catalysts. Figure 5.16 shows an example of 

the HOR data at varying rotation rates for the PdIr/CHSA catalyst, and the 

corresponding Koutecky-Levich plot is displayed in Figure 5.17. The inverse 

of the intercept of the Koutecky-Levich plots is used in the same manner, 

as described in Section 5.1.4, to produce mass and specific activity plots 

(Figure 5.18 and Figure 5.19) for all catalysts used in this study. Other 

Koutecky-Levich plots can be found in Appendix 9.2.   
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Figure 5.16 RDE voltammograms of the HOR on PdIr/CHSA in 0.1M KOH and the 
PTFE cell, recorded at a scan rate of 5 mV s-1 at rotation rates varying from 400 rpm 
(black) to 1600 rpm (green). 
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Figure 5.17 Koutecky-Levich plot of the HOR data of PdIr/CHSA in 0.1M KOH and the 
PTFE cell. 

PdIr/CHSA has the highest kinetic current at all potentials, when normal-

ised to both mass loading and ECSA, reinforcing its credentials as the supe-

rior anode catalyst in this study. For the mass activity, there is a trend of 

PdIr/CHSA > PdIr/C ≈ Pt/C > PdIr/C-Naf > Pt/C-Naf, which follows the 

results of the exchange current density derived from the 1600 rpm HOR 

experiments, as expected given the similar mass loadings used in all elec-
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trodes. The reasons for this trend, and in particular the unrealistically low 

performance of PdIr/C due to the quality of the alkaline ink with this cata-

lyst, have previously been discussed. The relatively low ECSA of PdIr/C 

compared with Pt/C and PdIr/CHSA accentuates the performance of the 

former when normalised for specific activity, showing good performance de-

spite low utilisation of the catalyst and suggesting a higher inherent activity 

for PdIr alloys than Pt (which is confirmed by the clearly superior perfor-

mance on increasing the surface area in the PdIr/CHSA catalyst). 

The Nafion based inks generally perform more poorly than their alkaline 

counterparts, except for PdIr/C-Naf, which out-performs PdIr/C at higher 

polarisations. This is, again, likely due to the agglomeration issues suffered 

particularly by this catalyst when using AS-4 as the binder. Given the bet-

ter dispersion of PdIr/C-Naf on the electrode surface, it is expected to per-

form better when the reaction is driven harder, as there are more reaction 

sites available. It is also possible that Nafion has a lower resistance to diffu-

sion of hydrogen than AS-4, yet a higher resistance to hydroxide transport 

(which mediates the HOR in alkaline) and thus there are two competing 

factors with the former being more influential at higher polarisations. How-

ever, this is largely speculation and more would need to be known about 

the properties of the ionomers before this conclusion could be drawn, 

though having a hydroxide conducting ionomer in the electrode layer has 

been shown to enhance the triple-phase boundary, as might be 

expected [236].        
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Figure 5.18 Mass activity plot showing the activity of electrodes made with AS-4 (emp-
ty circles) and Nafion (filled squares, faded) binders in hydrogen-saturated 0.1M KOH and 
the PTFE cell. The kinetic currents at various potentials of PdIr/C (red), PdIr/CHSA (blue) 
and Pt/C (black) are normalised to the metal loading of the electrode. 
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Figure 5.19 Specific activity plot showing the activity of electrodes made with AS-4 
(empty circles) and Nafion (filled squares, faded) binders in hydrogen-saturated 0.1M KOH 
and the PTFE cell. The kinetic currents at various potentials of PdIr/C (red), PdIr/CHSA 
(blue) and Pt/C (black) are normalised to the electrochemical surface area of the electrode. 
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5.2.5 RDE Summary 

Table 5.2 and Figure 5.20 summarise the values obtained from the preced-

ing electrochemical analysis of the electrodes used in this study. The 

PdIr/CHSA shows the greatest activity for HOR in alkaline, with a two-fold 

increase in exchange current density over the next best performing catalyst. 

There is a general trend in performance for experimental set up in the order 

PTFE/AS-4 > PTFE/Nafion > glass/Nafion, with a larger difference seen 

for the Pt/C than the PdIr/C catalyst, likely due to the inherent perfor-

mance of the latter being masked by varying electrode quality depending on 

experimental set up. Performance of the individual catalysts generally de-

creases in the order PdIr/CHSA > PdIr/C > Pt/C > Ir/C > Pd/C showing 

the improved activity of the alloyed PdIr over all other monometallic cata-

lysts studied.  

These results demonstrate the importance of using an inert electrochem-

ical cell (such as PTFE) and an alkaline exchange ionomer (such as AS-4) 

as a binder in order to most closely represent the inherent activity of the 

metals under investigation. A consideration may need to be made in the 

formulation of inks made using an alkaline binder to improve the homoge-

neity of the solution and produce the best quality electrodes, particularly 

with catalysts employing non-pre-treated carbon supports.   



 151 

Table 5.2 Summary of the values obtained from electrochemical analysis for the various 
electrodes discussed in this study. 

Electrode ECSA (m2g-1) 𝒋𝟎 (mA cm-2)  𝜶𝒏 

PdIr/C 18.16 3.07 0.35 

PdIr/CHSA 28.28 6.14 0.56 

Pt/C 33.99 2.98 0.53 

Pd/C n/a 0.12 0.52 

Ir/C n/a 1.85 0.55 

PdIr/C-Naf 17.15 2.91 0.53 

Pt/C-Naf 28.99 2.01 0.43 

PdIr/C glass 13.79 2.78 0.61 

Pt/C glass 8.10 1.53 0.54 
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Figure 5.20 Summary of the exchange current density (bars) and αn (black squares) 
values obtained from electrochemical analysis of PdIr/C (red), PdIr/CHSA (blue), Pt/C 
(black), Pd/C (green) and Ir/C (orange). 

5.2.6 Electrochemical Impedance Spectroscopy 

Electrochemical impedance spectroscopy (EIS) was used to gain more of an 

insight into the processes occurring during the HOR on PdIr/C and Pt/C 

catalysts. The technique can be used to see how properties such as charge 

transfer resistance and mass transport resistance change with polarisation 

or rotation rate of the electrode. 

5.2.6.1. Catalyst Comparisons 

Figure 5.21 shows EIS data for PdIr/C, PdIr/CHSA and Pt/C catalysts at 

0.025 V polarisation under hydrogen (HOR) at 1600 rpm. The total size of 

the arcs (total impedance, 𝑍) in the Nyquist plot gives an indication of the 

activity of the catalysts, as 𝑉 = 𝐼𝑍 and all spectra were taken at the same 

polarisation, a smaller total impedance represents a higher current and 

therefore performance.    
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Figure 5.21 EIS for PdIr/C (red), Pt/C (black) and PdIr/CHSA (blue) catalysts taken at 
0.025 V and with a rotation of 1600 rpm. The data were fitted using ZView software and the 
fits are shown by the corresponding lines.    

For the PdIr/C and PdIr/CHSA catalysts, two clear arcs can be seen due 

to two distinct processes occurring with different time constants; charge 

transfer at high frequencies and mass transport at low frequencies (further 

evidence that these are the processes involved is provided in Sections 5.2.6.2 

and 5.2.6.3). The profile for the Pt/C catalyst is less well resolved, though 

it is clearly not composed of a single arc. This suggests two possible scenar-

ios: the charge transfer is much larger and at a lower frequency for Pt/C 

than for PdIr/C and therefore the arcs overlap considerably, or the charge 

transfer is much faster for Pt/C than for PdIr/C and there is a very small 

high frequency arc that is dwarfed by the mass transport arc. Given that it 

has already been shown that the PdIr/C catalysts have comparable, if not 

higher, activity to Pt/C, the former scenario is more likely. Additionally, 

the diffusion to the electrode surface is controlled by the rotation rate of 

the electrode (which is the same in all cases and given by Equation 3.11). 

The mass transport through the electrode layer to the active sites could dif-

fer from catalyst to catalyst, however, and is dependent on the quality of 

the deposited layer on the electrode. As the Pt/C is commercially synthe-

sised and produces a more homogeneous ink, and therefore a more even 

electrode layer, it is likely that the mass transport resistance would be, if 

anything, lower for Pt/C electrodes than PdIr/C ones. 

One possible explanation for the difference in EIS results for Pt/C and 

PdIr/C was postulated; due to the aforementioned hydrogen storage capa-

bilities of Pd (and possibly Pd alloys), the mass transport resistance could 

be significantly lower in PdIr due to the readily accessible Pd-H stored in 

the lattice. This would mean that PdIr could still have a larger RCT than 

Pt, but have an overall smaller impedance due to its lower RD. In order to 
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test this hypothesis, chronoamperometry was carried out on PdIr/CHSA and 

Pt/C. The cell was saturated with hydrogen gas for an hour in order to 

form absorbed hydrogen in the catalyst structure. The cell was then purged 

with nitrogen for one hour to remove any dissolved hydrogen in the electro-

lyte before high speed chronoamperometry at 0.3 V was carried out. It was 

hypothesized that if PdIr/C was absorbing hydrogen that Pt/C was not, 

there would be a larger current observed in the chronoamperometry for 

PdIr/C than Pt/C, and the decay of the current should also be slower for 

PdIr/C. Figure 5.22 shows that there was a slightly higher current observed 

for PdIr/CHSA compared Pt/C; however, this current decayed rapidly and 

reached 0 A after only 2 s. Chronoamperometry was repeated after the first 

scan for PdIr/CHSA and shows a lower current, suggesting that the higher 

current could have come from absorbed hydrogen (not present in Pt/C) 

that is subsequently depleted after the first scan. Ultimately, the effect is 

small so it is inconclusive as to whether possible hydrogen absorption prop-

erties of PdIr are the reason for the double arc being seen for PdIr and not 

for Pt. As previously mentioned, Had has been shown to hinder the HOR on 

Pd surfaces [131], and so if this effect was also common to Pd alloys the 

activity of PdIr/C towards HOR should also be hindered. Again, given the 

superior activity already shown for the HOR on PdIr/C and PdIr/CHSA 

through RDE studies, it is more likely that the charge transfer arc is larger 

for Pt/C and has significant overlap with the low frequency mass transport 

arc.  
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Figure 5.22 Chronoamperometry of Pt/C (black), PdIr/CHSA (blue) and the second run 
of PdIr/CHSA (light blue). 0.1M KOH was saturated with H2 (g) for one hour before purging 
with N2 (g) for a further hour, after which the potential was switched to 0.3 V and the cur-
rent response measured. 

Figure 5.23 shows the EIS of the HOR on Pt/C. For potentials negative 

of 0 V (HER), increasing polarisation reduces the size of the arc and thus 

shows that it is a charge transfer process with minimal mass transport re-

sistance (as would be expected as there is no delivery of reactant required 

for the HER). However, for potentials positive of 0 V, increasing polarisa-

tion increases the size of the arc, implying that mass transport limitation is 

being instigated, even at low polarisation, and is providing increasing re-

sistance with increasing polarisation. Throughout the whole potential range 

the apparent single arc holds, even though it is evident that both charge 

transfer and mass transport resistance must exist to varying extents across 

the range. This is further evidence of the fact that the mass transport and 

charge transfer processes for Pt/C must have similar time constants and 

thus a high degree of overlap of the two arcs in the Nyquist plots, with the 

effect of producing an apparent single arc that is not present in the PdIr 

catalysts (where a difference of time constants results in two distinct arcs 

being observed as in Figure 5.21). 
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Figure 5.23 EIS of the HOR on Pt/C at varying potential. Data were collected at 
1600 rpm and at potentials with respect to OCV. Positive potential represents the HOR and 
negative potential represents the HER. Connecting lines between data points are a guide for 
the eye only and do not represent any fitting of the data. 

In order to ascertain the effect of the polymer binder used in the ink on 

electrode performance, PdIr/C and Pt/C inks with Nafion (a proton ex-

change ionomer) instead of the Tokuyama AS-4 (hydroxide exchange iono-

mer) were studied in the same PTFE cell with 0.1 M KOH electrolyte. It is 

clear that the larger impedance arcs for the Nafion based inks (Figure 5.24, 

squares) indicate worse performance for these electrodes. It is assumed that 

the difference should largely be due to the increased diffusion resistance of 

hydroxide through the Nafion layer compared with the alkaline anion ex-

change ionomer. The total impedance is larger for the PdIr/C-Naf catalyst 

than for the Pt/C-Naf, contrary to the result of the Tafel analysis (Section 

5.2.3.2). This could be due to the impedance data being collected after the 

HOR experiments and a possible degrading of the electrode layer, or cata-

lyst itself, that might be more severe for PdIr/C than Pt/C. However, it is 

clear that the increased resistance involved with using a Nafion binder 

means that an alkaline ionomer should be used where possible in alkaline 

experiments and this effect should be taken into account for studies using 

Nafion in an alkaline electrolyte [205-207]. 
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Figure 5.24 EIS data showing the effect of using Nafion as a binder in the ink (squares) 
as compared to the AS-4 based inks previously discussed (Figure 5.21). All spectra were 
collected at 0.025 V and 1600 rpm in a H2 saturated electrolyte. Fits obtained with ZView 
software are shown as corresponding lines. 

In order to get an idea of the resistances due to charge transfer (RCT) 

and diffusion (RD) the EIS data were fitted to the modified Randels circuit 

shown in Figure 5.25. All fits are shown on Figure 5.21 and Figure 5.23, 

and good fits to the data were obtained using the same equivalent circuit 

design in each case. Simulated impedance arcs for both infinite and finite 

diffusion using the Randels circuit in Figure 5.25 were previously shown in 

Figure 3.12. The data in Figure 5.24 clearly show finite diffusion behaviour, 

as would be expected for a RDE experiment, and thus the bounded trans-

missive Warburg element was used in the EIS fit in order to obtain the RD 

values. 

 

Figure 5.25 The modified Randels circuit used to fit EIS data for the HOR on all cata-
lysts, where W represents a bounded transmissive, or finite, Warburg element, from which 
RD is obtained. 
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Figure 5.26 shows the values obtained for RCT and RD for all catalysts 

(REL is not shown as all values are roughly the same, with any differences 

being attributable to slight variations in electrode placement relative to the 

luggin capillary, and can be easily seen by the high frequency intercept of 

the EIS data). As expected, PdIr/CHSA shows the lowest overall resistance, 

as well as the lowest values for both RCT and RD, and therefore superior 

performance. The slightly higher RCT for Pt/C over PdIr/C compares well 

with the slightly superior exchange current densities obtained for PdIr/C in 

the Tafel analysis, but it should be noted that there is little separation for 

the two arcs of the Pt/C EIS spectrum and therefore the model might not 

be as physically valid, despite a good fit to the data being possible. Never-

theless, the general trends in RCT values from the modelling match the ac-

tivity trends from Tafel analysis for these catalysts: PdIr/CHSA > PdIr/C ≈ 

Pt/C. Figure 5.26 also shows that the mass transport resistance, RD, is 

similar for all AS-4 based inks. The slightly lower value for PdIr/CHSA is 

attributed to the fact that, as the most active catalyst, at the same polari-

sation (0.025 V) the total current is higher and therefore the diffusion limi-

tation of the current will be proportionally less than for more active cata-

lysts.  

RD is significantly higher for the Nafion based electrodes due to the 

higher resistance to diffusion of hydroxide ions through the cationic ionomer 

than for the anionic exchange AS-4 ionomer. The RCT values for Pt/C and 

Pt/C-Nafion are similar, indicating that the poorer performance of the lat-

ter catalyst in alkaline electrolyte is purely due to higher mass transport 

resistances in the electrode (as would be expected for the highly consistent 

commercially prepared catalyst). This effect is not seen for the PdIr/C and 

PdIr/C-Nafion but, as mentioned previously, this could be due to degrada-

tion of the catalyst following previous experimentation and would explain 

the larger EIS arc for PdIr/C-Nafion than Pt/C-Nafion, despite the former 

showing greater activity for HOR in Tafel analysis. 

Though overall performance of the catalyst is dependent on the total 

impedance of the whole system, conducting EIS can be a useful diagnostic 

step to help ascertain the quality of the prepared electrode (affecting RD) 

and therefore separate the inherent activity of the catalyst (RCT) from any 

systematic or experimental artefacts that might give a lower activity in 

Tafel analysis. As with all RDE experiments, it is not possible to obtain an 

activity greater than the actual activity of the catalyst and therefore as 
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much care as possible should be taken to prepare a good quality electrode 

in a clean cell so as to minimize any effects that mask the true performance 

of the catalyst. The importance of using an alkaline exchange membrane 

binder in place of Nafion for alkaline experiments is also highlighted by 

these data.          
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Figure 5.26 Values for charge transfer resistance (RCT, diagonal pattern) and mass 
transport resistance (RD, square pattern) for all catalysts for PdIr/C (red), Pt/C (black) and 
PdIr/CHSA (blue) catalysts. Values were obtained by fitting a modified Randels circuit 
(Figure 5.25) to the EIS data using ZView software. Error bars represent the error in value 
as given by the model. 

5.2.6.2. Rotation Rate 

As well as changing the rate at which reactant is brought to the surface of 

an electrode and keeping the electrolyte homogenous, varying the rotation 

rate of the electrode has the effect of changing the diffusion layer thickness, 

or Levich layer (𝛿𝐿). This is given by Equation 5.5. As the rotation rate 

increases the diffusion layer thickness decreases and therefore the diffusion 

limiting current increases. In terms of equivalent circuit modelling (see Sec-

tion 3.10.2), this has the effect of moving from an infinite Warburg element 

to a finite one as the electrode is rotated from a static position, and a de-

creasing Warburg mass transport resistance as the rotation rate increases. 

This manifests itself as a decreased low frequency arc in a Nyquist plot with 

increasing rotation rate, as shown in Figure 5.27, and, though not shown 
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here, a static electrode would produce a straight line characteristic of an 

unbound Warburg element. 

The data in Figure 5.27 show that, for a given polarisation, changing 

only the rotation rate affects only the second, mass transport, arc in the 

Nyquist plot. The charge transfer arc remains the same, as shown by the 

perfect overlap of data points at all rotations. At both 0.05 V and 0.015 V 

the two arcs overlap significantly, indicating that the time constants for the 

charge transfer and mass transport processes are of a similar order. The to-

tal impedance is larger for the 0.15 V polarisation as the contribution from 

the diffusion limiting part of the current is increased at higher polarisations 

(as it tends to purely diffusion limited current). However, the charge trans-

fer resistance should decrease with increasing polarisation. This is suggested 

to be the case in Figure 5.27 by noting that the overlap of the charge trans-

fer arc proceeds to lower frequencies for 0.05 V than for 0.15 V, suggesting 

a larger diameter arc for the former. Indeed, fitting of the data gave RCT 

values of 35 Ω cm2 and 32 Ω cm2 for 0.05 V and 0.15 V, respectively. How-

ever, as the overlap of the two arcs is significant, the results of this fit 

should not be overly relied upon.  

What can be said with confidence is that the data show that increasing 

the rotation rate decreases the mass transport resistance, and the overall 

shape of the impedance arc is described by a static charge transfer arc and 

a mass transport arc that varies with rotation rate. This is described by the 

modified Randles circuit with a finite Warburg element, as shown in Figure 

5.25.      
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Figure 5.27 EIS of HOR at PdIr/C with varying rotation rates at a) 0.05 V and b) 
0.15V with respect to OCV showing decreasing mass transport resistance with increasing 
rotation rate. 

5.2.6.3. Polarisation 

As already discussed, increasing polarisation of the electrode decreases the 

charge transfer resistance for a particular reaction. In the case of the HOR, 

a positive potential drives the reaction towards hydrogen oxidation, and a 

negative potential towards the HER. Additionally, as the potential is in-

creased, the contribution of the diffusion controlled current for the HOR 

increases and so the mass transport resistance increases until the point of 

diffusion limited current, where it dwarfs the charge transfer resistance. 

This is shown in Figure 5.28. For the HER (negative potentials) there is no 

mass transport limitation as no dissolved reactant is required to travel to 
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the surface of the electrode for this reaction to occur. As the electrode is 

polarised more negatively, the charge transfer resistance decreases. Con-

versely, for the HOR, even at low polarisations, as dissolved H2 gas needs to 

diffuse to the electrode there is a clear mass transport arc that increases as 

the polarisation increases. This was also shown previously to be the case for 

the Pt/C catalyst in Figure 5.23. 
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Figure 5.28 EIS for the HOR on PdIr/C at 1600 rpm with varying potential from -0.4 V 
to 0.3 V. The lines connecting the symbols are simply a guide for the eye and do not repre-
sent fitting of the data. 

Fitting the data for the positive polarisation from 0.0 V using the modi-

fied Randles circuit as in Figure 5.25 gives values for this effect (Figure 

5.29) and shows decreasing RCT and increasing RD with increasing polarisa-

tion. Beyond 0.0125 V it is no longer possible to attempt to fit an RCT value 

due to the high degree of overlap between the two arcs and increasingly 

diminished charge transfer arc. Because RCT decreases up to this point, and 
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because it should be negligible at high polarisations, RCT was set to zero for 

all fits more positive than 0.0125 V.    
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Figure 5.29 Fitting parameters for the HOR on PdIr/C data shown in Figure 5.28. Val-
ues for the charge transfer resistance (black) and mass transport resistance (red) are shown. 
RCT was set to zero at 0.0125 V in order to improve the fit. 

Figure 5.30 shows two examples of the fitting of data shown in Figure 

5.28, at 0.00 V and 0.275 V. There is a good fit obtained for the modified 

Randles circuit in Figure 5.30 a) and by setting RCT to zero in Figure 5.30 

b). 
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Figure 5.30 Example fittings (black lines) and raw data (red circles) for the two ex-
tremes of the HOR; (a) 0.00 V and (b) 0.0275 V. Data were collected at 1600 rpm in 0.1M 
KOH in the PTFE cell on PdIr/C and at potentials with respect to OCV. 

5.2.7 Catalyst Durability 

In order for a catalyst to be viable for long-term use in a fuel cell, it must 

be durable over conditions experienced in real-world operation. There are 

two main routes to catalyst degradation: corrosion of the support material 

(carbon in this case, and in most fuel cell catalysts) or dissolution of the 

metal particles. Carbon corrosion causes irreversible loss of carbon as CO2 

and subsequent aggregation of metal, and therefore reduction in ECSA. 

Dissolution of the metal can also lead to agglomeration, via Ostwald ripen-

ing, but also reduces ECSA simply through loss of mass into the electrolyte 

or, in a fuel cell, migration of catalyst material to areas of an MEA where it 

is unutilised [237, 238]. 

Degradation in operational scenarios such as automotive fuel cell use oc-

curs on a timescale too long for useful laboratory testing, and thus acceler-

ated test protocols have been developed to measure catalyst durability. 
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However, even these protocols require greater time than is afforded by the 

corrosion of glass in alkaline electrolyte. Therefore, it is necessary to con-

duct long-term experiments in the corrosion-resistant PTFE cell in order 

that any decrease in the ECSA of the catalyst can be attributed to electro-

chemical degradation and not contaminants from the corrosion of glass. 

Figure 5.31 shows the initial CV of PdIr/C in the PTFE cell (red) and the 

CV after leaving the electrode in the cell for 24 hours (grey). The CV shows 

very little change in this time, save a slight shift in potential of the peaks 

likely due to a small shift in potential of the reference electrode, and shows 

no loss of ECSA, demonstrating the suitability of the PTFE cell for durabil-

ity experiments in alkaline electrolyte.  

Many established accelerated stress tests for catalyst degradation exist 

for acidic PEM electrodes, such as those used in the US department of en-

ergy benchmarks [239, 240]. However, there are no equivalent protocols de-

signed specifically for alkaline environments and thus the degradation stud-

ies in this work are based on the conventional PEM methods. Most of the 

work in the literature involving durability of catalysts in an alkaline medi-

um is based on methanol fuel cells [241, 242], and though some AAEM fuel 

cell literature looks at the durability, it is often based on in-situ testing 

where the membrane stability is a larger issue [123, 243, 244]. To the au-

thor’s knowledge, no ex-situ catalyst durability studies exist in alkaline me-

dia.    
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Figure 5.31 Cyclic voltammograms of PdIr/C in nitrogen saturated 0.1M KOH and the 
PTFE cell at 20 mV s-1 initially (red) and after 24 hours (grey). 

5.2.7.1. Stop-Start Protocol 

The first accelerated degradation protocol applied to the catalysts was the 

stop-start procedure developed first by Nissan which employs a fast (0.5 V 

s-1) triangular wave scan between 1.0 and 1.5 V. This accelerated stress test 

is designed to mimic cell reversal and fuel starvation conditions experienced 

during startup and shutdown of automotive fuel cells [245]. CVs are taken 

following varying numbers of 1.0-1.5 V scans in order to measure the ECSA 

loss of the catalysts. Figure 5.32 and Figure 5.33 show the CVs and per-

centage ECSA loss respectively during the start-stop experiment. The Pt/C 

catalyst lost only 15% of the original ECSA during this test, with the 

PdIr/C and PdIr/CHSA losing 73% and 89% respectively. Though in acidic 

environments carbon is unstable at these potentials [240], it is expected to 

be stable in alkaline conditions [246] (ref. 21) and so the loss of ESCA could 

be expected to be due to instability of the metal particles in these condi-

tions.  

Figure 5.34 shows the Pourbaix diagrams for various noble metals, de-

picting the thermodynamic stability of various species under different po-

tential and pH conditions. The white parallelogram in these diagrams repre-

sents the stable region of water, and it should be noted that because the 

reversible hydrogen electrode used in these experiments is submerged in the 



 167 

common electrolyte, the potential relative to the reference electrode remains 

constant along the slope of the base of the parallelogram. That is, at the 

operating pH of roughly 13, the potential relative to the reference electrode 

used is 1.2 V at the top edge and 0 V at the bottom edge of the white re-

gion in Figure 5.34. Therefore, it is predicted by the Pourbaix diagram that 

Pt and Pd will form stable passivation layers at potentials above 1.2 V, 

whereas Ir forms a soluble species, and therefore is expected to be lost to 

the bulk electrolyte during the start-stop protocol. This would explain the 

drastic decrease in ECSA for the PdIr based catalysts after 2,000 cycles 

compared to the comparatively stable Pt/C. The smaller particle size of the 

PdIr/CHSA catalyst makes it more susceptible to corrosion and therefore los-

es the most ECSA in this test.  

Both Pt/C and PdIr/CHSA show an initial increase in ECSA on potential 

cycling. This increase in ECSA in the first few cycles was also observed by 

Wang et al. for Pd-based core-shell catalysts and was attributed to rough-

ening of the surface and removal of contaminants [247]. They also observed 

a high stability for their Pt decorated catalyst, as seen in these results.     
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Figure 5.32 Cyclic voltammograms taken during the stop-start degradation test on 
PdIr/C (top left, red), PdIr/CHSA (top right, blue) and Pt/C (bottom, black). The CVs dis-
played span from the initial CV (lightest) to the CV following 2,000 stop-start cycles (light-
est). 
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Figure 5.33 ECSA loss for PdIr/C (red), PdIr/CHSA (blue) and Pt/C (black) using the 
stop-start procedure cycling from 1 V to 1.5 V vs RHE. 

 

Figure 5.34 Pourbaix diagram of a selection of noble metals from Gu et al. showing the 
stability of various species at different potentials and pH values [248]. The metals Pt, Pd 
and Ir are highlighted. The white area represents the stable region for water.  

5.2.7.2. Metal Dissolution Protocol 

The second accelerated test protocol employed was based on the Pt dissolu-

tion test of the Fuel Cell Tech Team (FCTT) whereby the potential was 
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cycled between 0.6 V and 1 V at 0.5 V s-1 and the ECSA recorded at vari-

ous points up to 10,000 cycles [239, 249].  

Figure 5.35 shows the CVs obtained during the metal dissolution proto-

col and the corresponding ECSA loss in Figure 5.36. The less extreme con-

ditions of this test lead to a smaller loss of ECSA for the PdIr/CHSA and 

Pt/C catalysts at 51% and 58% respectively, and a similar loss of 81% for 

the PdIr/C catalyst. Though the Pourbaix diagram in Figure 5.34 predicts 

thermodynamic stability for all three metals under these conditions, the 

ECSA loss can only be attributed to mechanisms involving metal dissolu-

tion. Indeed, the PdIr/C CVs in particular show large peak shift and 

change of form for 5,000 and 10,000 scans, more reminiscent of the Pd/C 

CV shown in Figure 5.10 than the PdIr/C CV. This suggests loss of Ir from 

the PdIr/C catalyst, and to a greater extent than that seen for the 

PdIr/CHSA catalyst. There is a suggestion from the EXAFS results in Sec-

tion 4.5.1 that PdIr/CHSA might have a higher degree of mixing of the com-

ponent metals which could lead to greater electrochemical stability in these 

conditions. Regardless, the PdIr/CHSA possesses the greatest stability of all 

catalysts tested under this protocol and, given that the potential range of 

0.6 V to 1 V more closely represents the potentials experienced at the anode 

in normal fuel cell operation (as opposed to cell reversal/fuel starvation in 

the start-stop protocol), shows promise for long term operation in alkaline 

fuel cells.  
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Figure 5.35 Cyclic voltammograms taken during the metal dissolution degradation test 
on PdIr/C (top left, red), PdIr/CHSA (top right, blue) and Pt/C (bottom, black). The CVs 
displayed span from the initial CV (lightest) to the CV following 2,000 stop-start cycles 
(lightest). 
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Figure 5.36 ECSA loss for PdIr/C (red), PdIr/CHSA (blue) and Pt/C (black) using the 
metal dissolution procedure cycling from 0.6 V to 1 V vs RHE.          
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5.3 Conclusions 

Electrochemical characterisation has shown that the novel PdIr/C catalyst 

has a higher mass activity, specific activity and exchange current density 

than that of a commercially available Pt/C catalyst. These fundamental 

electrochemical tests show potential for the use of PdIr/C as an anode cata-

lyst in platinum-free AAEM fuel cells. Imaging and cyclic voltammetry 

suggest an agglomeration problem that requires optimisation of the synthe-

sis procedure to rectify. The low surface area of the PdIr/C catalyst com-

pared to that of the Pt/C means the electrochemical performance is all the 

more notable. Indeed, increasing the surface of the catalyst in the case of 

PdIr/CHSA, a significant increase in the mass activity of the catalyst was 

shown, relative to the both the PdIr/C and commercial Pt/C catalysts. 

Given the PdIr/C and PdIr/CHSA structures from EXAFS (Section 4.5.1) 

differ only slightly, it is assumed that the two-fold increase in activity for 

the latter over the former is due, in the main, to the increase of surface area 

on improvement of the synthesis procedure.  

EIS results show both mass transport and charge transfer resistances for 

all catalysts and provide further explanation for the respective performance 

of the catalysts towards HOR in alkaline media. 

A clear need to use an alkaline anion exchange ionomer as the binder in 

inks used for RDE in alkaline media has been shown. However, there is sig-

nificant room for improvement in the formulation of said inks as the homo-

geneity of the solutions, and thus the quality of the electrode catalyst layer 

produced, was less satisfactory than that of the inks using Nafion as a bind-

er. Increasing the surface groups on the carbon using pre-treatment im-

proved this; however, further improvement could potentially be seen on ad-

dition of a surfactant to the mixture. A comprehensive ink formula study is 

suggested for future work. 

The carbon monoxide tolerance of the PdIr/C catalyst is potentially 

better than that of Pt/C by virtue of sub-monolayer coverage of CO on its 

surface. 

A summary of all parameters obtained via electrochemical testing is 

shown in Table 5.3: 



 172 

Table 5.3 Electrochemical properties of the catalysts 

Catalyst ECSA 

(m2g-1) 

CO Peak 

𝛈 (V) 

𝐣𝟎 (mA 

cm-2) 

𝛂𝐧 RCT   

(Ω cm2) 

RD             

(Ω cm2) 

Pt/C (glass) 13.79 0.71 1.53 0.54   

PdIr/C (glass) 8.10 0.75 2.78 0.61   

Pt/C 33.99  2.99 0.53 10.9 14.6 

PdIr/C 18.16  3.07 0.35 10.4 14.9 

PdIr/CHSA 28.28  6.14 0.56 4.3 12.7 

Pd/C   0.12 0.52   

Ir/C   1.85 0.55   

Pt/C-Naf 28.99  2.01 0.43 9.2 23.0 

PdIr/C-Naf 17.15  2.91 0.53 18.3 23.8 
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6  Fuel Cell Testing 

Electrochemical characterisation is a vital measure of the inherent activity 

of a catalyst, but it is not necessarily an indication of how well it will per-

form in a functioning fuel cell environment. The added complications of fuel 

cell systems as a whole mean that factors such as gas humidification, mem-

brane condition, flow-field design, MEA manufacture and electrical connec-

tions can conspire to produce an overall performance lower than one might 

expect from otherwise promising electrochemical activity results. The cata-

lyst is also in a different environment when in a solid-electrolyte-MEA as 

opposed to an aqueous electrochemical cell. For these reasons, testing a cat-

alyst’s ability to function within a working fuel cell is essential. 

6.1 Experimental 

6.1.1 Conditioning 

In order to get the best performance out of an MEA it must go through a 

conditioning procedure which serves to bring the cell up to operating tem-

perature, fully hydrate the MEA and allow the system to acclimatise to fuel 

cell operating conditions. Once the humidification water bath and cell tem-

peratures where at operating values, the following electrical cycling was 

used to condition the membrane: 

Cell held at 0.8 V for 30 minutes 

Cell held at 0.4 V for 30 minutes 

Cell held at 0.6 V for 30 minutes 

Procedure repeated a further two times 

This conditioning ‘works’ the MEA and a drastic increase in perfor-

mance (current density) is often seen throughout the process, most likely 

down to good humidification of the membrane and catalyst layers through a 

combination of gas humidification and self-humidification with water gener-

ated by the electrochemical reaction. Occasionally a longer humidification 

procedure is needed to get the best MEA performance, but once a stable 

and acceptable performance is reached, a polarisation curve can be taken. 
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6.1.2 Polarisation Curves 

Fuel cell testing can be carried out either potentiostatically (varying the 

voltage) or galvanostatically (varying the load current), and the voltage 

and current values are plotted to form a polarisation curve. The current is 

normalised to cell area to allow comparison with other experiments. 

Polarisation curves were largely taken using an automated galvanostatic 

procedure that increased the load in increments of 50 mAcm-2 from OCV, 

holding at each point for 30 seconds, then recording 5 data points at 5 sec-

ond intervals (which are averaged) before moving to the next load. Occa-

sionally a manual method was used where the system was not as stable in 

order to allow greater time for the cell to equilibrate at each load point. At 

each data point a current interrupt measurement of the resistivity of the 

system (both electronic and ionic) is made.    

6.1.3 Shut-down Procedure 

Once testing is complete it is imperative to use a proper shut-down proce-

dure to protect the health of the MEA. If the MEA is left at OCV with hy-

drogen on the anode the high polarisation can lead to degradation and cor-

rosion of the catalyst layers. For this reason, at the end of each experiment 

the temperature of the cell and humidification is reduced to room tempera-

ture and the anode stream in switched to nitrogen to purge all hydrogen 

from the system. The cell is held at a small load of 50 mAcm-2 to consume 

any hydrogen left in the catalyst layers until the voltage of the cell is re-

duced to zero. This is repeated until the OCV is also zero and the MEA is 

safe to be stored for re-use. 

6.2 Bespoke System 

Fuel Cell Polarisation Curves 

Figure 6.1 shows the results of fuel cell testing of MEAs 1, 2 and 3 (see Ta-

ble 3.1 for details of MEAs) – acidic Pt/Pt, alkaline Pt/Pt and alkaline 

non-Pt (PdIr/C anode and Pd/C cathode) respectively. The test conditions 

for each MEA are shown in Table 6.1. 
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Table 6.1 Test conditions for MEA testing 

MEA Cell Temperature (°C) Anode Gas  Cathode Gas 

MEA1 80 H2, 200 ml/min Air, 500 ml/min 

MEA2 60 H2, 200 ml/min O2, 500 ml/min 

MEA3 60 H2, 200 ml/min O2, 500 ml/min 

 

The polarisation curves have been resistivity-corrected by using the re-

sistivity values from the current interrupt measurements and calculating 

the voltage loss attributable to it (via 𝑉 = 𝐼𝑅) and adding it to the voltage 

reading obtained. In this way the different conductivities of the two types 

of membrane are negated and a better comparison of the MEAs can be 

made. The alkaline membranes were much more resistive than that of the 

Nafion (see Section 6.2.1) and required priming with KOH solution in order 

for polar curves to be obtained. In the case of MEA 2 and MEA 3 the 

pump was used to deliver a 2M KOH solution, along with the O2 in a 

mixed stream, at 0.1 ml/min for 5 minutes, then turned off before the polar 

curve measurements were taken. 
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Figure 6.1 Fuel cell polarisation curve comparisons. Curves are shown for an acidic PEM 
Pt/Pt MEA1 (black), an alkaline AAEM Pt/Pt MEA2 (red) and an alkaline PdIr/Pd 
MEA3 (blue). Inset shows a detailing of the activation region of the polar curve where the 
catalyst properties have most influence. All curves are resistivity corrected.  

The overall performance of the two AAEM cells is worse than that of 

the acidic PEM MEA, which is not surprising as the catalyst layers contain 

proton-conducing ionomer binders instead of hydroxide conducting ones. 

Much of the processes and techniques used to make the MEAs are based on 

those of the more well-known PEM fuel cells and as such the AAEM testing 

is highly unoptimised, as is much AAEM fuel cell research in the literature, 

so the poor performance relative to that of the PEM MEA is to be some-

what expected. 

What is more interesting is the comparable performance of the fully 

platinum MEA2 and the fully non-platinum MEA3. This suggests that the 

novel anode catalyst, in conjunction with an in-house Pd/C cathode, has 

comparable activity in a fuel cell environment to commercially available 

platinum catalysts. The inset of Figure 6.1 shows the detail of the activa-

tion region of the fuel cell polar curve. This is the region in which the cata-

lyst has most influence on the voltage losses and again the results are prom-

ising, showing similar trends for all three MEAs. Though much more work 

needs to be done on the MEA manufacturing and fuel cell testing, the ini-

tial results seem to corroborate those of the electrochemical experiments 
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and suggest the novel low-cost catalyst could prove a suitable replacement 

for platinum in AAEM fuel cells.  

6.2.1 Membrane Resistivity 

In order to study the resistivity issues and carbonation effect with the To-

kuyama alkaline membranes the effect of carbon dioxide containing air on 

the conductivity of a sample of A201 membrane was tested. Using a poten-

tiostat the high frequency intercept of impedance spectra were used to as-

sess the resistivity of the membrane under different conditions. The mem-

brane was soaked in 0.5M KOH at room temperature for two hours then 

rinsed with deionised water and placed in the cell at 60°C. Nitrogen gas 

humidified at 90°C was flowed over both the anode and cathode for nearly 

two hours before the stream was changed to air (also humidified at 90°C). 

As can be seen in Figure 6.2, the introduction of CO2 in the air caused a 

dramatic increase in the resistivity of the membrane to levels far beyond 

that acceptable in a fuel cell. The gradual increase in resistivity seen while 

still under nitrogen is most likely due to removal of any KOH left in the 

membrane by the humidified stream.  

Though pure O2 was used for the fuel cell experiments, these results 

show the importance of not allowing any air into the system and swift set 

up of the test cell so as to minimise the exposure to CO2. They also confirm 

that even the lowest resistivity seen is higher than that of a typical Nafion 

membrane. 
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Figure 6.2 Membrane resistivity results. When the gas stream is switched from nitrogen 
(blue) to CO2 containing air (red), the resistivity of the membrane increases sharply. A typi-
cal Nafion resistivity is shown in comparison (black). 

This phenomenon is also observed in a more detailed experiment involv-

ing quartz crystal microbalances (QCMs) conducted by others in the group. 

The QCM allows small mass loadings, on the order of nanograms, to be de-

tected by observing reductions in the resonant frequency of the crystal. A 

thin AAEM (30 nm) was cast on the surface of the QCM from a solution of 

AS-4 alkaline ionomer, and humidified nitrogen, followed by humidified 

CO2-containing air, is flowed through a temperature controlled gas-tight 

chamber at 55 °C and 100% relative humidity. The humidified gases negate 

the drying effect seen in the initial stages of Figure 6.2. As Figure 6.3 

shows, a stable resonance frequency under nitrogen immediately reduces on 

the introduction of air with a corresponding mass increase of 41.6 ng de-

tected over the course of the experiment. In this way, the increase in the 

resistivity of the membrane on introduction of CO2-containing air is shown 

to be coupled with an increase of mass on the QCM, attributed to the for-

mation of carbonates in the membrane structure. 
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Figure 6.3 The reduction in frequency of a QCM with cast AAEM layer on the surface, 
corresponding to an increase in mass, on introduction of CO2-containing air at 45 s, indicat-
ing formation of carbonates in the membrane. All gases are humidified at 100% relative hu-

midity at 55 °C.    

6.3 Commercial System 

6.3.1 PEM Testing 

The humidification system employed in the bespoke fuel cell test system is 

inadequate for high end fuel cell performance. The commercial fuel cell test 

station from Scribner Associates includes a dew point humidifier and, as 

can be seen in Figure 6.4, produced a much better PEM fuel cell perfor-

mance. 
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Figure 6.4 The performance of Pt/Pt PEM MEAs in the bespoke (black) and commer-
cial (red) systems. Both polarisation curves were obtained with hydrogen on the anode and 

air on the cathode at 80 °C with 100% relative humidity and resistivity corrected. 

With this in mind, a performance baseline for a Pt/Pt PEM was set in 

order for comparison with AAEM performance under oxygen. Figure 6.5 (a) 

shows the resistivity-corrected performance of MEA 4, a Pt/Pt PEM MEA, 

at 55 °C (blue) and 80 °C (red), and also with backpressure of 150 kPa ap-

plied to the cathode (dashed). The best performance is obtained using 

backpressure, as would be expected due to the enhancement of thermody-

namics via increasing the Nernstian potential (as discussed in Section 1.3.3) 

and also enhancement of the kinetics via increase of the exchange current 

density (as discussed in Section 1.4.1.4) [17]. There is little difference in the 

55 °C and 80 °C polarisation curves when operated under backpressure, 

possibly due to the enhancement effects of the pressure dwarfing any tem-

perature effects. There is a greater difference seen at atmospheric pressure, 

as indicated by the solid blue and red polarisation curves in Figure 6.5 (a). 

Initially, the higher temperature has superior performance in the activation 

region due to improved kinetics at 80 °C. However, the 55 °C polarisation 

curve has lower potential losses at higher current densities. This could be 

due to the fact that the thermodynamic potential is higher for the lower 

temperature; however, such a large difference is not expected. Figure 6.5 (b) 

shows the same data as in Figure 6.5 (a), but without the resistivity correc-
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tion, and gives a more comparable performance for the two operating tem-

peratures. This is because at 55 °C, 100% relative humidity translates as a 

lower hydration level than at 80 °C, and therefore the membrane is more 

resistive and so overcompensated for when resistivity correction is applied. 

The thermodynamic advantages of lower temperature are more accurately 

represented in this uncorrected figure, and indeed for the backpressured ex-

periments (where there is a thermodynamic enhancement of potential for 

both 55 °C and 80 °C anyway) it is the higher temperature, and more con-

ductive membrane, that shows the best performance at high current densi-

ties. 

These baseline tests show the benefit of the improved hydration system 

in the commercial unit as well as using backpressure. The effect of elevated 

temperature is less clear; however, given the instability of AAEMs at high 

temperature, 55 °C is chosen as the operating temperature for alkaline fuel 

cell testing.    



 182 

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0 500 1000 1500 2000

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

b

P
o

te
n

ti
al

 (
V

)
a

P
o

te
n

ti
al

 (
V

)

Current Density (mA cm-2)

 Air 80 C

 O
2
 55 C

 O
2
 55 C BP

 O
2
 80 C

 O
2
 80 C BP

 

Figure 6.5 The resistivity corrected (a) and uncorrected (b) polarisation curves of 

MEA 4, Pt/Pt PEM, using air (black) and oxygen at both 55 °C (blue) and 80 °C (red) as 
the cathode gas, including the effect of 150 kPa of back pressure applied to the cathode 
(dashed). 

6.3.2 AAEM Testing 

Given the importance of using an alkaline binder in the inks shown in Sec-

tion 5.2.3, a Pt/C catalyst ink was prepared with 25%wt alkaline ionomer 

with respect to the carbon mass. The carbon-coated GDM substrates, on 
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which all previous inks where applied to form electrodes, also contain Nafi-

on as they are designed for use in PEM systems; for this reason the Pt-

AAEM ink was applied directly to Toray paper GDL material in order to 

produce a Nafion-free electrode layer. It has been suggested that hotpress-

ing the MEA when the membrane is in hydroxide form can be damaging, 

due to acceleration of Hoffmann elimination [96], and that hydroxide can be 

generated in situ when conditioning in the fuel cell set-up by holding at a 

potential of around 0.2 V, the MEA was initially tested in chloride form. 

However, it was not possible to generate enough current to transform the 

membrane into hydroxide form and so the MEA was soaked in 1M KOH for 

two and a half hours before placing it in the cell. Attempts at conditioning 

the MEA were made by holding the potential at 0.5 V, 0.4 V and eventual-

ly 0.2 V, with a stable, albeit low, current of 100 mA cm-2 achieved at the 

latter potential. A polarisation curve was attempted with oxygen at atmos-

pheric pressure as the cathode gas and a cell temperature of 55 °C, with the 

results shown in Figure 6.6 (a). The performance of the MEA was poor, 

with stability also a major issue. When compared with a PEM MEA oper-

ating under the same conditions (Figure 6.6 (b)), the low current densities 

achieved are even starker. It should be noted that this is a highly unopti-

mised alkaline fuel cell given there is no GDM, an unoptimised ink formula, 

low loading on the electrodes (it was difficult to adhere much ink directly to 

the GDL without a carbon layer and a peak amount of 0.16 mg cm-2 was 

reached for this electrode), unconditioned membranes, lack of standard pro-

cedure for reliable AAEM FC testing and under-developed membrane tech-

nology. Many of the improvements necessary to obtain improved AAEM 

performance were deemed to be beyond the scope of the investigation of 

this thesis and so comparison of the Pt/C performance with that of PdIr/C 

in situ was not thought worthwhile until a much improved baseline perfor-

mance for AAEM fuel cells is achieved. This will be the subject of further 

work beyond that presented here; nevertheless, the activity of PdIr/CHSA 

shown in Chapter 5 suggests that when improvements in alkaline mem-

branes, and AAEM FCs in general, arrive there are promising alternatives 

to Pt ready to make AAEM FCs a viable alternative to PEM FCs, and a 

possible route to cost reduction.   
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Figure 6.6 (a) Polarisation curve for MEA 5, a Pt/Pt AAEM with alkaline binder using 

oxygen as the cathode gas and at 55 °C, and (b) the same curve compared to a PEM MEA 
under the same conditions.  

6.4 Conclusions 

A fully non-platinum AAEM MEA consisting of the novel PdIr/C anode 

catalyst and a Pd/C cathode was manufactured and tested in a fuel cell 

test station, along with Pt AAEM and PEM MEAs. The performance of 

the two alkaline MEAs was comparable as was the activation region of all 
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three, suggesting that the activity of the catalyst is comparable with that of 

a commercially available Pt/C catalyst. 

The performance of the alkaline membranes is an issue when compared 

to Nafion and they are highly sensitive to CO2 and subsequent carbonation. 

Optimisation of the catalyst layers and fuel cell testing techniques is re-

quired in order to obtain matching performance for alkaline fuel cells.  

A good baseline PEM performance has been achieved using the im-

proved fuel cell testing system; however, the AAEM performance is too 

poor to allow valid comparison of PdIr/C with Pt/C without substantial 

improvements to the baseline performance.  
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7  Conclusions and Future 

Work 

A novel PdIr/C catalyst for the HOR in AAEM fuel cells has been synthe-

sised and its performance tested in both aqueous electrolyte and fuel cell 

environments. Initial fundamental electrochemical testing showed a slightly 

higher mass and specific activity than that of a commercially available 

Pt/C catalyst. TEM imaging and cyclic voltammetry showed that the sur-

face area of the PdIr/C catalyst is lower than that of the Pt/C, due to ag-

glomeration of the metal nanoparticles. For this reason, a higher surface 

area version, PdIr/CHSA, was synthesised using an alkaline carbon pre-

treatment step and a more aggressive reducing agent. 

Characterisation of the catalyst using ICP-AES showed the atomic rati-

os of Pd and Ir to be close to 1:1, and though EDX and LEIS showed some 

discrepancy from this ratio, in general they back up the elemental analysis 

of the catalyst. For future improvements to the catalyst, regular access to 

ICP-AES needs to be available in order to be able to rapidly screen new 

iterations and validate changes in synthesis procedure as it represents the 

most reliable method for determination of the atomic ratio in the catalyst 

samples. 

TEM confirmed that the PdIr/CHSA catalyst had greatly improved sur-

face area, with an average particle size of 3.8 nm and greater dispersion of 

metal on the carbon support. However, some areas of agglomeration still 

exist and there is scope to further improve the distribution of metal by em-

ploying methods such as sonication or sequential reduction in the synthesis 

phase [250]. HR-TEM was also used to study the catalysts, and allowed de-

termination of the exposed facets of the crystallites as well as high-

resolution EDX mapping of individual particles. A longer mapping of a 

larger area, or multiple areas of the catalyst, would allow any significant 

areas of poor homogeneity to be identified. Although the particle studied in 

this work showed good distribution of Pd and Ir, it might not be the case 

for the whole sample, as was suggested by the EXAFS results. 

EXAFS experiments allowed determination of local coordination num-

bers of Pd, Ir and O, and thus elucidation of the average structure of the 
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catalyst. Core-shell and well mixed alloy structures were discounted from 

the EXAFS results, with a ‘single-half’ structure most closely representing 

the PdIr/C catalysts and the PdIr/CHSA version having a slightly higher de-

gree of mixing. XRD and XPS confirmed the change in crystal and electron-

ic structures on alloying of the two metals, compared with their mono-

metallic equivalents. This could explain the great increase in activity for the 

alloy catalyst over both Pd/C and Ir/C and shows that even small changes 

in structure can have a drastic effect on the performance of the catalyst, 

with more improvements potentially to be made if a well-mixed alloy can 

be synthesised. In situ fuel cell EXAFS of the catalyst, such as those per-

formed by Price et al. [180], would provide much more information on the 

behaviour of the materials in an operating environment and with varying 

potential. This would be particularly interesting with Pd based catalysts as 

they may possess the ability to adsorb hydrides in a similar manner to bulk 

Pd metal. A full in situ study of the PdIr/C catalysts by EXAFS is planned 

for future work. 

LEIS was used to study the outermost surface layer of the catalysts, 

however, sputtering was required to clean the surface of oxides and other 

materials before significant Pd and Ir signals were seen. As such, there is an 

element of depth profiling to the results and so the results cannot be said to 

be purely surface specific. If non-destructive plasma cleaning could be em-

ployed in situ it might be possible to study purely the surface layer and 

compare with the structural modelling from the EXAFS experiments. De-

liberately synthesising a core-shell structure, via methods such as sequential 

reduction or sacrificial replacement of metals, would allow a depth profiling 

experiment to be conducted on the LEIS equipment, with a ‘high-low-high’ 

signal expected from the shell metal, and vice versa for the core metal. 

However, this would require a greater control of particle sizing than 

achieved thus far, and would be further complicated by the powder samples 

not necessarily providing a flat surface for the LEIS study. Nevertheless, 

LEIS is an under-utilised technique for electrocatalyst characterisation and 

has much room for further study.   

Electrochemical testing in a three-electrode glass cell showed the PdIr/C 

catalyst to have comparable, if not better, activity for the HOR in alkaline 

than Pt/C. In order to overcome contamination effects from the corrosion 

of the glass a bespoke PTFE cell was made for further electrochemical test-

ing, also allowing for long term durability experiments [235]. The PdIr/CHSA 
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catalyst showed the greatest activity with a two-fold increase in exchange 

current density over that of Pt/C, demonstrating its potential as an anode 

replacement and thus a route to cost reduction in fuel cells. The choice of 

binder used in making inks for the RDE was shown to be very important, 

with the electrodes incorporating the alkaline binder having superior per-

formance to those with Nafion. Lima et al. [251] made electrodes for RRDE 

studies of carbon-supported catalysts without using any binder, and so this 

could be a route to overcoming the homogeneity issues experienced with the 

alkaline inks, though it represents a further removal from fuel cell-like con-

ditions. A full ink optimisation study is required to improve electrochemical 

testing for future work, and to set a benchmark for alkaline based inks. 

Electrochemical impedance spectroscopy was also used to better understand 

the contribution of activation and mass transport losses to the overall per-

formance of the catalyst. This further emphasised the need for an alkaline 

binder in the ink as the Nafion based inks displayed significantly greater 

mass transport resistances. Again, the PdIr/CHSA catalyst showed the lowest 

overall resistance from EIS, as well as having the lowest charge transfer re-

sistance (a measure of inherent catalytic activity). In general, a greater sep-

aration for the two arcs in the Nyquist plots existed for the PdIr catalysts 

than the Pt/C, indicating that there is a greater difference between the 

time constants involved for the two processes for the former than the latter. 

The trends in charge transfer resistance from EIS matched well with that 

seen in the Tafel analysis of the RDE experiments. Varying the polarisation 

and rotation rate while conducting EIS proved that the two distinct arcs 

seen for PdIr were attributable to charge transfer and mass transport re-

sistances, respectively. Finally, the catalyst durability was studied using 

two different procedures based on standard PEM durability tests. The 

PdIr/CHSA showed the best durability for the metal dissolution protocol, 

however, there is a significant difference between acidic and alkaline envi-

ronments when it comes to catalyst and support stability and therefore 

there is a need for an alkaline specific benchmark to be set for AAEM fuel 

cells. Given the relative lack of study of AAEM FCs compared with the 

predominant PEM FC technology it is not surprising that there is no exist-

ing benchmark, and so if there is to be more research focused on catalysts 

for alkaline environments this must be addressed. Very recent work has 

used a scanning He ion microscope to study Pt/C catalysts with a much 

higher resolution than afforded by standard SEM instruments, allowing in-
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dividual nanoparticles to be resolved in the imaging. This will be used to 

study catalyst degradation at various stages of the durability protocols, al-

lowing the same region to be imaged and therefore follow the change in na-

noparticle geometry, agglomeration or migration. This would provide excel-

lent information as to whether metal is lost in solution, or suffers from 

Ostwald ripening or similar agglomeration mechanisms (or the extent to 

which is it a combination of both). Other work conducted in the group has 

shown carbon nitride materials to be more corrosion resistant supports for 

electrocatalysts and so this will be applied to the PdIr alloy as a route to 

improved durability, and possibly activity, in an alkaline environment [252-

255].     

   Though fuel cell testing showed worse performance for AAEM fuel 

cells compared to PEM testing, the performance of a Pt/Pt AAEM MEA 

was comparable to that of a fully non-platinum Pd/PdIr AAEM MEA and 

the activation region of all three fuel cells tested showed a similar perfor-

mance, suggesting that the activity of the PdIr/C in a fully non-platinum 

MEA is comparable to the industry-standard Pt. This has shown the poten-

tial for future of reduction of catalyst cost in fuel cells by employing PdIr/C 

anode catalyst in alkaline exchange membrane fuel cells.  

Attempts at improved fuel cell performance using the commercial test 

station provided excellent baseline PEM results but satisfactory perfor-

mance of AAEMs was not achieved in the timescale of this work. For 

AAEM fuel cells to match the performance achieved by PEM fuel cells, an 

improvement in membrane resistivity and use of anion exchange polymers 

in the catalyst layers is needed, as highlighted by EIS and QCM investiga-

tions into carbonation of the membranes. Due to the different half reac-

tions, and therefore water management, in alkaline fuel cells many changes 

from the established PEM practices may be required for better AAEM per-

formance; for instance, having more asymmetric electrodes where PTFE is 

removed from the cathode, loading is altered or gas diffusion layers are dif-

ferent on each side may help with water management. Varying humidifica-

tion could also be considered, with dry cathode performance showing prom-

ise, possibly as it promotes the self-purging effect [91]. More generally, there 

is a definite need to remove all acid-based ionomers from the MEAs and to 

fully optimise inks, electrodes and gas diffusion layers for AAEM FCs be-

fore they can realistically be considered as alternatives to the established 

PEM technology. Nevertheless, should these improvements be made in the 
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coming years, the work in this thesis provides a promising catalyst to be 

employed on the anode as an alternative to platinum.  

Additionally, the scope of the project is expected to expand to include 

use of the catalysts in electrolysers and methanol fuel cells. Electrolysers 

(essentially a fuel cell operating in reverse to evolve hydrogen and oxygen 

gas from water) might be a more promising application for the catalyst as 

the aqueous operating environment should help to negate many of the resis-

tivity issues seen with the membranes. If fuel cell technology is to be adopt-

ed in such large sectors as the automobile industry, the demand for clean 

hydrogen will increase accordingly. In this way, electrolysers are seen as a 

vital element in a future hydrogen economy and could be required in an 

equal number to fuel cells. Also, the current platinum loading of electrolyser 

MEAs is significantly higher than the state of the art fuel cell MEAs, so 

there is arguably greater scope for price reduction using non-platinum cata-

lysts in electrolysers. 

Methanol has many potential benefits over hydrogen as a fuel for fuel 

cells, including a higher energy density, easier storage and transport, and 

the ability for production via biomass. However, the overpotentials involved 

in the oxidation of hydrocarbons are many times larger than those of the 

more kinetically facile HOR. This puts a greater emphasis on anode catalyst 

cost reduction as the low loadings achieved in some PEM fuel cell anodes 

will not be possible when using methanol as a fuel. For this reason, a non-

platinum anode catalyst is predicted to have even more significant im-

provements for methanol fuel cells than PEM or AAEM.  

Further down the line, incorporating graphene into fuel cell catalysts is 

something that is seen as having huge promise. Particularly because a 

method used for production of graphene is via intercalation of graphite with 

metal ions, followed by exfoliation and removal of the ions. If the ions are 

chosen to be Pt, or similarly catalytically active metals, it could be possible 

to reduce the ions on the surface of the graphene, rather than removing 

them, and thus have highly ordered distributions of small nanoparticles of 

catalyst on graphene.  

Improvements in electrocatalysis in the coming years will have huge im-

pact on many electrochemical technologies, many of which (fuel cells, elec-

trolysers, redox flow batteries) are expected to be integral to a reduction in 

use of fossil fuels and a shift towards a greener electricity-based economy.   
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9 Appendix  

9.1 HOR Curves 
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Figure 9.1 HOR curves for the Pd/C catalyst at various rotation rates in 0.1M KOH at 
5 mVs-1 in the PTFE cell. The data highlights the hydrogen storage properties of the Pd, 
with the effect being more pronounced at lower rotation rates.  
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9.2 Koutecky-Levich Plots 
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Figure 9.2 Pt/C in glass cell K-L plots 
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Figure 9.3 PdIr/C in glass cell K-L plots 
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Figure 9.4 PdIr/C in PTFE cell K-L plot 
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Figure 9.5 PdIr/CHSA PTFE cell K-L plot 
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Figure 9.6 Pt/C in PTFE cell K-L plot 
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Figure 9.7 PdIr/C-Naf in PTFE cell K-L plot 
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Figure 9.8 Pt/C-Naf in PTFE cell K-L plot 

 


