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Abstract

Abstract

Dopaminergic projections to striatum and prefrontal cortex are thought to signal
rewards, thereby energising movement, facilitating learning, and motivating effort.
Extensive evidence links reward to attention and to dopamine. However a direct

characterisation of how dopamine influences reward sensitivity in humans is lacking.

This thesis examines the effects of dopamine and reward on eye movements. First, |
introduced incentive manipulations into an “oculomotor capture” task, in which
involuntary saccades are generated towards salient distractors. Whereas rewards
increased both speed and accuracy, penalties slowed responses while increasing
accuracy. A previously unreported effect is described, in which missed rewards capture

attention.

Subsequently, I developed a new paradigm that manipulates incentives trial-to-trial,
during a speeded saccadic distraction task. In healthy volunteers, reward reduced
distractibility and increased vigour (in terms of reaction time and velocity), and
pupillary dilatation reflected reward expectation. This new task was then employed in a
pharmacological study, in which I found that the dopaminergic D2-selective agonist

cabergoline increased reward sensitivity in healthy volunteers.

Parkinson's disease (PD) results in dopamine deficiency. PD patients performing my
task had reduced reward sensitivity in saccade velocity and distractibility, as well as
pupil dilatation. Patients were compared on versus off their dopaminergic medication,
and although oculomotor vigour did not improve, medication normalised their blunted

autonomic responses.



Abstract

Finally, 20 patients with medial prefrontal damage following subarachnoid
haemorrhage performed the oculomotor task. Using lesion mapping, I found specific
medial orbitofrontal regions in which damage correlated with reduced reward

sensitivity.

The results demonstrate that the extent to which reward invigorates behaviour is
influenced by dopamine. Importantly, reward improves both speed and accuracy,
contravening the theoretically predicted trade-off. To resolve this paradox, I develop an
extension of optimal control theory that includes a costly precision signal. This model

helps conceptualise reward's power to improve both speed and accuracy.
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1. General Introduction

Rewards are defined by being the objects of all strivings. Without rewards, neither
action nor decision can be motivated. Equivalently, one might say that rewards are
valuable to the organism (McClure, Daw, and Montague 2003). Rewards may be
apparent or covert, they may be objects or abstract goals, they may be real or imaginary,
they may be for immediate consumption or even be transposed onto other people.
Reward manifests in behaviour in a number of ways, depending on how it is

represented:

e When it is part of a future plan, it is called a goal.
e When it is predicted in the future, it is called expected reward.

e When an actual reward is measured relative to the expected reward, it is a

reward prediction error.

e  When rewards are represented as consequences of actions, they are informative

feedback (Dayan and Balleine, 2002).

Research has explored how rewards might be bound, under various circumstances, to
objects, actions, locations, and times (in the form of memories) (Murphy and Miller
1955; Gaffan 1979; Takikawa, Kawagoe, and Hikosaka 2002a; Rushworth et al. 2004;
Lisman, Grace, and Duzel 2011). Common to all these, reward appears to imbue things
with salience (Berridge, 2012), that is, a significance that makes the reward’s context
more relevant for the future. When salience drives action, this has been referred to as

motivation; when salience drives perception, it is called attention.

In this thesis, I consider the relationship between attention and reward, the role of

dopamine in modulating attention as a function of incentives and the effects of brain
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pathology in human medial prefrontal cortex and in Parkinson’s disease (PD) on

attentional responses modulated by reward.

1.1. Attention: defining salience and goals

Attention is our ability to selectively process stimuli in the environment (Broadbent,
1958; Driver, 2001; Treisman and Gelade, 1980). An archetypal example is the property
of the visual system to focus only on a subregion of space (Duncan, 1980; Posner et al.,
1980). Attention allows the exclusion of some elements of the environment, and
inclusion of other elements, in further sensory processing, in decision-making, and in

the generation of actions (Posner and Petersen, 1990).

Sometimes we direct attention to items because they have high sensory salience.
At other times, we direct attention to items because we expect them to be useful, even
when they are not perceptually salient (Bacon and Egeth, 1994). Sensory salience is
usually considered to be a property of the stimulus that is not dependent on the state of
the observer, for example loud noises in a quiet setting, or sudden lights in a dark
environment (Itti and Koch, 2001; Koch and Ullman, 1985). However, sensory salience
is not inherently a property of stimuli alone; rather it is a function of both the stimulus
and the organism: what counts as salient for an organism is determined by its sense

organs, and how information encoded by them is processed.

Thus sensory salience is fundamentally determined by evolution: salient items
command our attention more than non-salient items probably because they indicate an
important, time-critical change in the environment. For example, loud noises or sudden

visual onsets are salient to many animals, perhaps because they permit rapid detection
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of predators or prey, and therefore have survival implications. Under this framework,

one might define salience simply as that which commands our attention.

Attention can on the other hand also be guided by an organism’s own internal
state. This might be governed by beliefs (e.g. Pavani et al., 2000), prior conditioning
(e.g. Dayan et al., 2000), or task-dependent setting of priorities (e.g. Hodgson et al.,
2000). One important subset of these state-dependent effects is the goal-directed control
of attention (Corbetta and Shulman, 2002). An enormous variety of cognitive tasks have
been used to study goal-directed attention, ranging from simple cueing, predictability,

and search templates, to complex task-switching (Ridderinkhof et al. 2011).

A common feature of all these forms of control is their flexibility (Norman and
Shallice, 1980; Picton et al., 2006; Stuss et al., 1995), and to distinguish such control
from stimulus-driven orienting of attention, they are sometimes termed ‘top-down’
control mechanisms. Flexibility implies performance can vary; but not simply because
of limitations due to attention or resources dwindling. It implies that performance can
vary specifically in ways that benefit an organism, and critically, that performance can

be influenced by reward (Pessoa, 2009; Ursu and Carter, 2005).

In the studies presented in this thesis, I aim to manipulate rewards and penalties
to measure how expectation of reward can influence the control of attention. The main
question I intend to answer is: to what extent and in what ways can rewards and
penalties alter the processing of visually salient events? First, in section 1.2.2., |
introduce the issue of attention and reward, then in section 1.2.3, I consider the use of
gaze shifts as a marker of the deployment of attention, and finally in section 1.2.4, |
review current understanding of the interaction of top-down and bottom-up signals in

the orienting of attention, particularly with respect to the effects of salient abrupt visual
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onsets which often capture attention and gaze. Sections 1.2.5 to 1.2.8 examine four
influential experimental paradigms which have hitherto been used to study reward in
attention: contingent attentional capture, reward association, trial-to-trial priming, and

location-specific reward.

1.2. Attention and reward

In the following section I will review some evidence that attention is under the control
of goals, which are assigned value according to reward. Firstly, I will discuss how one
might quantify rewards, and then comment on how attentional selection might be
improved by incentives. I will then explore some key studies that demonstrate that
under some circumstances, attentional capture is indeed influenced by goals. Finally I
discuss paradigms in which learnt reward associations guide attention, and conclude
that in those particular studies, rewards act not as goals, but rather to amplify low-level

perceptual salience.

1.2.1. Reward and utility

Microeconomics, which concerns itself with how individuals make decisions based
upon preferences, heuristics and assets, distinguishes clearly between value and utility
(Rangel et al., 2008; Stuphorn, 2006). Whereas value exists in the world, between
people, utility is the subjective quantity that is assigned to a valued reward. Utility is a
construct designed to allow seemingly contradictory behaviours to be understood. For
example, in the Allais paradox (Allais, 1953), people are offered a choice between the

two options

A: (certain £1m)
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B: (89% chance of £1m, 10% chance of £5m, or 1% chance of nothing)

and it turns out that people prefer A (certain £1m) to B. The expected value of B is of
course 39% larger than the value of A, but we might like to say that its utility is smaller.
This can be captured by a utility function showing risk aversion, in that compared to the
default of £1m, the 1% outcome of getting zero is highly unpleasant (Figure 1.1) —in

fact it is worth sacrificing £390,000.

Utility U(a) = — /p(rn) ce”*dr

3

Benefit 1

| Risk aversion
Y

Penalty Reward

| Harm

Figure 1.1: Utility links an organism's needs to rewards in its environment.

It makes ecological sense for losses to be overweighted compared to gains, if the status quo does
not pose an imminent danger. Therefore the utility function is often concave. The simplest utility
function for a particular state or action can be specified as the product of probability and an

exponential function of reward, integrated over all possible outcomes.

However when people are given a choice between:

C: (10% chance of 5m, 90% chance of nothing)

D: (11% chance of 1m, 89% chance of nothing)

people generally prefer C to D. There is a 1% greater chance of getting zero in C than

D, and C is again worth £390,000 more than D in terms of expected value. So in this
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situation, simple expected value cannot account for why people will tolerate a 1%

chance of losing in C>D, but not in A>B. The standard explanations are that:

a) probabilities also obey a subjective scaling law, such a subjectively weighted

utility (Karmarkar, 1979)

b) utility functions have a reference point, such that the 'zero-point' of A/B is

different to C/D (cumulative prospect theory, (Tversky and Kahneman, 1992))

c) asecond criterion is in play, such as aspiration levels in the security-

potential/aspiration model (Lopes and Oden, 1999)

d) a priority heuristic is used, meaning that some attributes are not used for
decision-making unless other attributes have drawn a tie (Brandstitter et al.,

2000).

These considerations of loss aversion and probability discounting have directed several
studies of the representation of subjective reward value in the brain during decisions
(Glimcher and Rustichini, 2004; Platt and Glimcher, 1999; Tobler et al., 2008).
However, an economic approach is less often applied to motivation by rewards,
especially in humans (Berridge and Robinson, 2003; Niv et al., 2006). Motivation, the
mechanism by which reward can overcome behavioural costs, has proved more difficult

to study.

1.2.2. Economics of distraction

In a teleological sense, one might expect anticipation of the reward value of a goal to
exert an influence on stimulus-driven orienting of attention, e.g. as indexed by
distraction mediated by abrupt visual onsets. In particular, if an organism expects a high

value from continuing its current goal, it makes economic sense for it to ignore
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distractions more effectively. The balance is tipped in favour of the goal precisely when
the danger posed by ignoring the distraction is smaller than the expected value of the

current goal.

In animal studies, reward and penalty are the only methods of manipulating
goal-driven attention. Goals are set by making primary rewards contingent on the
stimulus or action, and thus the neural attention and reward expectation are usually
conflated (Bendiksby and Platt, 2006; Maunsell, 2004). Rewards in human studies have
often consisted merely of "correct" or "incorrect" feedback. More recently monetary
rewards have been explored, and in some cases, primary rewards, such as food or drink
(Kringelbach et al., 2003; Levy and Glimcher, 2011). Using reward in the study of
human cognitive control has the advantage of allowing quantitative assay of goal-
directed effects, both in magnitude and valence, as well as paralleling the animal
neurophysiological literature. The consensus is that real monetary rewards may have
almost the same incentive salience as 'virtual' money rewards (Bickel et al., 2009; Irwin

etal., 1992).

Over the last 10 years, the use of reward has gained currency in human studies
of goal-directed control. Rewards atfenuate distractor effects in the Eriksen flanker task
(Hiibner and Schlésser, 2010) and Stroop task (Krebs et al., 2011). These reports
provide fresh evidence that reward manipulations cannot easily be accounted for purely
in term of speed-accuracy trade-off or ‘criterion shifts’: a true motivational change
appears to be involved. But motivation by rewards and penalties play rather different
roles in controlling behaviour (O’Doherty et al. 2001; Frank, Seeberger, and O’Reilly
2004) , and may have different neural representations (Roesch and Olson, 2004, see

Bissonette et al., 2014 for a recent review). One might expect, then, that they would
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influence attention in an asymmetrical way. For example, penalty might conceivably
increase caution whereas reward might promote impulsive responding; perhaps penalty

might even repel attention.

More recently, interest has arisen in the effects of reward on the orienting of
attention in the face of distractors (Kiss, Driver, and Eimer 2009; Kristjansson,
Sigurjonsdottir, and Driver 2010; Hickey, Chelazzi, and Theeuwes 2010a; Anderson,
Laurent, and Yantis 2011a). However, to my knowledge, no studies to date have

parametrically varied reward and penalty in a distraction task.

But how best to measure the effects of reward and penalty on the deployment of
attention? Typically, we can either measure orienting movements (overt attention,
Posner 1980; Posner and Cohen 1984) or attentional changes in the absence of
movement (covert attention) e.g. selectively listening to one conversation in a cocktail
party (Cherry, 1953). In this study I focus on eye movements, but there are many
reasons—discussed below—to believe that both overt and covert attention have neural
mechanisms in common, with eye movements providing an objective index of where

attention is prioritised.

1.2.3. Parallels between overt and covert attention

Helmholtz (von Helmholtz, 1962) noted that even when he kept his eyes fixed on the
same spot, he was able to move his attention from one location to another, with the
consequence that he was better at detecting brief flashes at the location he was attending
to, independent of their retinal location. This suggested that overt and covert attention
can be dissociated. Since then a wealth of behavioural data shows that visual processing

can be enhanced in regions of space independently of fixation location (Eriksen and
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Eriksen 1974; Posner, Snyder, and Davidson 1980). Many metaphors alluded to the
spatiotemporal properties of attention, including filters, spotlights and zoom lenses

(Eriksen and St James, 1986; LaBerge, 1983).

More rigorously, Remington (1980) attempted to separate shifts of attention
from saccades using peripheral and central arrow cues, as well as modulating target
location probability. He showed that, when required, subjects could sometimes detect
probes better at locations short of the saccade target even 20ms before a saccade,

arguing for separability of overt and covert attention.

However subsequent studies suggested that attention and eye movements are
actually very closely related. In a visual search task, saccadic latencies vary in tandem
with the movement of attention (McPeek et al., 1999). Furthermore, in many situations,
attention obligatorily follows saccades. When saccades and endogenous (target-
probability driven) attention are required in opposite directions, responses are faster to
the saccade targets until about 200 ms after the saccade (Shepherd et al., 1986).
Similarly, making a saccade just after identifying a letter improves letter identification
at the saccade target, and worsened identification at the opposite location, even when
saccade direction was kept constant within a block (Hoffman and Subramaniam, 1995).
These authors also found reaction times (RTs) were longer when concomitant saccades
were required. These findings strongly suggest that eye movements and the movement

of attention might share some common mechanisms.

A stronger proposal is that orienting of visuospatial attention is effectively
identical with preparation of eye movements (Rizzolatti et al., 1987; Sheliga et al.,
1994). In support of this, the same spatially selective neurones in superficial layers of

superior colliculus are active in a saccadic task and a visual detection task for a given
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expected stimulus location (Wurtz and Goldberg, 1989). Both overt and covert attention
also appear to share neural mechanisms as demonstrated by PET studies in humans

(Corbetta et al. 1993) and fMRI (Corbetta 1998; Corbetta and Shulman 1998).

For these reasons, I argue that an experimental stimulus that provokes eye
movements also draws attention to that location (although the converse does not always
hold—see Belopolsky and Theeuwes 2012) . Measuring saccades also has some
advantages. Firstly, in a situation in which, on a single given trial, attention may or may
not move, measuring gaze shifts [ would argue gives a direct indication that attention
has moved, unlike in measures of covert attention. Secondly, saccadic reaction time
(SRT) arguably provides a better index of the moment at which attention shifts, than
manual reaction times, because of the close connection between attention shifts and eye

movements, discussed above.

1.2.4. Top-down versus bottom-up guidance of attention

One way to test the effect of rewards on the processing of visual salience is to
investigate the effects of abrupt visually salient stimului. Such stimuli are known to
attract both eye movements and covert attention (Posner 1980). Salience is thought to
direct attention via so-called ‘bottom-up mechanisms’ (Itti and Koch, 2001; van Zoest
and Donk, 2004). One would expect that rewards and penalties, by virtue of being
motivational, would generate effects in line with other goal-directed (or ‘top-down’)
factors that influence attention (Maunsell, 2004). I will therefore discuss some
important instances of the interaction between other goal-directed and stimulus-driven

factors in guiding attention.
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The earliest investigators of top-down factors manipulated the spatial
expectation of a target, and measured accuracy of target detection or identification. Cues
that predicted where a target would subsequently appear caused subjects to pay more
attention to one location than another, and improved their performance. Posner (1980)
found that such predictive cues had qualitatively different effects than a distracting
irrelevant flash. Distracting flashes could also improve detection, but the effect was
short-lived and if the target appeared late (e.g. 1 second after the flash), the effect was
actually reversed. From this arose Posner’s theoretical distinction between
endogenously and exogenously directed attention: endogenous guidance was typically
voluntary and required effortful processing, whereas exogenous guidance was deemed

involuntary (does not require volition) and automatic.

A key question over the last two decades, which I hope to address in this study,
has been the extent of automaticity, that is, whether exogenous processes can be
overridden. Jonides (1981) provided evidence that they cannot: irrelevant transients at
the target location 150 ms before a target did speed detection even when the flash
statistically predicted the target to be at the opposite location. The benefit was not even
mitigated by prior knowledge of the target being at a different given location, nor when
subjects performed another concomitant task. A benefit at the transient location was
always accompanied by a cost at other locations. It seemed that exogenous flashes
exerted an obligatory pull on attention—a hypothesis which received confirmation from

Theeuwes (1991), who noted that an irrelevant colour singleton slows search.

This began an unresolved debate between those who proposed that bottom-up
processes that commanded attention could never be fully suppressed (Theeuwes 1991b;

Belopolsky, Schreij, and Theeuwes 2010), and those who argued that top-down
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processes could always attenuate attentional capture (Remington, Johnston, and Yantis

1992; Folk and Annett 1994).

In favour of the indefeasibility of salience, work on visual search has shown that
colour singletons ‘pop out’™—they can be spotted much easier than targets individuated
by conjunctions of features (Treisman and Gelade, 1980; Wolfe, 1994). Likewise,
finding a sudden onset in an array of gradual onsets is also easy and independent of the

set size (Yantis and Johnson, 1990).

However, salient items sometimes fail to capture attention even when they are
the target. Subjects identify a target letter faster and without a set-size cost if it is an
onset oddball, but not if it is a colour oddball, luminance increment oddball, or a
luminance offset oddball (Jonides and Yantis 1988; Folk and Annett 1994), suggesting
that attention might only be captured by onsets. If subjects simply have to report
whether a colour or luminance singleton is present, RT is independent of set size in both
cases (Folk and Annett, 1994), showing that colour singletons can be processed rapidly

even though they do not guide attention.

One explanation for these findings could be that onsets of new objects play a
special role in generating involuntary capture. In conditions when attention is initially
unfocused, irrelevant visual offsets are equally as effective as irrelevant onsets in
capturing attention, but when attention is endogenously directed beforehand, only
onsets are effective (Theeuwes, 1991a). When ‘partial’ offsets and onsets which do not
create or destroy visual objects are used, set-size effects have been found, indicating the
capture is not fully automatic. Object creation may thus be a special case in its attention-

capturing power (Watson and Humphreys, 1995).
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1.2.5. Attentional capture on covert and overt attention tasks

Can prior goals alter whether attention is captured by salient stimuli? Studies to
date have been surprisingly inconclusive. An important facet of the goals vs. salience
debate is the “contingent capture” task (Folk, Remington, and Johnston 1992). In this
influential paradigm, prior expectations of target features influence the effectiveness of

a distractor in capturing attention.

The experiment involved comparing the speed of identifying a target when the
target was a singleton onset among other simultaneous distractors, versus when it was a
colour singleton. These two types of target were preceded by a non-informative cue

which was either an onset or colour singleton, at a valid or invalid location (Figure 1.2).
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Figure 1.2: The contingent capture paradigm (Folk, Remington & Johnston, 1992).

An irrelevant precue influences the speed of detecting a subsequent target. The precue can either be
in the same location (valid) as the target, or a different location (invalid). If the target is identified
by its colour, then coloured precues are more distracting. If the target is identified by being an

onset, then an onset precue is more distracting.

These irrelevant spatial precues produce interference only when the target was
defined by the same feature dimension (i.e. both colour or both onsets), suggesting that
involuntary shifts of attention depends on the current goal (see also Folk and

Remington, 1999).

However, there are limits to the specificity of filtering in contingent capture.
Although feature dimensions can be selected, individual colours cannot (Remington,
Johnston, and Yantis 1992). Moreover, even having a clear attentional set for a colour
cannot fully prevent distraction by an irrelevant onset (Schreij et al., 2008). It is not
clear whether such effects reflect true attentional capture, or simply non-spatial alerting
effects or filtering costs (Folk Remington and Wu, 2009). One way to distinguish these
alternatives is that if contingent capture were truly related to attentional set, it ought to
be under voluntary control. This is not always the case, since completely nonpredictive
precues can capture attention even if subjects are adopting an attentional set for a

different colour (Belopolsky, Schreij, and Theeuwes (2010)..

Thus the findings from contingent capture experiments using manual reaction
time as an index of attentional deployment are inconclusive. They raise the question of
the precise mechanism of top-down control in attentional capture. An alternative way to
study attentional capture is to use gaze shifts as a more direct probe of the location of

attentional deployment.
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Theeuwes et al. (1998) devised a paradigm where an eye movement was
required to a target that was defined as the item in the display that does not change in
colour. On some trials, a distractor was present, which caused an erroneous eye
movement to the distractor (Figure 1.3). This 'capture' of the eyes can be used to

measure how attention is allocated in a bottom-up or involuntary manner.

In the oculomotor capture paradigm, the first eye movement is to the distractor
on up to 40% of trials, and depends on the target-to-distractor angle relative to fixation;
a maximum is found at about 90 degrees (Theeuwes et al. 1998). The effect is strongest
when a new object appears at a novel location, rather than a location that was previously

occupied. Fascinatingly, subjects are often unaware of many of their saccadic errors.

Fixation (1000 m) Target/D istractors Saccades capiured by onset
at 90 degrees

Figure 1.3: The oculomotor capture paradigm of Theeuwes et al., 1998.
Six discs are initially present, of which five change colour, and the saccade target is identified as the
item that does not change. Simultaneously, a new object appears in the display. A proportion of

saccades are erroneously directed towards the new object, an effect known as ‘oculomotor capture’.

Even when examining only “correct” saccades, i.e. those that landed on the
target, a curvature of the saccade’s trajectory can be measured. Early saccades tend to
curve fowards the distractor, whereas late saccades tend to curve away from it

(Theeuwes and Godijn 2012).
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1.2.6. Reward associations and attention

1.2. Attention and reward

Can a top-down set for a specific feature modulate capture—covert or overt—by that

feature? A few recent studies have probed this using reward manipulations, and

interestingly, the answer appears to be ‘yes’. Most studies to date of reward in visual

attention use an associative learning paradigm, in which reward value varies with a

specific visual feature, e.g. target colour. Typically, there is a training phase, in which

red and green targets (for example) are associated with high and low reward

respectively (e.g. Anderson, Laurent, and Yantis 2011b). In a subsequent testing phase,

without reward, attentional capture is measured for irrelevant (distractor) items of each

of these colours.

target

500

Correct

BY

%

A

1000 ms
+ $0.05
$10.05 total 1500 ms
target
9 distractor
1000 ms
N
SICIS
+
> / 690 ms or
® until response
. +
400 - 600 ms

2N

+

@)

1000 ms

N 1500 ms or
until response

400 — 600 ms

Figure 1.4: Reward associations capture attention: the experiment of Anderson, Laurent and

Yantis, 2011b.

A) Participants identified a target line segment as horizontal or vertical, and reward magnitude was

contingent on the colour of the surrounding shape. B) In a subsequent test phase, subjects were

slower to detect a target when a distractor was present that had previously been associated with high

reward, compared to low reward.
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In one associative reward-learning study, Anderson Laurent and Yantis (2011b)
trained 26 participants to determine the orientation of a line segment inside a coloured
shape, over more than a thousand trials. The line segment could be either horizontal or
vertical (Figure 1.4A). This target item was embedded in an array of distractors,
comprising shapes of different colours, each containing a line segment that was at 45
degrees to vertical or horizontal—i.e. distractors could not generate response
competition. In the learning phase, the target was always in a red or green shape, and
distractors were always in other colours. Thus the colour of a shape indicated the target
line with 100% fidelity, but was not strictly necessary for identifying the target, and was
uncorrelated with the response required. The enclosing shapes were always constant.
Crucially, after every correct response, subjects received reward contingent on the

colour of the shape surrounding target, either 1 cent or 5 cents.

In the subsequent test phase, participants had to perform a similar orientation
discrimination on a horizontal or vertical line segment, amongst distractors which were
at 45 degrees (Figure 1.4B). In this phase, the target was designed to pop out, being
enclosed in a shape that was unique compared to the distractors. Crucially the colours of
these shapes were irrelevant, but on 50% of the trials one of the distractors was red or
green (the target was never red or green). The key finding was that RT was faster when
a distractor in a previously high-reward colour was present, compared to when a low-
reward colour distractor was present. Both red and green distractors resulted in slower
RTs than when all distractors were neutral colours. This suggests that features

previously associated with rewards are more distracting.

The authors concluded that, since the distractors were neither physically salient,

nor goal-relevant (i.e. had no features in common with the target), the reward effect

43



1.  General Introduction 1.2. Attention and reward

cannot be accounted for by simple bottom-up or top-down accounts, unless reward
association itself contributes to perceptual salience. They also found that individuals

with lower working memory capacity were more susceptible to this reward effect.

Subsequent studies have shown that eye movements are also more likely to be
directed towards colours associated with high-reward (Anderson and Yantis 2012), and
there is even generalisation of these effects from visual search to a flanker task

(Anderson, Laurent, and Yantis 2012).

To my knowledge, only one reward-association study has been performed using
the oculomotor capture task. In that study (Theeuwes and Belopolsky 2012), during
training, subjects made saccades to the horizontal or vertical bar amongst other shapes,
and were rewarded higher for horizontal than vertical bars (or vice versa). In a
subsequent test phase, they had to look towards an equiluminant colour change, but on
two-thirds of trials a horizontal or vertical bar was added to the display. The orientation
previously associated with high reward produced more oculomotor capture than the

orientation associated with low reward (Theeuwes and Belopolsky 2012).

These experiments argue that stimulus-reward associations can influence
allocation of attention at an early stage of processing. Classical theories of attention
have often given a special role to spatial location in attentional selection (Broadbent
1958; Tsal and Lavie 1988; Theeuwes, Van der Burg, and Belopolsky 2008). Therefore
an interesting question is whether a spatial location associated with reward also
influences the subsequent guidance of attention, a question that I focus on in some of

my experiments.
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1.2.7. Trial-to-trial effects in reward association studies

After making a response, subsequent effects on behaviour are often indexed
experimentally by trial-to-trial effects. These have classically been shown to affect
anticipation (Granjon and Reynard, 1977), conflict resolution (Gratton et al., 1992;
Nieuwenhuis et al., 2006), and task switching (Rogers and Monsell, 1995). Trial-to-trial
effects in visual search have also been reported, both for distractor and target identity
(Hickey and Theeuwes, 2008; Pinto et al., 2005), as well as for location (Shore and

Klein, 2001). An open question is whether short-term reward effects also occur.

Trial-to-trial effects of reward have been documented in associative learning
paradigms (Anderson, Laurent, and Yantis 201 1a), resulting in forms of priming for the

previously highly-rewarded feature.

Such effects have prompted several researchers to ask the question: is it just
current rewards that influence orienting, or could previous successes and failures to
obtain reward also contribute? Recent studies have demonstrated that, on short
timescales, reward can influence distraction (Camara, Manohar and Husain 2013; Della

Libera and Chelazzi, 2009).

A consistent finding in visual search is that, on trials where a feature is selected
for, and a subsequent response is rewarded, this feature attracts attention on the next
trial (Hickey et al., 2009, 2010b, 2011; Kristjansson et al., 2010). Studies that have
examined the ‘priming of pop-out’ in visual search show that this is greater on rewarded
trials, with persistence of colour-based selection on to the next trial, despite colour

being an irrelevant feature (Hickey et al., 20006).
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Indeed, it has been hypothesised that rewards affect initial target localisation, but
not subsequent attentional filtering of distractors (Hickey et al., 2011). In this latter
study, distractors and targets could either be the same colour or a different colour to the
previous trial. By comparing constant—versus variable—coloured distractors and
targets, Hickey et al. were able to separate the contribution of feature-priming to target
selection and distractor inhibition. They found that previous rewards speeded search for
the previous trial’s target colour, but had no effect on the ability to filter out the
previous trial’s distractor colour. They hypothesised that rewards affect initial target
localisation, but not subsequent attentional filtering of distractors. This design, which
separates the repetition of features in the target or distractor, inspired my study of
section 2.3 which uses spatial location. In a follow-up study that employed pop-out of
both colour and orientation, in a much larger display array, reward influenced the effect
of the features selected on the previous trial upon both subsequent targets and

subsequent distractors (Hickey and van Zoest, 2013).

These studies all examined the effect of reward on specific features of targets,
rather than spatial locations per se. Location-specific slowing for search targets
preceded by a distractor that had previously been associated with reward has also been
observed (Anderson, Laurent, and Yantis 2011a). But, using this covert attention
paradigm, the investigators were unable to determine on which trials attention actually
went to a given location. Furthermore, as Theeuwes and Belopolsky (2012) point out, it
is not possible to distinguish true bottom-up attentional capture from increased
"attentional holding" due to difficulty distinguishing targets from distractors. However,
measuring gaze shifts provides a way potentially to circumvent such problems, a

strategy I employ in the studies reported here.
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1.2.8. Spatially Contingent Rewards

One very direct way to examine how stimulus salience and reward might be integrated
is to study simple visual saccades to a rewarded region with an immediately
neighbouring penalised region, while varying the visual salience of these two regions
(Stritzke et al., 2009). Here penalties have a small but significant effect on reducing the
variability of saccadic endpoints. The generated biases can be accounted for by a linear
model weighting luminance (stimulus salience) and reward to determine saccadic
endpoints (Schiitz and Gegenfurtner, 2010). Interestingly this model reveals that earlier

saccades are governed more by stimulus salience than later saccades.

A tidy interpretation of this is that value information is gradually integrated
during the course of a trial, a view supported by the finding that later saccades curve
more towards the rewarded region than earlier saccades (Schiitz et al., 2012a). Similar
intra-trial reward-integration effects have been observed in monkeys (Markowitz et al.,
2011). These findings are contrary to the suggestion of Hickey et al. (Hickey et al.,
2011), that reward is effective in the initial target localisation phase but not the later
distractor-filtering stage. One solution to these apparently contradictory proposals is that
spatially contingent rewards follow a different time-course of integration to feature-

contingent rewards.

Two previous investigations used oculomotor capture to measure the location-
specific effect of reward on orienting. In one study, subjects learnt that rewards are
greater on one side of space than another (asymmetrical reward), and these spatial
differences in expectation of reward modulated oculomotor preparation (Milstein and
Dorris, 2007a). Crucially, the proportion of oculomotor capture to irrelevant but salient

onsets was greater on the higher-reward side.
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In a related study in which the timing of the distractor was varied, a build-up of
reward-related modulation was seen over time within each trial (Ding and Hikosaka,
2007a). Both these experiments show a location-specificity in the effect of reward on
oculomotor preparation. However, the studies both examined reward-location
associations that had been gradually learnt over time. To my knowledge, no study has
systematically studied the immediate location-specific effect of reward, as opposed to

learned reward contingencies.

How can a single system explain the multitude of effects of contingent capture,
feature associations, trial-to-trial effects and spatial reward biases? To solve this, some
authors have proposed a priority map or integrative map, in which goals, memories and
biases, and physical stimulus salience are combined on a two-dimensional
representation (Awh et al., 2012; Fecteau and Munoz, 2006; Wolfe, 1994). Although the
brain localisation of priority maps is a subject of debate, there is consensus that it is
likely to integrate input from both occipital and frontal brain areas, and exert influences
on both the temporal and parietal pathways of sensory processing (Bisley and Goldberg,

2010; Ipata et al., 2009).

To summarise what is known of the interaction between attention and reward,
long term training by associating colours and spatial locations with reward can appear to
create salience much like perceptual salience. However there is also some evidence that

flexible control over bottom-up factors can be driven by rewards.

48



1.  General Introduction 1.3. Neuroscience of reward and attention

1.3. Neuroscience of reward and attention

1.3.1. Neural encoding of reward

In this section I consider some key evidence regarding neuronal responses to rewards. In
particular, I critically examine evidence that dopamine's primary role is to signal
reward, using data from single-cell recordings in midbrain, striatum and cortex. Finally
I discuss evidence that medial prefrontal cortex represents rewards, drawing on

functional imaging and animal lesion studies.

Early neuronal studies of reward used intracranial self-stimulation (Bramham
and Milner, 1954; Poschel et al., 1974; Smith and Coons, 1970). A network of
connected loci that supported self-stimulation—including the medial forebrain bundle,
septal nuclei, mediodorsal thalamus, lateral hypothalamus, amygdala, nucleus
accumbens and orbitofrontal cortex (OFC)—were found to be activated by the sight or
taste of food, specifically when the animals were hungry (Ono et al., 1980; Rolls, 1972;

Rolls et al., 1980).

The medial forebrain bundle, which most strongly reinforced self-stimulation,
carries five major catecholamine pathways: the dorsal and ventral noradrenergic
bundles, and the nigrostriatal, mesolimbic and mesocortical dopaminergic pathways.
Ablation studies showed that septal nuclei, amygdala and OFC are activated by but not
necessary for self-stimulation, whereas nucleus accumbens and medial forebrain bundle
must be intact for self-stimulation to occur in other areas (Rolls, 1974). Self-stimulation
was dampened by monoamine blockers such as chlorpromazine, and potentiated by
monoamine agonists such as amphetamine, leading to the catecholamine hypothesis of

reward (Wise, 1980; Wise and Rompre, 1989) .
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Noradrenaline was a strong candidate for the mediator of the reinforcing effects
of reward (Ritter and Stein, 1974), but distinguishing the effects of noradrenaline and
dopamine proved difficult. This was in part because self-stimulation effects were
confounded by alertness and attention, but also due to the neuroanatomical and
pharmacological overlap of the two transmitter systems (Mason, 1979; Mason and
Iversen, 1977; Rolls, 1971). Locus coeruleus neurones were active during feeding
behaviour and supported self-stimulation (Ritter and Stein, 1973); substantia nigra and
ventral tegmental neurones were also active during feeding, but did not support self-

stimulation (Mora et al., 1977).

With the advent of more selective receptor blockers (such as pimozide) and
selective agonists (such as pirebidil and apomorphine), stronger evidence accumulated
for dopamine as the mediator of reward (Mora et al., 1976; Yokel and Wise, 1975); for
reviews see (Wise, 1980; Wise and Rompre, 1989). Noradrenergic pathways are
necessary for aversive conditioning and context conditioning, suggestive of a role in

attention or arousal (Cole and Robbins, 1987; Selden et al., 1990).

Dopamine’s role in reward has been refined and debated by various authors who
approach the problem with different questions. Three views on its role could be
summarised as follows: dopamine

1) mediates the experience of pleasure (hedonic value)

2) provides motivational drive (behavioural incentive)

3) causes association of stimuli to unconditioned rewards during learning.
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Evidence for a role in pleasure include dopamine’s strong operant reinforcing value,
correlations between receptor binding and pleasure ratings for drugs, and correlations
between addiction and dopamine levels (Volkow et al., 1999, 2009; Wise et al., 1978).
As a motivational drive, dopamine appears to ‘excite’ animals to act, making them more
eager; organisms require it to make an effort for a reward, and to discount rewards over
time when they have to wait (Berridge, 2007; Crow, 1973; Ishiwari et al., 2004;
Robbins and Everitt, 2007; Salamone et al., 2005, 2007). Finally, in its role as the
“glue” that binds a stimulus to unexpected rewards, dopamine is necessary for
Pavlovian learning, it parallels the degree of stimulus-reward association, and dopamine
release is well predicted by the error signal in formal learning models (Dickinson et al.,
2000; Everitt and Robbins, 2005; Flagel et al., 2011; Montague et al., 1996; Schultz,

2002).

It is less often discussed that dopamine release also signals aversive events
(Bromberg-Martin et al., 2010a), casting doubt upon much of the above theorising. In a
foraging situation, receipt of a reward indicates the devaluation of the current option
(Charnov, 1976; Hayden et al., 2011a), and under such circumstances dopamine still

signals the reward (Nakahara et al., 2004).

1.3.2. Properties of dopaminergic neurones

The human substantia nigra pars compacta contains around 7 x 10° dopaminergic
neurones, and projects primarily to the caudate and putamen with a divergence factor of
about 400 to 1 (Schultz, 1998). Dopaminergic neurones from the ventral tegmentum
project to limbic structures including hippocampus and ventral striatum, and to the
prefrontal cortex (Gasbarri et al., 1997; Lisman et al., 2011; Rossato et al., 2009).

Approximately 75% fire phasically to the rewarding properties of a wide variety of
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stimuli, and about 20% of these also respond to aversive stimuli. The responses can
have a latencies as low as 50 ms, and are often no more than 3 to 6 additional spikes on
a spontaneous background of 1 to 9 spikes/s (Redgrave et al., 1999). During association
of a stimulus with reward, they show single-trial transfer to the conditioned stimulus,
and generalise to stimuli with a similar appearance, in certain contexts. The same
neurones also respond to novelty: for stimuli with low perceptual salience, responses
decay over 3 to 5 trials; for high-salience stimuli such as loud noises, there may be

minimal adaptation (Mirenowicz and Schultz, 1994; Schultz, 1998).

Dopamine release has two unusual properties. First, out of one neurone’s
500,000 varicosities, 60% are extrasynaptic, and can increase extracellular dopamine
concentrations 60-fold for an extended period of 200 ms. Second, the release of
dopamine at a terminal can be decoupled from the firing of the dopaminergic neurone
by local neurones in target regions, leading to tonic dopamine release. Dopamine then
binds to G-protein-coupled receptors, allowing a slow but flexible modulation of the
postsynaptic membrane potential. D1-class receptors are adenylate cyclase-coupled (Gs,
excitatory), comprising subtypes D1 and D5, and are exclusively postsynaptic. D2-class
receptors, comprising D2 D3 and D4 subtypes, inhibit adenylate cyclase (G;, inhibitory),
and are found both postsynaptically and presynaptically (Beaulieu and Gainetdinov,

2011).

The main striatal target of nigral dopamine neurones are GABAergic medium
spiny neurones (MSNs). D1 receptors are most abundant, and cells expressing D1
receptors project to the internal globus pallidus, whose cells are also GABAergic. The
result of activating these D1-expressing cells is thus said to be excitatory at the

thalamus, giving rise to the “direct pathway”’; the D2-expressing cells project to the
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external pallidum, and activating them is thus said to be inhibitory at the thalamus
(Albin et al., 1989; Graybiel, 1990; Surmeier et al., 2007). To complicate matters, each
spiny neurone expresses both D1- and D2-receptors (Aizman et al., 2000). Each MSN
receives approximately 10,000 cortical terminals, 5000 ventral thalamic afferents, and
1000 dopaminergic varicosities (Smith et al., 2006; Wickens, 2009). Approximately
400,000 corticostriatal axons terminate in the volume of one MSN dendritic tree, but
each axon only produces 40 synapses in this volume, which itself contains 3000 MSNs.
Thus each corticostriatal axon only contacts <1% of the MSNSs in its arborisation, so due
to the 100-to-1 convergence, any two neighbouring MSNs are unlikely to share an input

(Bar-Gad and Bergman, 2001).

The effect of dopamine in the striatum is mixed and context-dependent; when a
striatal neurone is inactive, D1 receptors close sodium channels, but when the neurone
is depolarised, they open calcium channels, causing “plateau potentials” (Hernandez-
Lopez et al., 1997). In light of these differential state-dependent effects, it has been
suggested that D1 stimulation may increase the nonlinearity in the integration of
glutamatergic cortical inputs. Equivalently, it may stabilise the membrane potential, in
one of two states. In contrast, D2-receptor activation appears to always decrease
responsivity of striatal cells to glutamatergic inputs (Cepeda et al., 1993; Surmeier et al.,

2007).

Compartment models generate different behaviour than one might expect: D1
stimulation delays and reduces spiking but increases early temporal integration; D2
stimulation increases spiking but decreases integration (Moyer et al., 2007).
Functionally, this may lead to time-dependent effects, in which tonic dopamine

attenuates NMDA-driven responses, whereas phasic release potentiates them (Cepeda
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and Levine, 1998; Haber et al., 2000). Striatal interneurones, comprising 5% of striatal
cells, may be cholinergic or GABAergic, and also bear dopamine receptors, but are

poorly understood.

In prefrontal cortex, dopamine action at D1 receptors can facilitate LTP, while
D2 receptor stimulation facilitates LTD (Gurden et al., 2000; Otani et al., 1998). In the
dentate gyrus and CA1 cell fields, D1 receptors facilitate LTP and inhibit LTD. D1
blockade can abolish learning in rats (Lemon and Manahan-Vaughan, 2006) and spatial
working memory in primates (Sawaguchi and Goldman-Rakic, 1991). Due to this
complementary effect of D1- and D2-class receptors, general stimulation of both
dopamine receptor classes (e.g. by the non-selective agonist pergolide) enhances
intracortical inhibition (Ziemann et al., 1996) and yet increases cortical excitability.
Prefrontal dopamine might also have distant effects: injection of D1agonists into FEF
can produce effects very similar to attention in V4 neurones (Noudoost and Moore,
2011a, 2011b)—an effect which has been interpreted as a mechanism for top-down

attention.

1.3.3. The functional role of striatal dopamine in humans

Dopamine has many proposed functions in humans, and influences a wide variety of
behaviours, being central in motor control, learning, memory, and motivation (Hallett
1990; Sawaguchi and Goldman-Rakic 1991; Wise 2004; Flagel et al. 2011; Lisman,
Grace, and Duzel 2011; Berridge and Kringelbach 2013). Dopaminergic dysfunction
has been implicated in schizophrenia (Williams-Gray et al., 2006), chorea (Jahanshahi
et al., 2013; Lee and Marsden, 1994; Martin, 1927), dystonia (Berardelli et al., 1998;
Bhatia and Marsden, 1994; Perlmutter et al., 1997; Schicatano et al., 1997), impulse

control disorders (Sinha et al., 2013), obsessive-compulsive disorder, Tourette’s
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syndrome (Denckla, Bemporad, and MacKay 1976; Gravino 2013), attention deficit
hyperactivity disorder, and addiction (Trifilieff and Martinez; Volkow et al., 2009). A
variety of lines of evidence are available, but perhaps the most direct method available

in humans is PET.

Dopamine release can be measured relatively specifically using PET ligands
such as 11C-raclopide. Binding potential changes have been observed during
amphetamine and alcohol use (Boileau et al., 2003; Drevets et al., 2001), enjoying food
(Small et al., 2003), psychological life stress (Pruessner et al., 2004), and by TMS to

motor cortex (Strafella et al., 2003), but not during exercise (Wang et al., 2000).

Direct evidence of dynamic, reward-related dopamine release as a function of
performance has been observed while playing video games (Koepp et al., 1998). One
study reported that, when actions result in uncertain rewards, dopamine is released in
medial caudate and lateral putamen, whereas when actions produce expected rewards,
dopamine is released in caudate head—but curiously found no changes in ventral

striatum (Zald et al., 2004).

Several PET studies have examined correlations between fonic dopamine levels
in the striatum, and behavioural traits. Tonic striatal dopamine levels correlate with
choking under pressure (underperformance when incentives are high) (Aarts et al.,
2014; Silston and Mobbs 2014). Greater ventral striatal dopamine is associated with
disinhibitory personality traits (Lawrence and Brooks, 2014) and hedonic pleasure on a
self-report scale (Volkow et al., 2002), as well as decreased aggression (Schliiter et al.,
2013), but do not appear to be directly associated with gambling tendencies or

maladaptive decision making (Linnet, 2013).
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Recreational drug users’ ratings of “highs” correlated strongly with striatal DAT
occupancy as well as D2 receptor availability in OFC and ACC (Volkow and Fowler,
2000; Volkow et al., 2001, 2002). When response inhibition is performed under
rewarding conditions, compared to a non-rewarded feedback-only condition, dynamic
PET with 11C-raclopride ligand reveals increased dopamine levels in the nucleus

accumbens (Jonasson et al., 2014).

Complementing PET studies, recent fMRI studies have shown increased BOLD
signal in the midbrain in correlation with rewards, which may reflect the mechanism by
which the dopaminergic, serotonergic, and other ascending brainstem pathways might
be activated (Diizel et al., 2009). Tractography complements tracer studies
demonstrating that the primary target of dopamine from the dorsomedial substantia

nigra is the ventral striatum (Chowdhury et al., 2013).

Mathematical models of learning suggest that dopamine and serotonin are both
important in inhibition and reward processing (Daw et al., 2002), leading to interactions
between reward/penalty and aversion/approach behaviour (Boureau and Dayan, 2011;
Guitart-Masip et al., 2014). One hypothesis is that serotonin and dopamine control
different aspects of learning in go/nogo tasks with positive and negative outcomes
(Guitart-Masip et al., 2012), and in support of this, a large reversal learning study has
found that dopamine transporter (DAT1) polymorphisms increase perseveration on
incorrect responses during reversal, whereas serotonin transporter (SERT)

polymorphisms alter lose-shift behaviour (den Ouden et al., 2013).
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1.3.4. Cortical regions responding to reward

Reward alters brain activity in a wide range of brain areas. Functional imaging in
humans and single-cell physiology in primates have given complementary evidence for
the presence of reward signals. With present methods, it has not been possible to
distinguish between modulation of ongoing processing by rewards (in the form of
motivation, relevance or salience) and representation of reward values (e.g. for
comparison or selection). But whatever its functional role, the effect of reward appears

to be ubiquitous.

1.3.4.1. Functional imaging of reward signals in prefrontal cortex

In humans and primates, prefrontal cortex is often subdivided first according to the
three brain surfaces: orbital, medial, and dorsolateral. The medial surface is divided into
the cingulate gyrus and sulcus, dorsomedial cortex superiorly, and the ventromedial
PFC inferiorly which wraps onto the gyrus rectus on the orbital surface. Anterior
cingulate cortex (ACC) is further subdivided into dorsal, rostral, pregenual and
subgenual areas (Gittins and Harrison, 2004; Johansen-Berg et al., 2008). The orbital
surface of the brain is divided into medial and lateral portions, with the most posterior
regions in close proximity to the anterior perforated substance and ventral striatum, and
in continuity with anterior insula (Kahnt et al., 2012). In functional imaging, the term
orbitofrontal is sometimes avoided as cytoarchitectonic boundaries cannot be
delineated; the term “ventromedial PFC” generally does not include the central and

lateral zones of OFC.

Orbitofrontal cortex (OFC) activation has been shown to correlate with a
mixture of reward-related variables (for a review, see Levy and Glimcher, 2012). In

choice situations, there are effects of reward size (O’Doherty et al. 2001; O’Doherty et
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al. 2002; Spicer et al. 2007; Croxson et al. 2009), expected value (Breiter et al., 2001;
Hare et al., 2008; Kahnt et al., 2010), relative value (Elliott et al., 2008), and subjective
utility (Elliott et al., 2003; Stuphorn, 2006; Tom et al., 2007). When there are two
options, there is encoding of both net value (O’Doherty et al. 2001) and attended item
reward (Lim et al., 2011). The response is modulated by regret, for example the relative
value of unchosen or counterfactual rewards (Boorman et al., 2011; Camille et al., 2004;
Coricelli et al., 2005; Ursu and Carter, 2005), but not by cognitive emotional regulation

(Staudinger et al., 2009).

Careful distinction of the roles of stimulus, response and outcome shows
differences between medial and lateral OFC. Lateral OFC was more active when a
reward association needed to be updated, whereas medial OFC correlated with the
expected and actual reward levels (Noonan et al., 2011). Medial OFC may be involved
in computing reward prediction errors (Bellebaum et al., 2012; Rolls et al., 2008),
whereas mid- and lateral OFC may be more active in situations of greater uncertainty
(Elliott et al., 1999; Tobler et al., 2007) and may encode risks (Elliott et al., 2003;
Engelmann and Tamir, 2009). Another study has suggested that medial OFC encodes
willingness to pay whereas lateral OFC encodes willingness to accept compensation
(Martino et al., 2009). A final possibility is that reward signals in OFC are specific to
actions (Li and Daw, 2011; McClure et al., 2003b), and that lateral OFC is specifically

involved in behavioural shifts, independently of negative feedback (Cools et al., 2002).

Other studies have postulated a postero-anterior division of function, e.g. a
gradient of increasing abstraction (Sescousse et al., 2010), or the encoding of a reward’s

identity independently of its value (Klein-Fliigge et al., 2013).
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While encoding value may be a canonical role of OFC, several studies have
shown increased activation in OFC in seemingly unrelated domains, for example in
tasks that require theory of mind (Gallagher and Frith, 2003), humour comprehension
(Goel and Dolan, 2001; Wild et al., 2003), moral decisions (Moll et al., 2002) and
contextual memory (Frey and Petrides, 2000, 2003). Such varied involvement may

indicate that our understanding of representations in OFC remains incomplete.

Anterior cingulate cortex (ACC) activation has been suggested to be caused by
an even wider range of situations, including task difficulty, response conflict detection
or resolution, error detection or prediction, signalling negative reward prediction errors
or surprise, estimating risk or uncertainty, and switching between exploitation and
exploration (Carter et al., 1999; Kennerley et al., 2006; Kolling et al., 2012; Paus, 2001;

Rushworth and Behrens, 2008; Rushworth et al., 2004; Shenhav et al., 2013),.

ACC was identified in many early PET studies as becoming more metabolically
active when task difficulty increased (Paus et al. 1998). Further studies confirmed that is
activated during Stroop conflict, particularly on incongruent trials that follow congruent
trials (Kerns et al., 2004), and in task switching studies (e.g., classifying a letter as
vowel/consonant versus upper/lower case). ACC is active when a new task must be
activated, compared to reactivating a recent task (Dreher and Berman, 2002). ACC has
thus been thought to be active in situations of high response conflict (Botvinick et al.,

2001; Carter et al., 1999).

Although conflict does explain this activation, errors could also be responsible.
For example, ACC is more active after no-go task commission errors (Garavan et al.,
2003), and ACC is thought to be a source of the error-related negativity in the evoked

potential (Carter et al. 1998; Yeung, Botvinick, and Cohen 2004). But because this
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effect is also observed in oddball tasks, it might be attributable to the low frequency of
such events (Braver et al., 2001). In a flanker interference paradigm, dorsal areas (pre-
SMA) activated by conflict have been distinguished from more ventral areas (anterior
cingulate sulcus / cingulate motor area), which were activated when errors were
committed (Ullsperger and von Cramon, 2001). This has been corroborated in the go-
nogo task (Garavan et al., 2003). A distinction has also been suggested between rostral
pre-SMA, which was activated during a change-of-plan, and caudal pre-SMA which

was activated during free choice (Nachev et al., 2005, 2008).

One difficulty with the conflict hypothesis is that conflict is persistently
confounded with reaction time (Grinband et al., 2011; Nachev, 2006, 2011). Recently,
reward-based interpretations of dorsomedial function have been proposed (Sallet et al.,

2007).

When a stream of rewards is occasionally punctuated with reduced rewards,
ACC is more active after the reduced rewards, suggestive of a negative reward
prediction error signal (Knutson et al. 2000; Bush et al. 2002; Knutson et al. 2003).
These prediction errors appear to be specific to action plans (Jocham et al., 2009;
Kennerley et al., 2011), and specific for self-generated action, rather than externally

guided actions (Walton et al., 2004).

A further candidate role for ACC activations is in signalling surprise—i.e. the
absolute value of prediction error. This account predicts activation for both positive and

negative feedback, as long as the feedback is unexpected (Holroyd et al., 2009).

In addition to the above distinctions of action selection, conflict, error detection

and effort, dorsomedial cortex activation is also increased during a risky decision,
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whereas ventromedial areas are more active during receipt of rewards (Cohen et al.,
2005; Ernst et al., 2004; Xue et al., 2009). When surprise is frequent, it is possible for
an organism to anticipate or expect that surprise—producing uncertainty. Cingulate
cortex appears to be active in situations of increased uncertainty (Hayden et al., 2011a;
Rushworth and Behrens, 2008; Walton et al., 2007), and may track the values of
alternatives to the current option during foraging (Kolling et al., 2012; Mobbs et al.,
2013)—findings which support neurophysiological recordings in primate ACC

(Blanchard and Hayden, 2014; Hayden et al., 2011a).

Although neuroeconomic and reward-learning constructs have been a core
element of investigation of dorsomedial areas, in human life these general mechanisms
are likely harnessed in a number of other situations including embarrassment (Berthoz
et al., 2002), working memory (Petit et al., 1998), social cognition (Apps and Ramnani,
2014; Behrens et al., 2008, 2009; Zheng et al., 2014), and effort discounting (Croxson et
al. 2009; Kurniawan et al. 2013; Shenhav, Botvinick, and Cohen 2013; Bonelle et al.,

submitted).

Subcortical areas that show haemodynamic changes with rewards include the
ventral striatum especially nucleus accumbens (Berns et al., 2001; Breiter et al., 2001;
Elliott et al., 2000; Tanaka et al., 2004), caudate, and ventral tegmental area (Diizel et
al., 2009; Knutson et al., 2000)—areas which are known to receive projections from

OFC and ACC (Carr and Sesack, 2000; Vazquez-Borsetti et al., 2011).

1.3.4.2. Single-cell physiology of cortical reward signals

Vision provides a clear case of how reward signals may operate in the brain. Cells in
early visual areas respond more strongly to stimuli and features associated with reward

(Shuler and Bear, 2006, Stanisor et al., 2013). This effect is seen progressively more
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strongly in higher visual areas. Cells in the lateral intraparietal area encode spatially
specific rewards (Platt and Glimcher, 1999; Sugrue et al., 2004), but also independently
encode motor reaction time (Bendiksby and Platt, 2006), and relative reward values
(Rorie et al., 2010). Neurones in dorsomedial prefrontal cortex prominently increase or
decrease their firing rates both during and after reward (Seo and Lee, 2009; So and
Stuphorn, 2010). This suggests that there is a gradual progression from posterior to
anterior, encoding stimulus reward value, action value, and the actual delivery of reward
(Cisek and Kalaska, 2010). Even within prefrontal cortex, reward values can be bound
to stimuli, states, or actions, and these bindings may be learnt through predictions and

prediction-errors.

Neurones in orbitofrontal cortex exhibit firing rates proportional to stimulus-
related reward and predicted reward (Hikosaka and Watanabe, 2000; Padoa-Schioppa
and Assad, 2006; Wallis and Miller, 2003), and it is possible to find cells there that are
active only for specific conjunctions between reward and stimulus (Thorpe et al., 1983).
These neurones may be involved in relative and qualitative aspects of value (Rolls,
2000; Tremblay and Schultz, 1999). The ventromedial portion may be further sub-
specialised for subjective appraisal or comparison of values (Bouret and Richmond,

2010; Noonan et al., 2010).

Neurones in cingulate cortex show reward-related activity, but also exhibit
post-error activity (Amiez et al., 2005; Matsumoto et al., 2007) and increased firing
when an action needs to be changed (Quilodran et al., 2008; Shima and Tanji, 1998).
For example in a saccadic countermanding (stop signal) task, 5-10% of neurones fired
more after uncancelled (error) saccades, but were uncorrelated with RT, and of these

25% also responded to omitted reward, and 25% to unexpected rewards (Ito et al.,
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2003). In contrast supplementary eye field (SEF) neurones, on the same task, exhibited
increased firing when saccadic RT was longer, suggesting conflict-driven activity,

whilst others fired in advance of an expected reward (Stuphorn et al., 2000).

Characteristically, there are cells in cingulate areas that fire specifically for only
particular action-reward combinations, for example in an asymmetrically rewarded
go/nogo task (Matsumoto et al., 2003). When sequential movements are required,
neuronal responses are specific not for the action itself, but for the serial position in the
sequence (Procyk et al., 2000). ACC is also coupled to reward-sensitive areas of the
basal ganglia: activity of VTA dopaminergic neurones can induce increased firing in
ACC (Onn and Wang, 2005); and caudate nucleus areas signalling reward also receive

extensive projections from ACC (Ding and Hikosaka, 2006; Yanike and Ferrera, 2014).

Both orbitofrontal and cingulate areas contain populations of neurones whose
firing rates encode combinations of reward, risk and effort; but anterior cingulate
contains the greatest population of cells that encode all three simultaneously (Kennerley
et al., 2008). Some recent paradigms have interpreted ACC neurones firing in response
to reward as signals that mediate the switch between exploration and exploitation

(Quilodran et al., 2008).

1.3.4.3. Lesions of non-human primate prefrontal cortex

In animals, the terminology ventromedial PFC and medial OFC are sometimes
distinguished — a practice that is uncommon in human functional imaging (Kringelbach,
2005). Histologically, medial OFC (area 13) can be distinguished from the medial wall

areas that include subgenual ACC.
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Lesions to OFC in animals leads to perseveration, disinhibition, emotional
disturbances and altered reward preferences (Dias et al., 1996; Iversen and Mishkin,
1970). Healthy individuals are able to modify preferences according to desires—as
manifest by devaluation of food rewards by satiation. Bilateral OFC lesions prevents
these dynamic preference shifts, but only when the food selection is mediated by a food-
object pairing. OFC may be required for using stimulus-reward associations (Izquierdo
et al., 2004), but impaired devaluation of rewards themselves has also been found in
OFC lesions, as well as amygdala lesions (Rhodes and Murray, 2013). Lateral OFC
lesions impair devaluation of reward by satiation, whereas medial lesions (in the gyrus
rectus) preserve devaluation but impair extinction (Rudebeck and Murray, 201 1a,

2011b).

OFC-lesioned monkeys are also impaired at reversal learning, despite being able
to correctly learn the initial reward mapping (Izquierdo et al., 2004). The specific deficit
in reversal appears to be with suppressing stimulus-reward pairings (Jones and Mishkin,
1972), perhaps due to a failure to use context information to suppress habitual
behaviour (Dias et al., 1996). However, it seems unlikely that OFC alone encodes
reward preferences, according to a study of rat OFC inactivation: reversal learning did
take place, but could not be expressed in behaviour after OFC was reactivated. If OFC

was again inactivated later, the reversed preferences re-emerged (Keiflin et al., 2013).

Lesions to dorsomedial prefrontal cortex, in contrast, lead to surprisingly
subtle deficits: reduced post-error performance monitoring and impairments in pairing
actions with reward values (Rushworth et al. 2004). Lesions to ACC sulcus reduced the
ability to sustain a correct response after positive feedback (Kennerley et al., 2006;

Rudebeck et al., 2008), and reduced the ability to select actions that led to high-
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probability rewards in probabilistic action-outcome matching. Cingulate sulcal lesions
did not affect stimulus-response learning is some studies (Rudebeck et al., 2006),
though a recent report has revealed that bilateral ACC lesions also led to problems using
rewards in reversal learning of object-reward associations, as well as difficulty
switching responses in reversal learning of action-reward associations (Chudasama et

al., 2013). In contrast with OFC lesions, devaluation by satiation was unaffected.

In summary, reward affects large areas of the brain, depending upon the task in
question, but its effects are most consistently seen in a connected subset of areas
including the substantia nigra and ventral tegmentum, ventral striatum especially
nucleus accumbens, and the medial prefrontal cortex, including OFC and ACC.
Dopamine may be a key player, but its role is not well defined, since it appears
whenever the organism is excited. Subcortical and cortical areas most likely function as
a unit, since all levels of the system can encode information that is behaviourally highly
sophisticated. OFC and ACC do appear to have different profiles of activity in response
to rewards, whether it be described as associations with actions versus objects,
representation of internal reward versus environmental reward, or counterfactual

rewards versus prediction errors.

1.4. Human lesion studies in reward-related cortical areas

The classical “frontal syndrome” can include a vast array of cognitive features,
including apathy, bradyphrenia, emotional lability, disinhibition, distractibility,
difficulty with cognitive estimation, humour, proverb interpretation, theory of mind,
word generation, and prominent working memory deficits. This gamut of symptoms has
been operationalised in many ways, for example distinguishing dorsolateral executive,

orbitofrontal inhibitory, and medial motivational components (Cummings, 1995).
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Human prefrontal cortex is more amenable to such fractionation than in other animals,
since it accounts for 30% of the human cerebral cortex, compared to 7% in macaque and
4% 1in rabbits, with expansions in DLPFC, SMA and lateral OFC, as well as the almost
unprecedented appearance of frontopolar cortex (Ongiir and Price, 2000; Walker, 1940).

Notably, lesions to human PFC cause even more subtle deficits than in other primates.

It is a truism that all purposive behaviour is goal-directed, and as such is
execution is governed by motivational incentives. Many of the neurological
impairments following PFC lesions which have historically been described as deficits of
cognitive control, inhibition, decision-making and attention are amenable to an
alternative description: in terms of reward and neuroeconomic optimality. Both orbital
and medial patients consistently show impairments that could be interpreted as reward-

related deficits.

1.4.1. Human lesions to orbitofrontal cortex

Human OFC anatomy is highly variable (Kringelbach and Rolls, 2004), and is
phylogenetically more primitive than frontopolar and dorsolateral cortex.
Architectonically, it comprises a mixture of agranular cortex posteriorly, dysgranular
cortex centrally, and granular isocortex anteriorly (Braak 1980; Ongiir and Price 2000).
Brodmann's original classification (Brodmann, 1909, 1914) labelled the major portion
of the orbital surface as area 11. Walker (Walker, 1940) subdivided OFC into 20
architectonic subregions. On the basis of tracer studies demonstrating input and output
connectivity, the area can be divided into orbital and medial areas. The orbital portion is
a convergence area for all sensory modalities; medial regions send prolific efferents to

the hypothalamus and brainstem (Kringelbach, 2005; Ongiir et al., 2003).
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OFC lesions lead to an assortment of cognitive changes that can be hard to
pinpoint experimentally, yet disabling in daily life. For example, relatively subtle
impairments in social, emotional, moral, appetitive and evaluative judgements have
often been reported (Milner 1963; Drewe 1975; Rolls et al. 1994; Anderson et al. 1999;
Godefroy, Cabaret, and Rousseaux 1994; Stuss and Knight 2002; Dolan 1999;
Ciaramelli et al. 2007). Accordingly patients may have difficulties with detecting
deception, and with theory of mind tasks (Stone et al., 1998; Stuss and Anderson, 2004;
Stuss et al., 2001a). Although a single unified explanation of such pervasive
behavioural changes seems unlikely, some of these impairments might be describable in

terms of the handling and representation of rewards.
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Figure 1.5: Architectonic subdivisions of ventral frontal regions
Histologically defined boundaries in human (above) and macaque (below). Taken from Ongur,

Ferry and Price (2003)

The lowa Gambling Task was one of the earliest behavioural measures revealing
reward-related changes in these patients (Bechara et al. 1994), showing that these
patients are more influenced by immediate punishment than by delayed reward, and
therefore make economically unsound choices (Bechara, Tranel, and Damasio 2000;
Fellows and Farah 2005b; Maia and McClelland 2004). Lesions to OFC cortex
specifically lead to increased bet size in gambling tasks (Studer et al., 2013), greater
risk-taking (Floden et al., 2008) and longer deliberation times (Manes et al., 2002)
without changes in probabilistic reasoning, although similar risk effects can also be seen
after non-ventromedial lesions (Clark et al., 2003). Interestingly, these patients also
lacked normal anticipatory autonomic responses to risk, as measured by galvanic skin
responses (Bechara et al. 1997; Bechara et al. 2005). It is therefore possible that
subconscious autonomic activation, which is a well-recognised function of orbital
cortex in lower animals, could be an important component of decision-making—as
“somatic markers” (Bechara et al. 1994; Damasio 2008). In chapters 3-6 I will consider
pupil dilatation in response to incentives as a potential marker for altered reward

processing.

A study of 5 OFC patients showed reduced risk aversion compared to healthy
controls, and remarkably, found that patients were consequently closer to theoretically
optimal behaviour (Hsu et al., 2005), a finding that has been paralleled in animal OFC
lesions (Pais-Vieira et al., 2007) and also human amygdala lesions (Martino et al.,
2010). A larger study of nine OFC patients on a 5-card variant of the lowa gambling

task revealed two subgroups of patients—S5 of the nine showed strong risk-taking

68




1.  General Introduction 1.4. Human lesion studies in reward-related cortical areas

behaviour, but 4 had normal risk aversion (Sanfey et al., 2003)—without clear lesion
location differences. In a changing environment, OFC patients had difficulty in flexibly
adjusting behaviour to select the highest reward option, as seen in reversal learning
tasks (Fellows and Farah, 2003; Hornak et al., 2004)—a deficit that can be explained in
terms of learning rate given a reward prediction error. This appears to be due to
insensitivity both for rewards and penalties (Berlin et al., 2004). In parallel with some
primate lesion studies, not only is stimulus-reward learning impaired, but also personal
preference judgements have been shown to be inconsistent in OFC patients (Fellows

and Farah, 2007).

To explain impulsivity in OFC patients, it has been hypothesised that they might
discount time more steeply, that is, have preferences for sooner smaller rewards, than
waiting for larger rewards (Sellitto et al., 2010) as seen after animal OFC lesions
(Mobini et al., 2002). Impulsivity in these patients is unlikely to result from
disinhibition (Solbakk et al., 2014). Rather, such individuals overestimate how much
time has passed, perhaps indicating a faster subjective sense of time (Berlin et al.,
2004). However no direct evidence for altered temporal discounting has been found in
patients, to explain the link with impulsivity (Fellows and Farah, 2005b). Rather, these
authors reported that when OFC patients were asked to “think of 5 events that may
happen to you in the rest of your life”, and to estimate how far into the future these may
occur, the future extension of their events was much shorter (5.6 years) than controls

(13 years) or dorsolateral prefrontal patients (9.4 years).

Tying together these many deficits into a single function, computational step or
representation type remains contentious (reviewed in Zald and Andreotti 2010), but

evaluation appears to be a common denominator. A general framework that treats OFC
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as providing reinforcement context signals has been recently proposed (Wilson et al.,
2014). In this promising account, OFC is responsible for representing the world in terms

of goal contexts for reinforcement learning.

1.4.2. Human lesions to dorsomedial prefrontal cortex

Dorsomedial prefrontal regions include supplementary motor cortex (SMA), pre-
supplementary motor cortex (pre-SMA) cingulate sulcus and cingulate gyrus, as well as
pregenual cortex. Compared to orbitofrontal cortex, this area is characterised as more
motor than sensory, and indeed SMA efferents contribute to 10% of the corticospinal

tract (Dum and Strick, 1991).

Large lesions to bilateral ACC have reportedly caused akinetic mutism (Barris
and Schuman, 1953; Jiirgens and von Cramon, 1982) and emergence of primitive

reflexes (Shahani et al., 1970).

One might predict, given the prominent error-related activities found in imaging
and electrophysiological studies, that dorsomedial lesions in humans might lead to
learning deficits. There is only scant evidence that patients are less likely to change their
response after negative feedback (Floden et al., 2008) and they do not seem to have
altered error-related responses (Lovstad et al., 2012), although patients with lateral

prefrontal lesions do (Gehring and Knight, 2000; Woods and Knight, 1986).

Focal damage to supplementary motor area may cause contralateral alien limb
syndrome, in which patients are unable to inhibit afforded actions (Goldberg et al.,
1981). Consistent with a role of dorsomedial cortex in motor planning, isolated ACC
lesions can lead to effector-specific impairments on response-mapping tasks (Turken

and Swick, 1999) and impaired suppression of reflexive movements (Paus et al., 1991).
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Similarly, isolated lesions of pre-SMA can lead to effector-specific impairments in
response inhibition (Nachev et al., 2007; Sumner et al., 2007; Verfaellie and Heilman,
1987) and task switching (Parton et al., 2005). This response disinhibition may be
nonspecific, as measured by impaired stop signal reaction times (a feature more
commonly associated with right inferior frontal damage), and associated with slower,
more variable response times (Picton et al., 2007). Bilateral lesions result in increased
costs of response conflict in Stroop (Stuss et al., 2001b) and faster forgetting of task-set

instructions in Wisconsin card sort (Stuss et al., 2000).

To what extent do these reward-related areas control attention? Most human
lesion studies of distractibility tend to implicate the whole of prefrontal cortex. Several
prefrontal lesion studies show difficulty adhering to a current goal (Howes and Boller
1975; Wilkins, Shallice, and McCarthy 1987; Rueckert and Grafman 1996; Robertson et
al. 1997; Molenberghs et al. 2009), and to complement these, other studies demonstrate
impaired ability to focus attention (Woods and Knight 1986; Barcel6, Suwazono, and

Knight 2000; Knight 1984, reviewed in Manohar et al., 2013).

1.4.3. Human subcortical lesions

Isolated focal lesions to the basal ganglia are rare. When they occur, a common
cognitive symptom is abulia—a lack of will, motivation, or self-generated action—most
commonly caused by damage to the caudate (Bhatia and Marsden, 1994; Schmidt et al.,
2008a). Bilateral lesions to the globus pallidus can also lead to profound behavioural
apathy, a syndrome which has been considered to be a disorder of motivation, perhaps
as a result of insensitivity to reward (Adam et al., 2013; Schmidt et al., 2008b). Indeed,
these authors showed that a direct dopamine receptor agonist can reverse reward

insensitivity and behavioural apathy in a patient with bilateral globus pallidus lesions.
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1.5. Reward and dopamine in Parkinson’s disease

1.5.1. Parkinson’s disease and dopamine

Dopamine depletion is closely connected to, if not the primary cause of, the symptoms
of PD (Hornykiewicz, 2001): difficulty initiating movements, slowness of movements,
and increased muscle rigidity (Jankovic, 2008). Symptoms appear when dopamine
concentrations in the putamen fall to about 80% of normal levels (Kish et al., 1988;
Otsuka et al., 1996), and striatal dopamine binding can be abnormal up to 25 years
before symptom onset (Fuente-Fernandez, 2013). The motor disorders in PD are
significantly improved by the dopamine precursor levodopa, dopamine breakdown
inhibitors such as selegiline and entacapone, D2 dopamine receptor agonists
bromocriptine, ergots, apomorphine and ropinirole. Pharmacologically these drugs
increase dopamine receptor stimulation in the dorsal striatum (Connolly and Lang,

2014).

For small movements, PD patients have normal movement velocities, but as the
movement distance is increased, in PD the velocity remains constant and the movement
takes longer, whereas in healthy controls the velocity scales up with distance and the
movement time remains constant (Flowers 1975; Flowers 1976; Hallett and Marsden
1979). The inability to increase velocity could be attributable to inability to extend the
duration of the normal triphasic pattern of agonist and antagonist activity that comprises

a ballistic movement (Hallett and Khoshbin, 1980).

Although PD has classically been considered as a disorder of the motor system,
over the last 10 years it has become increasingly clear that a range of cognitive

disturbances accompany the disease (Yarnall, 2014). These include depression, anxiety,
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apathy, hallucinations, delusions, sleep disturbance, pain, and a loss of the sense of
smell (Kumar et al., 2002; Modugno et al., 2013); REM sleep behavioural disorder is
the most common parasomnia, in which patients appear to “act out their dreams”, and
may precede the motor onset of PD by years or decades (Boeve et al., 2004; Schenck et
al., 1996). The variety of motor and cognitive symptoms in PD can be organised with
reference to the primary dopamine pathways in the brain: nigrostriatal, mesocortical and

mesolimbic.

About 15% of patients, when treated with dopaminergic medication, develop
impulse control disorders including pathological gambling, compulsive shopping,
compulsive eating, hypersexuality, and “punding”: repetitive obsessive purposeless but
high-level behaviours such as collecting, sorting or disassembling (Maréchal et al.,
2014; Voon et al., 2006, 2007; Weintraub et al., 2006). Dopamine medications
themselves are commonly the object of compulsion, with a number of patients
demanding rapid drug escalation and continuing to request more tablets despite the
severe side effects of dyskinetic choreiform movements (Evans and Lees, 2004). This
may be accompanied by euphoria, inappropriate joy, racing thoughts and grandiose
ideation, resembling mania; withdrawal states and craving can occur, similar to

amphetamine withdrawal (Lawrence et al., 2003).

About 60% of patients will develop apathy during the course of the disease
(Aarsland et al., 2009; Pedersen et al., 2009; Starkstein, 2009) which can be
decomposed into reductions in action initiation, emotional responsiveness, self-interest
and curiosity. Apathy in PD may be partly attributable to a low-dopamine state (for
review see Sinha, Manohar and Husain 2013), and be improved by methylphenidate

(Chatterjee and Fahn, 2002; Mendonga et al., 2007).
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The motivational changes seen in PD may be distinct from those in depression
and frontal dementia, and give rise to several rather interesting phenomena. Kinesia
paradoxa occurs when PD patients (or rats with dopaminergic lesions) who are severely
akinetic in a standard environment, may be able to move very fast in situations of
extreme motivation (e.g. running from a fire, or for rats, swimming when dropped in a
water bath) (Keefe et al., 1989). Motor symptoms in PD also exhibit strong placebo
effects, whose magnitude correlates with the amount of placebo-induced dopamine
release in dorsal striatum, as measured by PET (de la Fuente-Fernandez and Stoessl,

2002).

Care must be taken in studying cognition in PD patients, since they may be
impaired in a wide range of tasks including the tower of London ( Owen et al. 1995),
Wisconsin card sort (Owen et al. 1993; Price, Filoteo, and Maddox 2009; Jahanshahi et
al. 2002), working memory (Lewis et al., 2005), word fluency (Dalrymple-Alford et al.,
1994), and spatial attention (Briand et al., 2001a; Filoteo and Maddox, 1999; Wright et
al., 1990). Patients may have concurrent brain atrophy (Burton et al., 2004; Matsui et
al., 2007), depression (Gotham et al., 1986), and dementia (Kehagia et al., 2010). These
considerations must be accounted for both when selecting patients, and in interpreting

behavioural data.

1.5.2. Reward and Parkinson’s disease

Given that dopamine is central in both motivation and signalling reward, and that PD
patients have deficits in both dopamine and motivation, it is unsurprising to find that

reward processing is aberrant in PD.
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Probabilistic reversal learning is generally impaired in PD patients (Swainson et
al., 2000), and patients similarly have difficulty with switching set in the Wisconsin
card sort (Canavan et al., 1989), though whether this is due to perseverative errors (as
after lesions to OFC or ventral striatum) or to noisy responding, has been a matter of

debate.

During a classification task with feedback, often thought to be more sensitive to
dorsal striatal function, PD patients show specific impairments in shifting classification
from one feature dimension to another (extradimensional set-shifting), and on task-
switching e.g. between letter- and digit-naming (Downes et al., 1989; Lange et al.,
1992). However, withdrawal of medication has different effects on the tasks:
probabilistic reversal learning is improved, whereas task-set switching is worse (Cools
et al., 2001a). One explanation of this phenomenon is that PD selectively depletes
dopamine from the dorsal striatum, and replacing dopamine causes a relative

“overdosing” of the ventral striatum (Cools et al., 2003, 2010a).

In a highly influential study, Frank and colleagues asked PD patients to select

one of two abstract symbols, after which they were rewarded or penalised (Figure 1.6,
(Frank et al., 2004). PD patients ON medication were better at selecting symbols
associated with a high probability of reward, but worse at avoiding the low-probability
symbols. Patients OFF medication were worse at selecting high-probability items, and
better at avoiding the low-probability symbols. The investigators concluded that
dopamine improves probabilistic learning by reward, whereas depletion by contrast
improves learning from penalties. A similar effect occurs when patients are required to

classify a single stimulus under rewarded vs. penalised probabilistic feedback: reward
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learning is faster ON, whereas penalty learning is faster OFF medication (Bodi et al.,

2009).

Frank et al. explained performance by considering the “direct pathway” (D1) to
facilitate execution of a planned response, and the “indirect pathway” (D2) suppressing
competing responses. The authors assume that phasic dopamine during rewards
activates and increases plasticity in the direct pathway, and at the same time deactivates
the indirect pathway, driving learning to facilitate reinforced responses. Conversely, low
dopamine during penalties activates the indirect pathway, driving avoidance learning
(Frank, 2005). Their addition of this extra D1 vs. D2 dimension to a simple

reinforcement learning model increases its explanatory scope.

This is consistent with evidence that D2 agonists impair reinforcement learning
of actions (Pizzagalli et al., 2008). A follow-up study in healthy volunteers taking the
D2 agonist cabergoline and the D2 blocker haloperidol showed that cabergoline
improved learning by penalty, similar to PD patients OFF medication; haloperidol in
contrast improved reward learning. This is of course quite interesting, since
Parkinsonism is a common side effect of haloperidol, and cabergoline treats PD. To
account for all this, the model had to be extended to include pre- and post-synaptic
dopamine (Pizzagalli et al., 2008)—once again increasing its scope, and arguably

decreasing its power.
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Figure 1.6: Dopamine’s differential effect on positive and negative feedback.

Task and results of Frank, Seeberger and O’Reilly (2004). A) Patients on and off medication had to
learn which of two symbols to choose, based on probabilistic reward and penalty. In the training
phase, symbols were always paired as illustrated. In a test phase, in which the pairs were mixed up,
patients were better at avoiding penalised symbols when OFF, but better at selecting rewarded

symbols when ON.

1.5.3. Functional imaging of reward modulated responses in PD

A few studies have examined changes in brain activity in PD as a function of reward.
PD patients may have blunted activation of the ventral striatum by reward predictions,
with supranormal activation of those same regions by actual rewards (Schott et al.,
2007), and they may activate more brain areas in response to rewards than controls
(Kiinig et al., 2000; Rowe et al., 2008). The error responses in dorsal striatum may be
attenuated (Schonberg et al., 2010), whereas ventral striatum may be hyperresponsive in
patients with impulse control disorders (Steeves et al., 2009). In a study of reversal

learning in eight PD patients on and off levodopa, dopamine increased the response of
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the ventral striatum at the moment of reversal (Cools et al., 2007). Another study
showed similar levodopa-induced increases of ventral striatal reward responses, but a
diminution of OFC reward responses with dopamine agonists, which could be
attributable to differences between phasic and tonic stimulation (van Eimeren et al.,

2009).

1.5.4. Novel theories of motor deficits in PD: the central role of
vigour

The planning of movement can be conceived as taking place by optimising a cost
function according to an internal model of motor control (Wolpert and Ghahramani,
2000). In systems terms, the motor system receives proprioceptive inputs, and a
command; from these it must generate appropriate muscle-level instructions. In
mathematical terms, the motor system must solve an inverse problem to find the correct
instructions, given that instructions cause certain effects (Wolpert, 1997). Since many
trajectories and speed profiles are possible to achieve a given goal position, additional
constraints must be in play—termed cost functions. The cost of a particular movement
plan may be given in terms of time, energy, or accuracy. In mathematical terms, these
costs can equally be described as priors on the inference from proprioceptive states to

motor instructions (Friston 2011).

In animals, the control of movement timing and speed is strongly influenced by
reward schedule (Niv et al., 2005; Weiner and Joel, 2002). Using the notion that an
action is expensive because of how fast it must be performed, a simple cost function
proportional to 1/RT can be constructed, and results in an optimal responding rate that is

proportional to the square root of the average reward rate (Niv, 2007; Niv et al., 2006).
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Theories of vigour have contrasted the paucity of movement in PD with the
increased drive to responding elicited by dopamine agonists. The comparison suggests
that in terms of motor control, symptoms of Parkinsonism are manifestations of reduced
willingness to exert effort, equivalent to an increase in the cost of movement (Mazzoni
et al., 2007). Evidence that might count towards this would be an interaction between
reward and bradykinesia in PD. Mazzoni and colleagues (2007) reported that patients
with PD have difficulty in controlling their movement velocity in response to reward
feedback. The authors suggested that this was due to impaired action costing in the face
of reward, but their result might also be interpreted as a pure learning deficit (Mazzoni
et al., 2007). Indeed, a contrasting theory has been recently put forward that frames
some PD symptoms in terms of aberrant learning in the no-go pathway (Xiao-Xi, 2012).
A detailed investigation of reward’s effect on motor and decision performance may shed

light on this discrepancy.

1.6. Plan of thesis

My aim is to measure attentional capture using eye movements, and study how it is
modulated by incentives. I aim to characterise the behavioural effects of reward, and
how they interact with high and low dopaminergic states, and whether they are
dependent on medial prefrontal cortex. The chapters of this thesis address the following

empirical questions:

1. Do incentives have a direct impact on distraction as measured by oculomotor

capture?

2. Can recent reward history influence distractibility, for example on a trial-to-trial

basis?
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3. Can autonomic measures, i.e. pupil dilatation, reflect incentivisation by reward?

4. What is the effect of a dopamine agonist (cabergoline) on the reward modulation

of distraction in healthy people?

5. Do patients with dopamine depletion—Parkinson's disease—have altered reward

modulation? And can dopaminergic medication restore any deficits?

6. Do lesions of medial prefrontal cortex in humans influence reward-based

incentivisation of distraction?

7. Are there specific regions of the medial frontal lobe that are more or less critical

for reward sensitivity in the guidance of attention?
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2. Missed rewards capture attention

2.1. Introduction

Distraction is obviously disadvantageous in certain situations, but beneficial in others.
In an evolutionary context, distraction would allow us to be alert to rare but highly
significant events. For example, rapidly orienting towards the movement of a predator
seen in peripheral vision might be life-saving (Shelley-Tremblay and Rosén, 1996).
Rapid attentional capture by low-level sensory properties could increase fitness even if
it were weak—i.e. not imperative. Although it has been suggested that distraction
evolved in this way (Anderson, 2013; Johnston and Strayer, 2001), to my knowledge it

has not previously been framed economically.

Intuitively, when distraction occurs, it is at the expense of attention to any
ongoing task at hand. Orienting to a distractor is only of net benefit when the dangers of
ignoring a distraction outweigh the gains from continuing with the current goal.
Because of this, evolution ought to precisely titrate distractibility to the level of risk in
our environment. Higher levels of environmental uncertainty (quantified as risk, or
variance in outcome) should breed correspondingly higher levels of distractibility.
Avoiding distraction is essentially taking a small risk, in order to reap a reward (Figure

2.1).
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Ignore distractor

Small chance
of danger Task
reward
|
Penalty 0 Reward
Look at distractor
Small chance of
opportunity

Penalty ! Reward

Figure 2.1: Economics of distraction

Distraction by perceptually salient stimuli may be beneficial or counterproductive, depending on the
situation. The panels illustrate the economical trade-offs involved when avoiding distraction, or
being distracted. a) If a distractor is ignored, the ongoing yield of the rewarding task is obtained, but
there is a potential risk of danger. b) If attention is captured by a distractor, the danger can be
avoided, and a benefit might be derived if the distractor poses a new opportunity; however the
rewards of continuing the ongoing task are lost. Whether or not distraction makes economical sense
will thus depend upon our estimates of risk, opportunity, and ongoing task reward. Optimising

distraction rate by ongoing task rewards may be critical for survival.

Crucially, trading off risk for reward makes predictions about how changes in
reward might influence distractibility. In particular, if the value of avoiding distraction
is high, distractibility should decrease. Similarly, if distraction is penalised
distractibility will also fall. It is interesting to note that this account classifies

distractibility as a form of risk aversion.

Conversely, we can think of ongoing activities as requiring continuous
motivational incentives to make them economically worthwhile—i.e. worth filtering out
other possible actions. When higher rewards are available, a subject should engage more

“effort” to obtain them. Here, effort acts as an effective cost, encapsulating risk
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aversion. The overall cost can be framed economically as effort discounting (Hursh,

1980; Kahneman, 1973; Pessoa, 2009).

According to the first sense (economic motivation), the predictions about how
reward should influence distraction could be summarised as follows:

P(Distraction) = W [U (possible opportunity) — U(possible danger)
—U (task reward)] 2.1)

where ¥(x) is a sigmoid function such as 1/(1+e™), and U(r) is the utility of an outcome

r. The sensitivity to environmental uncertainty is governed by the concavity of U (i.e.

U
dr®). If this is negative (Figure 1.1), then distractibility should increase in

environments with greater dangers, or with lower task-related gains.

Incentivising performance with rewards attenuates distractor effects in the
Eriksen flanker task (Hiibner and Schldsser, 2010) and the Stroop task (Krebs et al.,
2011). In particular, performance improvements cannot easily be accounted for purely
in term of speed-accuracy trade-off or ‘criterion shifts’: reward induces a true
motivational change. But motivation by rewards and penalties play different roles in
controlling behaviour (O’Doherty et al. 2001; Frank, Seeberger, and O’Reilly 2004),
and may be represented differently at the neural level (Roesch and Olson, 2004). Might
rewards and penalties then influence distractibility in different ways? Attention is biased
towards previously rewarded features (Anderson et al., 2011a; Hickey et al., 2010a;
Kiss et al., 2009a; Kristjansson et al., 2010), which may faciltate decision making and
foraging (Krajbich et al., 2012; Manohar and Husain, 2013), but no reverse effect has

been seen for penalties (Wang et al., 2013).

83



2. Missed rewards capture attention 2.1. Introduction

To my knowledge, no studies to date have parametrically varied incentive levels
in a distractor-avoidance task. If motivation influences distractibility, incentivising with
either rewards or penalties should reduce distraction, but without trading off speed.
Interestingly, vigour theory provides a strikingly different prediction (Dayan, 2012a;
Niv, 2009; Niv et al., 2007). The ongoing reward rate determines the optimal rate of
responding. If distraction were penalised, although this motivates behaviour, it would

not speed responses.

Reward has been found to have short-term effects on subsequent trials; in
particular, attentional priming and negative priming are both modulated by reward
(Anderson et al., 2011a; Hickey et al., 2011). But how might information be retained
from trial-to-trial? Rewards might be held in working memory (Camara, Manohar, and
Husain 2013), and it has previously been shown that working memory contents can
influence distraction (Theeuwes, Olivers, and Chizk 2005; Theeuwes, Belopolsky, and
Olivers 2009). Signals other than reward might also be retained from trial to trial.
According to theories of reinforcement learning, outcomes on previous trials generate a
‘prediction error’ which is critical in altering subsequent behaviour (Sutton and Barto,
1990). In a spatial task, the strongest negative prediction errors will occur at locations
where rewards were previously missed. 1If this information were critical for learning, it

might be retained in memory, and subsequently influence spatial orienting.

These considerations led me to study the spatial effect of reward and penalty on
distractibility. I used oculomotor capture (Kramer et al., 1999) as an index of
distractibility in humans. In my version of this task, six red discs were shown, one of
which remained red (the saccade target) while another disc turned bright yellow,

becoming suddenly salient (the distractor). Subjects made speeded saccades towards the
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target, but the simultaneous bright distractor often subversively ‘captured’ the eyes.
Although oculomotor capture depends upon several features of the task e.g. target-

distractor similarity (Mulckhuyse et al., 2008), it cannot fully be voluntarily overridden.

To examine how incentive influences oculomotor capture, subjects were
awarded money for their speed of looking at the target, but incurred a penalty if they
looked at the distractor. First, I systematically and explicitly varied the reward for
making saccades to the target, and the penalty for shifting gaze to the distractor. I
predicted that blocks with higher reward and higher penalty would lead to less
distraction. Next, | examined the effect of the previous trial’s reward and penalty, upon
performance, predicting that capture would be greater if the distractor is in a location

that was rewarded on the previous trial.

2.2. Study 1: Block-to-block manipulation of incentives

2.2.1. Method

The aim of the study was to test how varying the amount of expected reward influences
oculomotor capture generated by a visual transient. To this end, I modified the
oculomotor capture paradigm (Theeuwes 1991a). Subjects were instructed that they
would see six red circles, and when the fixation cross disappeared, four would turn grey,
one would turn yellow, and the remaining circle is the target and would remain red
(Figure 2.2). They must move their eyes to the disc that remained red (the target), and

not to look the disc that turned yellow (the distractor).

Subjects received the following further instructions: the faster they directed gaze

to the target, the more money they would make. If they were too slow, they would
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obtain zero reward, and if they looked at the yellow distractor, they could lose money.
Thus subjects were rewarded for every saccade to the correct target according to their
speed, and/or penalised for every saccade that was captured. Monetary feedback was
presented after each trial. In Study 1, the maximum reward available and the flat penalty
for errors, were manipulated between blocks. Subjects were explicitly shown these

values at the start of each block.

Fixate 400 or 600 ms Saccade

Reward sound Penalty sound

Distractor always 60° left or right of target

o
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»
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Saccade paths of 1 subject Angular deviation from target (deg) median RT (ms)

Figure 2.2: Study 1: Experimental paradigm
a) The structure of one trial in my study. Subjects fixate and are shown their current winnings. Six
red discs appear for 400 to 600 ms, and then change colour. Four of them become grey, one

becomes a salient yellow, and the remaining red disc is the saccade target. If subjects look at the
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target first, they are rewarded according to their speed; if they look at the yellow distractor, they
may be penalised. b) An example of the overlaid saccades from one block of trials, rotated to the
canonical orientation, showing oculomotor capture on some trials. ¢) Histogram of the angular
direction of the initial saccade, relative to the direction of the target; example data from one subject.
d) For correct saccades to the target, subjects were rewarded according to their speed, with a falloff

matched to their median reaction time.

2.2.1.1. Subjects

Fifteen subjects from the University subject pool (age range 19-24, 11 female, with
normal or corrected-to-normal vision) all gave informed consent. The study was
approved by UCL research ethics committee. Subjects were instructed that they would

be paid according to their performance, and that they would earn between £10-15.

2.2.1.2. Apparatus

A PC running Matlab (The MathWorks) plus Psychophysics Toolbox under windows
was used to present stimuli on a CRT with resolution 1024x768 pixels at 100 Hz. A
frame-mounted Eyelink 1000 (SR Research) infrared tracker monitored left eye position
relative to the screen, sampled at 1 kHz. Eye movements were parsed online by the
Eyelink PC and sent to the presentation PC over a patch cable, to provide trial-by-trial
feedback. Subjects sat 60cm from the 21 display against forehead- and chin-rest.
Randomised 9-point calibration was performed at the start of the experiment and after 5

blocks.

2.2.1.3. Stimuli

A white fixation cross measuring 1.5 degrees was displayed at the centre of the screen
on a black background, surrounded by 6 dark red discs (31% beam intensity) each
subtending 3 degrees of arc, with centres equally spaced on an invisible circle of radius

11.0 degrees from the fixation point. The total reward accumulated by the subject so far
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was displayed numerically, centred 2.4 degrees below the fixation cross in digits 1.5
degrees high. This display remained until fixation had been maintained for a flatly
distributed random foreperiod between 750 and 1050 ms. The fixation cross was then
erased, and simultaneously, four of the six discs became dark grey (12.5% intensity),
one remained dark red, and one became bright yellow. The yellow distractor was always
one of the two discs immediately next to the dark red target (see Figure 2.2a).Thus on

every trial there was a red target disc and a neighbouring yellow distractor disc.

The endpoint and landing time of the first saccade that landed outside a circle
radius 5 degrees was determined online and used to determine trial outcome (see reward
function below). At that moment, feedback sound was played and the amount won or

lost on that trial was displayed numerically in the centre of the screen, for 300 ms.

2.2.1.4. Design

Subjects performed 10 blocks of 56 trials each. Prior to each block, subjects were
numerically shown their maximum reward attainable if they looked at the target
quickly, and also the penalty they would receive if they looked at the distractor. The
block began after a keypress. The maximum reward and fixed penalty for each block

was one of 5 conditions:

10p maximum reward (to target) and 10p penalty (to distractor)
¢ 10p maximum reward and 2p penalty

e 10p maximum reward with no penalty

e 20p maximum reward with no penalty

e 30p maximum reward with no penalty.
Henceforth I will call these conditions [+10,-10], [+10,-2], [+10,0], [+20,0] and [+30,0]

respectively. The range of penalty levels was chosen to be smaller than the reward
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magnitudes, as pilot studies showed that a penalty of -10p was approximately as

effective as a reward of 30p in motivating faster RTs.

The order of the 5 conditions was manipulated in a Latin square across subjects,
with the last 5 blocks using the reverse order of the first 5. There were therefore 5
different block orders, and 3 subjects performed each order. On each trial, foreperiod
and target location was randomised, and the distractor was randomised to be one
position either clockwise or anticlockwise of the target. Before the experiment, subjects

performed 32 practice trials.

2.2.1.5. Reward functions and penalties

The saccade endpoint was categorised into one of 6 bins according to the nearest disc. If
the saccade landed on a grey disc, or if the endpoint was greater than 15 degrees distant
from fixation, a reward of zero was given. If the endpoint was nearest to the yellow

disc, the penalty value was displayed. This penalty was always constant within a block.
By contrast, rewards (to targets) varied as a function of the maximum reward for a block

and the saccadic reaction time in the following way:

min —RT
Reward = R4, - Mmin (e T, 1)
(2.2)

truncated to the nearest integer, where RT was the time of initiation of the saccade.
Median saccadic reaction time in the practice trials was used as the 37% falloff point for
reward magnitude (to determine 7), with a minimum RT cut-off (#,,,) at the 10th
percentile (faster than this, reward was maximal, see Figure 2.2d). If this reward value

was zero, the words ‘Too slow’ were displayed instead of the number “0’.
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Feedback sound was played based on the trial reward; a buzz if a penalty was
incurred, a low pitched bleep if zero reward, a high-pitched ping if a reward of 15p of
lower was obtained, and a ‘ker-ching’ cash-register sound was played if a reward of

over 15p was obtained. Sounds lasted 250 ms and were matched for amplitude.

2.2.2. Results

On each trial of the task, subjects saw six locations spaced around a circle, and were
required to make a rapid saccade to the location which did not change colour. A
coloured bright distractor was present at a neighbouring location (Figure 2.2a). The
first saccade was determined using a combined velocity and acceleration criterion. To
quantify the pull of the distractor on each trial, I measured the first saccade’s deviation
towards the distractor, i.e. the angle from the fixation cross of the saccade endpoint
relative to the direction of the target (see Figure 2.2¢ for an example in one subject).
The saccade was also classified by the location nearest to its endpoint, as being towards
the target (correct), the distractor (capture error), or to a different location. The
proportion of trials where the eyes were captured by the distractor, and the angle of

deviation, formed my primary measures of distraction by the salient onset.

2.2.2.1. Reward and penalty reduce oculomotor capture

The proportion of capture was determined for each reward condition (Figure 2.3a). The
block’s reward and penalty level ([+10,-10], [+10,-2], [+10,0], [+20,0], or [+30,0])
significantly modulated the proportion of oculomotor capture (1-way ANOVA over
block type, F(4,56)=4.34, p<0.004): as predicted, distractors captured the eyes less
when they were highly penalised [+10 -10] compared to the condition where there was
no penalty, i.e. [+10,0] (2-tailed #14)=3.69, p<0.002). Introducing penalties can

therefore reduce salience-driven attentional capture.

90



. Missed rewards capture attention 2.2. Study 1: Block-to-block manipulation of incentives

Proportion of capture

(%) 20 -A: 1 ok
15 -
10 -
Reward |+10||+10]| [+1
Penalty |-
RT (pence)
(ms)
350 A
345
340 A
335 A
Velocity
d 00
o :30T —— —

5 oolo

Reward and penalty contingence (pence)

91




2. Missed rewards capture attention 2.2. Study 1: Block-to-block manipulation of incentives

Figure 2.3: Study 1: Improvement by reward and penalty, with choking under pressure.

a) The proportion of trials on which the eyes were erroneously captured by the salient distractor is
shown, for the different blocks. As the possible penalty for distraction was increased (towards left),
subjects were better at avoiding distraction. When potential rewards were increased moderately,
subjects again improved. However when reward was maximal (far right), ‘choking under pressure’
was observed: capture was again high. b) Reaction times were fastest when rewards were high, and
slowest when penalty was high. ¢) For each reward condition, trials were binned according to
reaction time, and the conditional accuracy was plotted. Under moderate rewards [+20 -0], the
accuracy curve is shifted upwards despite speeding of responses -- a finding which cannot be

explained by trading speed for accuracy.

Moderately high rewards [+20,0] also reduced capture rates by 5.5% (SEM
1.6%), relative to low rewards (p=0.028 one-tailed). But counter-intuitively, very high
rewards [+30,0] did not reduce capture rates compared with low rewards [+10,0]
(t(14)=0.3, p>0.5). Rather, the highest rewards actually increased capture compared to
the moderate-reward condition (two-tailed t(14), p=0.049), and relative to the high-
penalty condition [+10,-10] (two-tailed t(14)=-3.69, p<0.002) (Figure 2.3a). Very high
incentives, therefore, were ineffective at preventing oculomotor distraction. A similar
analysis of the raw deviation angles of saccades showed the same pattern of significant

effects.

One might suspect the order in which subjects experienced the reward
conditions would be important. However, although there was a main effect of subject
(p<0.01) on capture, there was no effect of block order (F(4,40)=0.43, p>0.5), and no
interaction of reward condition with block order (F(16,40)=1.29, p>0.05). This indicates

that the counterbalanced order of reward-condition blocks was effective.

Were these reward- and penalty-related improvements due simply to subjects

being more cautious? Analysis of median saccadic reaction times revealed that subjects
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were significantly slower in high-penalty blocks than high-reward blocks (t(14)=3.38,
two-tailed p=0.004) (Figure 2.3b). In other words, the possibility of penalties made
subjects both slower and more accurate. However, increasing rewards showed a trend to
speeding up reaction times (t(14)=1.09, p=0.29), compared to low rewards [10,0]. This
was true in the moderate reward condition [20,0] even though distraction was reduced.
Thus the reduction in distraction due to reward cannot be explained by caution. Note
that reaction time appears to relate to the block’s average reward rate, and as expected,
the total winnings in each block vary with expected value, with subjects winning on

average £5.20 on high reward blocks, and losing £1.53 on high penalty blocks.

2.2.2.2. Rewards speed RT, Penalties cause slowing

This asymmetrical relation between reaction time and distraction is portrayed using
conditional speed-accuracy functions for each condition (Figure 2.4). The proportion of
correct saccades in each of 5 RT bins was calculated for each reward condition, and the
mean function across subjects was plotted. As expected, in all 5 reward conditions there
was a strong positive correlation of accuracy with RT (all / in range 0.88 to 0.95, all

p<0.002, Figure 2.4).
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Figure 2.4: Conditional accuracy function for Study 1.
Accuracy rises from 50% at the earliest RT bin, to over 80% for the slowest RT bin. When reward

is moderately increased, there is an increase in accuracy as well as shortening of reaction times.

It was observed that, for the slower trials, different reward conditions produced
different effects on the speed-accuracy gradient. Therefore I estimated the slope of the
speed-accuracy relation for each reward condition in each subject, using a median split
of RTs. Medium-high rewards [+20,0] had a significantly steeper accuracy:speed
function (mean gradient 517 %/s &+ 82, compared with 316 + 98, #(14)=2.34, p=0.018),
indicating that the benefit of reward in this case cannot be explained simply by a speed-

accuracy trade-off.

2.2.2.3. No effect of reward on saccade velocity

The peak speed was calculated for each correct saccade, using 5 ms averaging windows
for velocity. The mean peak speed for the 5 reward conditions were compared using 1-
way repeated-measures analysis of variance. There was no effect of reward or penalty

on velocity (p>0.05).

2.2.2.4. Reward reduces blink rate, but penalty increases it

The proportion of trials that were aborted due to a blink was counted in each block.
There was a significant main effect of reward condition (Figure 2.5, F(4,74)=2.67,
p=0.042), and pairwise t-tests showed a significant difference between the [-10,+30]
and [-2,+30] conditions (p<0.05 corrected with Tukey’s LSD); the two penalty

conditions had 5.7% and 5.0% less capture than the +30p condition.
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Figure 2.5: Blink rate during the task is reduced by high rewards, compared to high penalties.
The proportion of trials that contained blinks during the foreperiod was calculated in each block.
Error bars indicate standard error of the mean. The error rates differed by one-way ANOVA
(p=0.042), and pairwise comparisons showed more blinks during between the high-penalty

condition than high-reward.

2.2.2.5. Effect of trial history

To test whether capture was dependent on reward history, I divided trials into those
where the current distractor location previously contained a target or a distractor on the
preceding trial. There was significantly more capture when the distractor was previously
a target (£(1,14)=14.6, p=0.0019). Similarly, I divided trials into those where the
current target location was previously a target or distractor; but there was no effect of

what was previously at the target location (£=0.0).

Subjects are captured more by a distractor when a target was previously at that
location. This differs from previously described reward priming effects (Hickey,

Chelazzi & Theeuwes, 2010; Anderson, Laurent & Yantis, 2011) in being spatially
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specific. I propose this is because each location retains its reward status from the
previous trial. But could this effect simply reflect a tendency for subjects to repeat their
last action? Since there are more correct than incorrect trials, one could explain it
simply as a “perseverative” tendency to be captured to a location that was recently

looked at.

To refute this, trials were broken down as above, then subdivided according to
where the subject looked on the previous trial. A 2-way ANOVA was used to separate
the effects of the distractor being at the previously-looked-at location, versus being the
target or distractor. There was no main effect of where the subject previously looked
(F(1,56)=0.52), but there was a significant interaction with whether the distractor
location previously contained a target or distractor (F(1,56)=8.7, p=0.0046). This
indicates there is an effect of where the eyes previously went, which interacts with the

location history. This effect was investigated in detail in the next experiment.

2.2.3. Discussion

This experiment measured the effect of rewards and penalties on distractibility, using
the paradigm of oculomotor capture (Theeuwes et al. 1998), in which the eyes are
drawn to a visually salient distractor, rather than a non-salient target that was identified

by being the only item that did not change.

There were three main findings. Firstly, the results demonstrated that
oculomotor capture can be decreased when there are penalties or rewards at stake. In the
case of penalty, accuracy improved at the cost of speed; for rewards, subjects were both
faster and more accurate. The effect of valence is therefore asymmetrical with regard to

speed. Secondly, for very high rewards, subjects were paradoxically captured more by
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the distractors. Finally, in a post-hoc analysis of trial history, oculomotor capture by a
distractor was greater when that distractor location was previously occupied by a valued

target.

This experiment differs from previous work on reward and distraction, in that I
do not manipulate prior reward-feature associations by learning. Rather, the total

incentives are manipulated, showing a pure motivational effect on distractibility.

2.2.3.1. How do rewards and penalties reduce distraction?

Rewards increase response frequency in free operant tasks (Dickinson and Balleine,
2002), a fact which has been explained in terms of response vigour (Niv et al., 2007,
2007). Starting with two premises, that a fast response is more costly to execute, and
that making more responses yields more reward, an optimal response-time can be
calculated. The optimum depends on the reward schedule, and in particular, as the
average reward rate increases, the optimal response time shortens. Average reward rate
may be represented in the brain by tonic dopamine levels in nucleus accumbens.
Although Niv et al. did not explicitly discuss penalty, it might be expected to prolong
response times. This could potentially explain the observed effect of reward and penalty
on the speed of responses (Figure 2.3b). However, responding faster without trading off
accuracy would require something further, such as effort (Hiibner and Schlésser, 2010).
To see this, notice that simply combining an accuracy bonus, error cost, and time
pressure cannot lead to both speed and accuracy increases—unless the constraint “going
faster means more errors” i1s somehow removed. I discuss this quandary and offer a

solution in Chapter 7.

It is likely that subjects deployed more cognitive resources in the moderate-

reward [+20] condition, allowing both faster responses and decreased distractibility.
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Such a motivating effect has been noted in monkeys, where asymmetrical reward speeds
both visually elicited saccades and memory-guided saccades without trading-off
accuracy (Takikawa et al., 2002b; Watanabe et al., 2003), and two recent human studies
have demonstrated an increased ability to resolve conflict under rewarded conditions in
the Stroop task and Eriksen flanker task (Hiibner and Schldsser, 2010; Krebs et al.,
2011). Such results imply that motivation by reward is not a trade-off but a true
increase in effort; in my study, this motivational effect was specific to positive valence

incentive rewards, rather than penalties.

Effort is a determinant of attentional resources (Tomporowski and Tinsley,
1996), but how might it be mediated? (Sarter et al., 2006) suggest that motivational
effects on attention are mediated by basal forebrain cholinergic projections to prefrontal
cortex, under the control of nucleus accumbens and anterior cingulate cortex, which are
in turn under the influence of dopaminergic reward circuits. Such a mechanism might
also provide an explanation for the unusual phenomenon of increased capture at high

reward levels, discussed next.

2.2.3.2. Choking under pressure

A second asymmetry between reward and penalty was the paradoxical worsening of
performance in the highest reward condition (Figure 2.3a). This is the first study to my
knowledge where a rapid orienting task has shown this biphasic relation under

quantitative manipulations of reward.

Although intuitively one expects motivation to lead to improvements in
performance, impaired performance has often been noted in connection with high
stakes. Explanations of such ‘choking under pressure’ include high-arousal levels

(Yerkes and Dodson, 1908), highly emotional states (Easterbrook, 1959), or raised self-
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awareness (Baumeister, 1984). Choking can be alleviated by background sound
(Mesagno et al., 2009), and worsened by spectators (note my study was conducted in a
quiet room with the experimenter observing throughout). It is normally seen in
overlearnt, skilled tasks, but recent experiments have extended this to higher cognitive

tasks (Gimmig et al., 2006).

A recent fMRI study revealed choking in a game where expectation of high
reward gave worse performance than low reward (Mobbs et al., 2009). They suggested
that framing outcomes in terms of loss might cause anxiety-driven reduction in
performance. My results do not support this claim; in particular I found choking with
high rewards but not with penalties. But importantly, they found increased activity in
ventral midbrain and striatum, suggestive of a dopaminergic basis: as dopamine levels
increase, attentional performance follows an inverted-U-shape (Bodi et al., 2009; Cools
et al., 2001a). The asymmetry of my results is also compatible with the known
nonlinearity of dopaminergic activity under rewards versus penalties (Schultz et al.,
1997). Although dopaminergic neurones do not encode absolute rewards, they do
encode perceptual salience alongside relative reward (Schultz, 1998), which are
precisely the signals that would be needed to compute the trade-off between distraction
and motivation. The pallidal and subgenual cingulate encoding of very high rewards is
strongly dependent upon reward history, which might account for this variable and often

suboptimal effect (Elliott et al., 2000).

Do these results have a bearing on the mechanisms of preventing distraction? At
first glance it appears that our motivational modulation invalidates the strong hypothesis
that stimulus-driven capture is inevitable. Yet, my findings may be consistent with the

hypothesis that reward cannot improve the earliest phase of distractor filtering. The
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slowing caused by penalty could account for its reducing distraction, and rewards
appear to have their effects on later saccades in the distribution only (Figure 2.3¢),
consistent with previous findings (Wijnen and Ridderinkhof, 2009). However the lack
of effect of reward on capture of the fastest saccades is not consistent with Hickey et
al.’s (Hickey et al., 2011) suggestion that reward has an early effect on target selection.
Rather, it favours the models which posit increasing effects of reward over time in the

trial (e.g. Ding and Hikosaka 2007; Schiitz, Trommershiuser, and Gegenfurtner 2012).

Finally, I found a trial-to-trial effect on oculomotor capture: the eyes were
distracted more to locations that were targets on the previous trial. Furthermore,
distraction appeared to be greatest when that target on the previous trial was not looked
at. However, since the first experiment was not designed to examine trial-to-trial effects,
some of the trials used to look at the history of the distractor location, also had rewards
and penalties previously at the target location, and the proportions of these trials was not

balanced. This motivated the second experiment.

2.3. Study 2: Effects of reward history on distraction

2.3.1. Method

I was interested in the effect of reward and penalty history in the previous trial on
oculomotor capture in the current trial. The stimuli and instructions were similar to
study 1, except with all blocks having identical maximum reward and penalty values.

Critically, I also manipulated the history of targets and distractors at each location.
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2.3.1.1. Subjects

10 subjects (aged 20-33, 5 female, with normal or corrected-to-normal vision), were
recruited from an advert. They were instructed that they would be paid according to

their performance.

2.3.1.2. Stimuli

The stimuli were identical to those in Experiment 1, except that during the fixation
period, the 6 dark red discs were not visible. They appeared, instead, after fixation had
been acquired for 400 ms, and remained visible for the foreperiod. In this experiment
the foreperiod varied from 400 to 600 ms. The dark red discs were brighter than in

Experiment 1, with an intensity of 25%.

2.3.1.3. Design

In order to examine the effect of location repetition, the target and distractor on the
current trial could either be in different locations, or in the same locations, as the
previous trial (Figure 2.6a). Additionally, when occupying the same locations, the
target and distractor could be in switched positions: the target appearing at the previous
distractor location, and the distractor appearing at the target location. I predicted that an
identical configuration would lead to reduced oculomotor capture, whereas swapped
locations would lead to increased capture, compared to the “neutral” non-repeated
condition. Such an effect could be due to two separable causes: saccades to the target
could be facilitated if the location was previously occupied by a target, or inhibited by a
previous distractor. Similarly, saccades to the current distractor could be facilitated if

its location was previously a target, or inhibited by a previous distractor.

In order to disentangle these two possibilities, four more conditions were

employed (Figure 2.6b). In these conditions, only one of the locations was repeated.
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The target alone, or the distractor alone, was at the same location as either the target or
distractor on the previous trial. Note that two of these conditions (top two in figure)
examine the history of the current distractor location, and the other two (lower two in

figure) examine the history of the current target location.

Thus in total, there were 7 ways in which the positions of distractor and target
could be related to the positions on the previous trial. They could both remain in the
same position; the distractor could move while the target remained fixed, or vice versa;
the new target location could be the old distractor location while the distractor moves;
or the new distractor location could be the old target location while the target moves; or
finally, the distractor and target could switch locations. Each of these 7 transition types
was equally probable. Each subject performed 10 blocks. The experiment took between

45 minutes and 1 hour.

Previous Current
Trial Trial

- .::::.‘:":‘.:{'3 Distractor at previous distractor location
=]

Target at previous distractor location

Target at previous target location

Figure 2.6: Study 2: Design to examine trial-to-trial effects

I manipulated the location of the target and distractor on the previous trial according to the seven
possibilities shown. a) The target and distractor could appear in completely new locations, or at the
same locations as on the previous trial. They could also occupy the same locations as before, but be
swapped around so that the target and distractor are flipped, compared to the previous trial. b) Four
more conditions were used to determine the cause of the speeding by repetition, and slowing by

reversal of target and distractor locations. In these conditions, only one location was repeated.
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2.3.1.4. Reward

Maximum reward was fixed at 20p, and penalty fixed at 2p. Subjects were informed of

this at the start of the experiment, and therefore no further instruction was needed at the
start of each block regarding reward and penalty. The same rules and equation governed
reward as in Experiment 1. The reward falloff time was fixed with a time constant of

25ms, and minimum time #,;, was adjusted to subjects’ practice performance as before.

2.3.2. Results

2.3.2.1. Manipulation of trial history

On each trial the locations of target and distractor were chosen from the seven possible
transitions (Figure 2.6). The penalty and the maximum reward were held constant. |
calculated angular deviations and proportions of capture as previously, for each of the

transitions.
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Figure 2.7: Results of the study 2: Effect of missed rewards

a) Trials were first broken down according to what was previously at the current target or distractor

location. I then examined separately whether subjects had previously looked at this location or not.

To do this, trials were broken down according to the outcome of the previous trial: rewards or
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penalties could have previously been obtained or missed. b) The red and blue lines correspond to
the eight conditions above in (a). Distraction was increased only in the condition where subjects
previously missed a reward at the current distractor location. The proportion of capture on the
three control trial-types (see Figure 2.6) are shown on the left. ¢) Reaction times are shown for the

conditions corresponding to the conditions above.

As predicted, on trials which were identical to their antecedents, capture was minimal
(6%), and on trials with swapped target and distractor locations, capture was maximal
(38%). Neutral trials, where neither target nor distractor locations previously contained

a colour, had intermediate capture (21%).

As in study 1, I compared trials in which the current distractor location was
previously a target, with trials in which the current distractor was previously a
distractor. For each subject, I first examined the proportion of saccades that went to the
distractor, as compared to the proportion of saccades that went to any other non-target,
non-distractor location (i.e. an irrelevant, grey disc). There was significantly more
oculomotor capture when the current distractor location had been occupied by a target
in the previous trial — and this was specific for saccades to the distractor location
(Figure 2.7, interaction between previous distractor status and error type, F(9,1)=11.3,
p=0.008). This confirms that a previous reward can increase oculomotor capture to a
distractor at that location. Could this increased capture be due to faster responding?
There was no evidence for a difference in median error reaction times between the
location-history conditions (i.e. when the distractor was previously a target, vs. when it

was previously a distractor, paired 2-tailed #18)=0.42, p=0.68).

But could the effect of trial history be due perceptual priming of a target
location? Or perhaps due to subjects looking to the same location just previously (i.e. a

perceptual or motor repetition facilitation effect)?
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2.3.2.2. Effect of previous trial outcome

To clarify this issue, I subdivided trials according to where subjects had previously
looked (Figure 2.7a). For the trials whose history differed only at the distractor-

location, I divided them according to whether subjects previously

(1) looked at the location of the current distractor
(i.e. action-repetition would result in penalty) or
(2) looked at a location which was neither a current reward or penalty
(action-repetition would not result in reward or penalty).
Similarly, trials where target-location history was manipulated were divided according

to whether subjects previously looked at the location of the current target or not.

This factor, saccade-history, was analysed orthogonally to location-history
(Figure 2.7a). As above, the distractor being at the previous target location significantly
reduced capture (F(1,36)=18.7, p=<0.01). Additionally, there was more capture when
the current distractor location was also the endpoint of the previous trial’s saccade
(F(1,36)=6.3, p=0.017). But crucially, location history interacts with previous gaze: the
effect of what was previously at the distractor location was +19% when it was
previously looked at, compared to +29% when it was not looked at (significant
interaction, F(1,36)=5.3, p=0.027). Capture is therefore increased when the distractor
was previously a target, but only when subjects did not get the reward there. In other
words, distraction was greatest when subjects previously missed a reward at the current

distractor location (Figure 2.7b).

This effect is unlikely to be explainable in terms of response times, as there was
no corresponding interaction for reaction times (Figure 2.7¢). Although there was a

trend for subjects to be slower when the distractor was previously a distractor (main
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effect of location-history F(1,14)=3.5, p=0.08), they are not significantly slower or
faster after they previously received a reward at the current distractor than when they
missed one there (i.e. there is post-error distractibility without speeding). This

dissociation argues against a simple speed-accuracy trade-off.

2.3.3. Discussion

To investigate the trial-to-trial effect found in study 1, study 2 manipulated the location
history of each trial. Again, I found distraction was greatest when the distractor location
was previously occupied by a valued target. However, this was only the case when
subjects did not actually get the reward at that valued target — i.e. when they were
previously distracted to a different location, and had missed the reward at the location
which subsequently became the distractor. I attribute this interaction to ‘missed

rewards’.

2.3.3.1. Explaining the “missed-rewards” effect

Motor priming or perseveration cannot explain my findings, as subjects are /ess likely to
repeat the previous eye movement on the current trial. Inhibition of return (IOR) thus
initially appears to be a candidate for explaining the increased capture after a saccade to
the location that becomes the next target. Conditional IOR has been suggested
previously to explain such effects (Hodgson et al., 2002a). However, my effect is
specific to cases where that location was previously a distractor. No decrease in capture
is seen when subjects saccade to a target that is subsequently a distractor. To explain my

results, inhibition of return would have to occur only if the location was penalised. .

One might ask whether this location-specific increase in capture could be

explained as ‘error correction’ responses. Rabbitt (1966) showed that there are more
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errors after an error trial. He proposed (Rabbitt and Rodgers 1977) that some of these
‘double-errors’ could be accounted for as corrections of the previous error. My
experiment has shown that after missing a rewarded target, subjects are more likely to
be captured by a salient distractor at that location. I think this is unlikely to be a
corrective response. Firstly, error corrections occur within a few hundred milliseconds
of the error response (Rabbitt 1966b; Rabbitt 2002), and are thought to be initiated
almost contemporaneously with the error. In my study, subjects were required to re-
fixate at the origin after each trial, followed by a foreperiod of at least 500ms. Secondly,
there was a trend for the effect in Experiment 1 to be modulated by reward and penalty
size (3-way interaction of reward level with the history, p=0.298). This implicates
reward in increasing distraction. Thirdly, there was no corresponding decrease in
capture when subjects previously missed a reward at the current target location. This
suggests the effect is specific to increasing the effective salience of singleton distractors,

not simply the preparation of a corrective movement.

An alternative interpretation of the finding could be that subjects adopt a
strategy, for example, win-stay, lose-switch. I argue that the pattern seen in Figure 2.7b
could not be explained by strategy alone, for two reasons: firstly, such a strategy is not
seen for the outcome previously at the target location; the effect is valence-specific, i.e.
subjects are not captured more when they previously attained the reward at the current
distractor location. Secondly, even if a more complex strategy is invoked, for example
specifically including valence histories, the effect is location-specific. Distractibility is
contingent upon where the target and distractor appear on the new trial: subjects are not

captured less if the current target location was previously a missed reward.
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For these reasons, I think these effects are most parsimoniously explained by

distraction being specifically enhanced by missed rewards.

2.3.3.2. Relation to previous studies

The results are consistent with previous work on the capture of attention when a feature
has previously been rewarded (Della Libera and Chelazzi, 2009; Hickey et al., 2010a).
It may be helpful to compare my findings with a related experiment on feature-based
selection. In a search paradigm, if a colour singleton distractor changes colour from trial
to trial with the other items’ colour remaining constant, reward has no effect on ability
to filter out the previous distractor colour. But conversely, if a colour singleton remains
the same colour, and the other items’ colour changes from trial to trial, reward improves
selection of the previous target colour (Hickey et al., 2011). The authors interpret this as
suggesting that rewards facilitate target selection priming but have little effect on the

priming of distractor filtering.

My findings parallel this study in the spatial domain. Reward at the target
location gives that location a selection advantage on the next trial, whereas the penalised
distractor does not carry spatial inhibition to the next trial. Hickey et al. find that the
reward effect of boosting the previous target feature operates both by improving
performance when the target repeats, and by worsening performance when the target
changes. But in my study, we find that the reward effect at the previous target location

only has an effect if a distractor appears at that location.

2.4. General discussion

Study 1 demonstrates that the available rewards or penalties can modulate the amount of

oculomotor capture. Subjects are slower and more accurate with penalties, and are faster
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and more accurate with moderate rewards (Figure 2.3). The highest reward level in my
study appears to result in “choking under pressure”. Distraction was greatest for short-
latency saccades. I interpret the results as demonstrating that attentional capture by

bottom-up salience can be reduced by motivation, particularly later during a trial.

Study 2 shows a specific spatial interaction between rewards on the previous
trial and oculomotor distraction. This entails a spatially-specific representation of
reward that is present before the onset of a stimulus. Only when a reward was
previously missed is distraction enhanced at that location (Figure 2.7a); I interpret this

as a lingering, but spatially specific, reward prediction error signal.

The persistence of a spatially specific representation of past outcomes, e.g.
reward and penalty, appear to guide attention subsequently. Recently interest has grown
in possible links between working memory and attention, motivated by findings on the
maintenance of attentional templates (Olivers et al., 2011). The focus of attention can
literally be an item in working memory (Cowan, 2011) and can exert facilitatory or
inhibitory effects on externally directed attention (Olivers, 2009). Although the focus of
these theories has been primarily on object features, applicability to spatial locations
could explain why persistence of reward and penalty representations can influence

future orienting.

Analogies can be drawn with the findings from set-switching tasks, in which
subjects have to either ignore a previously relevant feature, or attend to a previously
irrelevant feature. A recent study has shown that affective stimuli can modulate feature
selection (Dreisbach and Goschke, 2004). Viewing faces with a positive affect

facilitates ignoring a distractor that was previously relevant, but impairs attending to a
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target that was previously irrelevant. If reward has similar effects to positive affect,

there is a case that a common dopaminergic mechanism underlies both phenomena.

What psychological mechanism could be responsible for this modulation of
capture by missed rewards? One candidate is a spatial reward-expectation map. Milstein
and Dorris (2007) showed that reward expectation can be location-specific, and can
modulate the preparation of eye movements. The effect of spatial reward expectation on
oculomotor capture builds up over time during each trial (Ding and Hikosaka, 2007a).
My study has the implication that these maps retain information from trial-to-trial, and

critically that they interact with reward feedback mechanisms.

However, in the oculomotor capture paradigm, attention appears to be prioritised
to locations where there is a negative reward prediction error. This seems to be different
to studies of top-down attentional modulation by reward, in which items that are
associated with reward (i.e. carry a positive reward prediction error) are prioritised.
Why might this be? The relatively short inter-trial interval I used may prevent
preparatory effects before each trial. One possibility is that early direction of attention to
locations uses an independent reward map. Specifically, reward expectation at a
location has a stronger effect on oculomotor preparation when it was not obtained on

the previous trial.

2.41. Conclusion

I have shown that in an oculomotor task with reward for fast responding, increasing the
available reward causes both faster responding and reduced oculomotor capture, but can
result in choking under pressure when the reward is very high. Adding increasing
penalties for capture also reduces capture, but with concomitant slowing. I then showed

that capture depends in a specific way on what happened on the previous trial: subjects
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are captured when the distractor is at a location that was previously a target, but that this
occurs specifically when the eyes were captured by the distractor on the previous trial -
i.e. if that previous target was missed. The findings are consistent with a late-effect of
reward. [ suggest that this spatially specific effect of previous errors corresponds to the

retention of a reward prediction error in a spatial map.
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3. Trial-to-trial incentives influence capture

3.1. Introduction

Chapter 2 demonstrated two effects: firstly that from block to block, subjects were able
to use current reward levels to adjust their propensity to be distracted, as indexed by
oculomotor or gaze capture. Secondly, distractibility showed rapid dynamic changes
from trial-to-trial as a function of how much money was obtained, and from which
location. Since study 2.1 kept reward expectation constant for a whole block of trials,

effects may have been weakened by subjects adapting to the current reward level during

a block.

Furthermore, because the studies in chapter 2 used colours to identify the target
and distractor, the effects may also have been driven by reward-to-colour associations
learned during the block, as reported in some previous investigations (Anderson et al.,
2011a; Della Libera and Chelazzi, 2006; Hickey and van Zoest, 2012a; Hickey et al.,

2010c).

Although such long-term reward associations have been extensively examined
(Ding and Hikosaka, 2006; Tachibana and Hikosaka, 2012; Watanabe et al., 2001),
relatively few studies have manipulated reward cues trial-by-trial. A natural next
question, therefore, is whether humans can use explicit moment-to-moment incentives
to adjust their distractibility, an issue that I investigated in the experiments reported

here.

In monkeys, cues predicting high rewards can reduce breaks of fixation, speed

saccadic latencies and velocities, and improve memory (Kennerley and Wallis, 2009;
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Leon and Shadlen, 1999) but they can also promote distraction by themselves capturing
attention (Peck et al., 2009). In humans, reward incentives can shorten prosaccade
latencies, and improve both the accuracy and speed of antisaccades (Blaukopf and

DiGirolamo, 2006; Jazbec et al., 2005; Mueller et al., 2010; Ross et al., 2011).

These studies, and others (Blaukopf and DiGirolamo, 2006; Ross et al., 2011),
used a visual cue to signify incentive, such that the reward cue could itself capture
attention. These stimulus-specific effects could be explained if reward facilitated
preparation of specific motor plans—akin to goal-tracking in rats—and therefore differs
from the global motivation increase we observed in Study 2.2. One potential way to
minimise any motor plans towards the reward cue would be to use a non-visual reward

cue, a strategy I elected to employ in the present study.

The missed reward effect demonstrated in chapter 2 was dependent on location
history from the previous trial. Other studies specifically using rewarded saccades have
shown that a spatial map of reward value can effectively bias subsequent fixations
towards highly rewarded locations (Ding and Hikosaka, 2007b; Milstein and Dorris,
2007b). Such a ‘map’-like representation might well have been responsible for the
effect we observed in Chapter 2 where missed rewards captured attention. But between
trials, subjects had to refixate the central cross. This makes it difficult to know whether
the effect was truly location-based, or action-based. In other words, if a reward is
missed at a particular location, we cannot tell whether saccades in that direction are
facilitated (e.g. due to motor program facilitation), or saccades to that location in space
are facilitated (e.g. due to a spatial ‘map’ of reward). After an error, planning of error-

correction responses may also cause effects on the subsequent trial (Rabbitt 1966;
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Rabbitt 2002), again consistent with the view that the observed missed reward effect

could also be explained as motor planning.

To tease apart the motor plan history from spatial location history, in the current
study I developed a task in which subjects did not refixate a central fixation point
between trials. Specifically, in this task I used a design in which participants gazed
between three locations (three circles in top panel of Figure 3.1). On each trial, the
currently fixated item was the point of departure for the next saccade. The target would
be one of the other two locations, while the distractor would appear at various intervals
prior to the target at the third possible location. Moreover, none of the locations
themselves would have a visual cue that signalled the potential reward if the target was
acquired. Instead, in this new task, the stake was announced by an auditory recording

heard at the beginning of each trial.

In addition to the likelihood of being distracted, there are reasons to suspect that
reaction times or saccade velocities might be speeded by incentives (Chen et al., 2013;
Haith et al., 2012; Xu-Wilson et al., 2009)—perhaps to simultaneously maximise
reward and minimise effort (Niv et al., 2007). But if reaction times are speeded, and
distraction is also reduced, one might expect to see signs of increased top-down control
during the motor responses. Saccades have traditionally been thought of as ballistic
movements that, once initiated, continue to the planned target rapidly without further
input. The brainstem circuits for implementing this ballistic control have been studied
and modelled extensively in cat, rabbit and primates (Ramat et al., 2007; Robinson,
1968, 1981). Intriguingly, recording from the brainstem and frontal eye fields have
shown that early activation of neurones encoding distractors are associated with curved

saccades (McPeek, 2006; McPeek et al., 2003; Port and Wurtz, 2003).
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These observations suggest that distortion of the trajectories of saccades induced
by a distractor might reveal mechanisms of how distraction is controlled (Bhutani et al.,
2012; Van der Stigchel, 2010). In particular, given that reward can modulate saccade
direction (Stritzke et al., 2009), reward modulation of curvature induced by a distractor
would suggest that rewards can alter early distractor activity in neuronal oculomotor
maps (Hickey and van Zoest, 2012a; Schiitz et al., 2012a). If incentives could increase
the control exerted at this low level, we might expect to observe greater curvature away

from the distractor.

Finally, effortful control in cognition has also been linked to arousal and
noradrenergic activity (Aston-Jones and Cohen, 2005). Pupillary dilatation is associated
with effort, emotion and surprise signals (Preuschoff, ’t Hart, and Einhauser 2011;
Beatty 1982; Bradley et al. 2008; Satterthwaite et al. 2007), which may reflect
noradrenergic activity in the locus coeruleus (Gilzenrat et al. 2010; Aston-Jones and
Cohen 2005; Murphy et al. 2011). As such, pupillary responses to reward cues might
provide an independent measure of subjective or even subconscious appraisal of reward
(Bijleveld et al., 2009; Laeng et al., 2012). We therefore hypothesised that highly

motivating cues ought to evoke pupillary dilatation.

One additional aspect of the effects of reward on distractibility I wanted to investigate is
the effect of ageing. Some previous reports have generally observed increased
distractibility with age using oculomotor (Kim et al., 2007; Machado et al., 2009) and
verbal tasks (e.g. Kim et al. 2007). However, no previous investigation has reported on
how rewards modulate distractibility with age. Hence, I also elected to examine this

1Ssue.
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3.2. Study 1: Rewards modulate oculomotor capture

3.2.1. Methods

3.2.1.1. Participants

Twenty-seven healthy male volunteers were recruited from an advert, age range 18 to
36, all with normal or corrected-to-normal vision. Subjects were instructed that they
would be paid according to their performance, with a minimum of £8 and maximum
£12. Three subjects did not complete the task due to eye tracking difficulties and time

constraints, so 24 subjects were analysed.

3.2.1.2. Materials

Participants sat 60 cm in front of a 217 CRT with resolution 1024x768 pixels at 100 Hz.
Stimuli were presented on a PC running Matlab (The MathWorks) and Psychophysics
Toolbox under Windows. A frame-mounted Eyelink 1000 (SR Research) infrared
tracker monitored left eye position relative to the screen, sampled at 1 kHz. Eye
movements were parsed online by the Eyelink PC and sent to the presentation PC over a
patch cable, to provide immediate feedback. Randomised 9-point calibration was

performed at the start of the experiment.

3.2.1.3. Task

Participants were instructed to move their eyes as fast as possible to the disc that was
illuminated second. They were told that the first disc that lit up would be a distractor,
and the second, the target. Three screen locations were indicated by dim grey discs,
each 4° diameter, arranged in an equilateral triangle 11.4° apart (Figure 3.1A). One disc

was illuminated brightly at the start of the trial, and participants were required to fixate
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this for 500 ms to start the trial. Then participants heard a recording of a voice speaking
the maximum reward available for that particular trial. Three reward levels were used:
Op, 10p or 50p. This indicated the maximum amount participants could win on a trial, if
they looked very fast towards the target (second disc) that was illuminated.
Simultaneous with the voice, the fixation disc changed colour to yellow, approximately

equiluminant to the bright disc, to indicate the start of the trial.

maximum! Distractor Target Reward

@
- L -

1200-1600 ms 40-120ms until saccade

A fast slow

Figure 3.1: Oculomotor capture task with trial-wise incentives

A) Three equidistant discs were dimly illuminated. At the start of each trial, participants had to
fixate one disc which was brightened. A recorded voice gave an auditory reward cue, one of “Op
maximum”, “10p maximum” or “50p maximum”, which indicated the amount of money that could
be won if subjects were accurate and fast on that trial. After a variable foreperiod, the other two
discs were illuminated asynchronously, with a delay of 40 to 120 ms. Subjects were instructed to
look as fast as possible to the second disc—thus the first onset acted as an early onset distractor, and
the second disc indicated the target.

B) After gaze arrived at the target, subjects were rewarded according to reaction time. Reward was

calculated as a fraction of the maximum available, using an exponential falloff. The falloff was
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determined adaptively using quantiles of the last 20 trials, in order to maintain the difficulty level

over the course of the experiment.

After a non-ageing foreperiod of 1200-1600 ms, the fixation disc (the current point of
regard) was dimmed, while one of the other discs brightened (the distractor). After a
variable interval, the third disc (the target) was illuminated. This display remained until
gaze arrived at the target. The time taken to reach the target (from fixation offset until

gaze arrived at the target) was used to calculate reward (Figure 3.1B) as follows:

79—t
Reward(t) = R,,4, - min (e T, 1)
(3.1
to the nearest penny, where R is reward for the current trial, ¢ is the time taken to reach
the target, Ri.x 1s the maximum reward that could be won on a given trial, and 1, and .

are adaptive reward criteria (see below).

Reward was displayed as a red integer in the target disc as soon as the target was
reached. This was accompanied by a bell sound when the reward was 10p or greater, or
a ‘cash register’ sound when 30p or greater was won. Importantly, the target location
was then used as the starting point for the next trial—thus trials formed a continuous
sequence of saccades moving around in a triangle. The next trial’s target was chosen
randomly from the two possible destinations so that, over the experiment, all three

locations were equiprobable as target or distractor.

Unknown to participants, the RT criteria 1, and 1, were adaptively adjusted
using the last 20 trials. The criteria tracked quantiles of the RT distribution, keeping

10% of trials faster than 1, and 30% of trials slower than 1,. This ensured that
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participants experienced the full range of outcomes irrespective of their baseline

reaction speed.

Participants performed 5 blocks of 54 trials each, with a 2 minute break between
blocks. There were three reward cues of Op, 10p, 50p, three possible starting locations,
two possible target locations relative to this starting location, and three possible delays
between the distractor and target of 40 ms, 80 ms, or 120 ms—termed the stimulus-

onset asynchrony (SOA). Thus each block consisted of 18 trials for each reward level.

3.2.1.4. Trajectory Classification

Saccades were parsed using criteria on velocity of 30° s, acceleration > 8000° s and
amplitude > 0.15°. Saccadic reaction times were calculated as the time from cue onset
until this threshold was exceeded. Responses were classified according to the trajectory

of the eyes after initiation of the first saccade (Figure 3.2).

For the first saccade made during the response period, the angle of departure was
calculated relative to the target and distractor. The trial was classed as an error if the
first saccade’s amplitude was greater than 5°, and its endpoint was closer to the
distractor than to the target. The next saccade whose amplitude was greater than 5° and

whose endpoint was closer to the target was counted as an error-correction.

Trials were classed as correct if the first saccade was larger than 5° and its endpoint was
closer to the target than the distractor. Correct trials could be further subdivided
according to the angle of departure. Saccades could be straight to the target (angle
within +15° from target direction), or be pulled towards the distractor, or pushed away

from the distractor (see Figure 3.2). This provided a sensitive measure of the pull of the
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distractor (Van der Stigchel et al., 2006). Trials with blinks before the first 5° saccade

were discarded (3% of all trials).

—_—

14-73%

Correct, Correct,

Correct , .
distractor pull distractor push

Errors with

Errors ‘Partial errors’
target pull

Figure 3.2: Trajectory classification

The path of gaze was classified according to whether the first saccade terminated on the target,
distractor, or in-between. ‘Correct’ trials, where the first saccade was to the target, were further
subdivided according to the curvature of the saccade. In this figure, each trial is coloured according

to the initial direction of the eye velocity.

3.2.2. Results

3.2.2.1. Effects of reward

On average, errors were made on 35% of trials (s.d. 15%). On correct trials, peak

saccade velocity was calculated for the first saccade with amplitude greater than 1
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degree. Trials were grouped according to incentive, and one-way ANOVA was
performed on the velocities. Saccades were faster on trials when high reward cues were
presented, with a mean velocity of 483° s compared with 464° s in low reward trials
(Figure 3.3, F(1,47)=40.3, p<0.001). Thus a key effect of incentive was to significantly
invigorate gaze responses, as indexed by saccadic peak velocity. This effect of reward
on saccadic velocity was highly robust, with a positive velocity gradient present in 22
out of 24 subjects, reaching significance at the single subject level in 12 subjects

(within-subject regression or velocity against incentive, p<0.05).

We also examined the amplitude of this first saccade. Amplitudes were also
found to be larger with increasing reward, with a mean hypometria of 0.04° with high
reward compared to 0.26° for low reward (F(1,47)=13.3, p<0.001). It is well known that
saccade amplitude is a strong determinant of velocity—a phenomenon known as the
“main sequence” (Bahill, Clark & Stark 1975). Longer saccades have proportionally
faster peak velocities. Could the modulation of velocity by reward (as in Figure 3.3D)
be explained by these amplitude effects? A stepwise regression was used to remove the
variance in velocity explained by amplitude. Reward was then used to predict the
residuals from this regression, such that any effect here could not be attributed to the
modulation of amplitude. Reward still influenced velocity (F>2.75, p<0.05),
independently of amplitude, at the group level, and in 11 of the 12 subjects who showed

significant velocity effects before.

Reaction times on correct trials were measured from distractor onset until the
onset of the first saccade >1° in amplitude. The mean reaction time on correct trials was
245 ms (s.e.m. 47 ms). RT was 11 ms faster in the high-reward condition compared to

no-reward (main effect of reward, F(1,47)=9.62, p=0.0032). Thus incentive increased
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response speed both in terms of saccadic velocity and RT. Did this adversely affect

distractibility?
%Capture RT correct RT correction Peak Vel
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38 p < 0.001
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Figure 3.3: Effects of reward on saccades in young volunteers

A) For each of the three reward incentive conditions, I plotted the proportion of trials on which the
first saccade after the onset went to the distractor. These errors to the distractor were termed
“oculomotor capture”. There was no effect of reward in these subjects. Error bars are within-
subjects standard error of the mean.

B) For trials which were correct, i.e. the first saccade went to the target, we plotted the mean time
from distractor onset until the start of the first saccade—i.e. the saccadic reaction time. RTs were
faster for higher incentives.

C) For trials on which an oculomotor capture occurred, i.e. the first saccade went to the distractor, 1
plotted the mean time until the correction of the error—i.e. the total time until the target was
reached. The correction time was speeded by rewards.

D) For each correct trial, the peak saccade velocity was calculated. The mean peak velocity was

speeded by rewards.

Importantly, there was no effect of incentive on the proportion of oculomotor

capture errors (Figure 3.3; arcsine-transformed, p>0.05). Thus control of gaze, indexed
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by velocity and RT, was modulated by incentives but without an overall cost in terms of
percentage of trials in which participants were distracted by the non-target. However, on
capture trials (i.e. when gaze was distracted, defined as trials in which the first saccade
>1° landed closer to the distractor than the target) saccadic reaction times were
significantly faster (F(1,47)=9.6, p=0.0032) and there was a trend to speeding by reward
(F(1,47)=3.35, p=0.073). On capture trials, the time taken to correct the error (i.e. time
until the start of first saccade that ended in the target circle) was also computed.
Correction RTs were also faster when higher rewards were available (F(47,1)=21.9,
p<0.001), occurring 276 ms after the error in high reward trials, compared to 307 ms in

low reward trials.

3.2.2.2. Saccades curve away from the distractor

To quantify curvature, we calculated the angle of departure of each correct saccade,
relative to the saccade’s endpoint direction. A positive value indicates that the saccade
was initially directed more towards the distractor; so although the saccade accelerated
away from the distractor, we describe this as curvature toward the distractor (Figure
3.2B). Similarly, negative value indicates a saccade that was initially directed more
away from the distractor (Figure 3.2C). As in other studies (Hickey and van Zoest,
2012a; Schiitz, Trommershduser, and Gegenfurtner 2012), saccades overall tended to
curve away from the distractor, with a mean of 3.6°. Curvature of saccades was not
modulated by reward level in these participants, though there was a trend for reward to

increase curvature away from the distractor (F(1,47)=3.76, p=0.058).

3.2.2.2. Higher incentives dilate the pupils

At the start of the trial, once fixation was stable, the auditory reward cue was played

with a simultaneous brightening of the fixated disc, followed by a 1200 ms to 1600 ms
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foreperiod. I analysed the pupillary response to the cue during this interval, relative to
baseline. The mean change in pupil size at 1200 ms after the auditory cue was plotted
for each reward condition (Figure 3.5A). The pupils were significantly more dilated
after high-reward cues, compared to low reward cues (F(1,47)=31.5, p<0.001). To
visualise this, the pupil diameter trace after the cue was smoothed over 10 ms time bins,
interpolating over gaps under 500 ms. At each time bin, a linear model was used to
extract the dependence of pupil size on the cued maximum reward, and on the winnings

on the previous trial (Figure 3.4):

APupil = Sy + f; - Incentive; + 55 - Winnings, ; + (s - Incentive; | + ¢ (3.2)

where APupil represents change in pupil size at one moment in a trial, B; are the fitted
coefficients for each contribution, depending on the type of the current trial # and
previous trial #-1, and ¢ is a Gaussian random variable. This expresses pupillary trace as
a linear combination of four functions: the grand average of all trials, and the main

effects of current incentive, previous winnings, and previous incentive.

The lines in figure 3.4 (B1, B3 and PB3) represent the effect strengths of each factor
in the above equation, as they vary over the foreperiod, after the incentive cue. Positive
deviations indicate that the factor dilated the pupil, whereas negative deviations indicate

constriction.

The current trial’s incentive caused significant pupillary dilatation. The effect is
given by B; (Figure 3.4, yellow trace). When B, is positive, it indicates that the pupil
size change from the pre-cue baseline correlated positively with the amount of money
signalled by the incentive cue. Thus the yellow trace shows the extent to which pupil

size was influenced by the reward cue. This incentive effect 3; became significantly
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different from zero 560ms after cue onset (criterion t(24)<0.05). This positive deflection

indicates that higher rewards caused pupillary dilatation, relative to low rewards.

The previous trial’s reward incentive influenced pupil diameter in the opposite
direction to the current trial’s reward cue, indicated by a significantly negative value for
B3 from 564 ms after the auditory cue (Figure 3.4, blue trace). The negative value of 33
indicates that previous incentive size was negatively correlated with pupil change, i.e.
when the incentive on the previous trial was high, the pupil was more constricted on the
current trial, compared to baseline. Thus, high previous incentives caused relative
pupillary constriction compared to previously low incentives. This suggests the pupil
encodes the current trial incentive relative to the previous trial. It takes about 560 ms

for the pupil to reflect this relative value.

126



3. Trial-to-trial incentives influence capture 3.2. Study 1: Rewards modulate oculomotor capture
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Figure 3.4: Incentives influence the pupil after the reward cue

For each moment after the auditory reward cue, the pupil size was regressed against the cued
incentive (3 levels, treated as a continuous regressor) and the amount won on the previous trial. The
mean value of the regressor (i.e. the slope or sensitivity to reward) across subjects was plotted. The

shaded area represents the standard error of the mean across subjects.

To test whether the reward sensitivity of the pupil predicts how sensitive a
subject’s RT is to reward, I compared the gradient of pupil change vs. reward, with the
gradient of RT vs. reward, for each subject. The correlation across subjects for these two
measures is shown in Figure 3.5B (green circles; purple circles show the comparable
analysis for study 3, below). The two measures of reward sensitivity did not correlate

significantly across individuals (+*=0.003, p=0.80), suggesting that subjects whose RT
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was sensitive to reward did not necessarily have pupils responsive to reward. Rather, the
amount of reward modulation of action timing is independent of autonomic reward

responses, as indicated by pupil size.
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Figure 3.5: Pupillary sensitivity to reward cues

A) For each trial, we took the pupil size at 1200 ms post-cue minus the baseline on that trial. The
mean change in pupil size was plotted for each reward incentive condition. High reward cues cause
dilatation of the pupil, relative to low reward cues.

B) To examine whether the sensitivity of the pupil to reward is related to performance, we plotted
the slope of the pupil-to-incentive function for each subject on the abscissa, and the slope of the RT-
to-incentive function on the ordinate. There was no correlation between participants’ pupil reward
sensitivity and RT reward sensitivity. Data in green are from Study 1; data in purple are from Study

3, Section 3.4.2.3.

3.3. Study 2: Practice in oculomotor capture

To assess reliability and practice effects, I examined performance again in some of the

participants after a fortnight.
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3.3.1. Method

Of the 27 subjects who completed experiment 1, 21 were able to return for repeat testing
after 2 weeks. Subjects were instructed again as in section 3.2.1.3, and performed the
same behavioural task. Two subjects only completed 4 out of 5 blocks due to time

constraints, and so 19 subjects were analysed.

3.3.2. Results

3.3.2.1. RT and reward sensitivity are reliable across sessions

Reaction times correlated across the two sessions, establishing the validity of the
measure (Figure 3.6, ”=0.37, p<0.005). Reward sensitivity was calculated for each
subject in each session using linear regression over the reaction time on correct trials.
Reward sensitivity—the regression slope—also correlated significantly across the two

sessions (r*=0.31, p<0.01).
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Figure 3.6: Session-to-session reliability

A) Session 2 took place 1 to 3 weeks after session 1. The mean RT for correct saccades in session 1
correlates with the mean RT in session 2. The dotted line indicates the linear fit, and the black line
indicates 1:1 correspondence. Note that RTs were generally faster in session 2 (i.e. below the black
line). B) The RT-to-incentive function yields a slope, indicating reward sensitivity of RT. This
measure also correlated well across the two sessions. The coincidence of the black and dotted lines

suggests the absence of an overall practice effect.

3.3.2.2. Practice does not affect reward sensitivity

A within-subjects ANOVA was performed to examine the effect of practice. Error rates
were significantly lower in session two (Figure 3.7A, reduced from 37% to 33%,
F(1.102)=10.2, p=0.0018), but there was no interaction with reward (p>0.05). Reaction
times on correct trials and error-correction trials were both significantly faster in session
2 (both F(1,102)>40, p<0.001) with no interaction with reward (p>0.05). There was no
difference in peak velocity between the two sessions and importantly the relationship

between reward and peak velocity remained unchanged. (Figure 3.7D).

The net curvature away from the distractor was on average 4.1°, comparable to
study 1. Notably this was not significantly different from the curvature in session 1, and

there was no effect of reward (p=0.61).
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Figure 3.7: Effect of practice and reward on saccades

Lines in green are the same data as shown in Figure 3.3, but using only the subjects who returned in
experiment 2. Data from session 2 is shown in blue.

A) The proportion of trials on which oculomotor capture errors occurred was lower in session 2.
There were no significant effects of reward nor interaction.

B) RTs in session 2 were faster than in session 1. Speeding by reward was again evident, with no
interaction with practice.

C) The time to correct an error was speeded both by reward and by practice, with no interaction.

D) Peak saccade velocity was speeded by reward, and did not differ between the two sessions.

3.4. Study 3: Age and oculomotor capture

Age is known to slow reaction times (Botwinick, Brinley, and Robbin 1958; Rabbitt
1964). We wished to compare whether reward effects would be similar in an older

group of participants, compared to our subjects in study 1.
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3.4.1. Methods

22 healthy older volunteers were recruited from an advert. The mean age was 62 years
(range 41 to 76), and all had normal or corrected-to-normal vision. All participants

performed a variant of the same oculomotor capture task as in Experiment 1.

3.4.1.3. Oculomotor capture task

The oculomotor capture task was similar to that in Study 1 and 2, except that the
asynchrony between the distractor and saccade target was fixed at 80 ms, and an
additional 500 ms delay was inserted after the saccade but before reward feedback.
Subjects performed 4 blocks, totalling 216 trials, giving 72 trials in each reward

condition.

3.4.1.4. Questionnaire measures

Impulsivity has previously been implicated in distractibility by rewards (Anderson et
al., 2011a). To study whether saccadic measures of reward sensitivity correlated either
with reward-seeking or impulsivity traits, participants completed two established
questionnaires. The UPPS impulsive behaviour scale (Whiteside et al., 2005) measures
lack of premeditation, urgency, sensation-seeking and lack of perseverance. The
BIS/BAS behavioural inhibition and activation scales (Carver and White, 1994) yield

three scores: a behavioural inhibition scale, reward sensitivity, drive, and fun-seeking.

Other studies have suggested that individuals with low working memory capacity are
especially vulnerable to attentional capture (Anderson et al., 2011a; Fukuda and Vogel,

2009); therefore we also measured forward and backward digit spans.
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3.4.2. Results

3.4.2.1. Older participants are more sensitive to reward

Since older controls performed one block fewer than younger controls, only the first 4
blocks from Experiment 1 were used in the comparison. A between-subjects mixed

effects ANOVA (intercept nested within group) was used to compare the groups.

The net difference in oculomotor capture between younger and older
participants was not significant (F(1,96)=2.93, p=0.094), but there was a significant
interaction, with older subjects being significantly improved by reward
(F(1,96)=0.0053). In other words, they were less liable to capture, as incentives

increased, whereas this was not the case for younger participants (Fig. 3.8).

Older subjects had significantly slower reaction times, both for correct saccades
and error corrections (F(1,96)=14.8, p<0.001 and 9.4, p=0.0036 respectively), in
keeping with previous reports (Sharpe and Zackon, 1987). They had strong reduction of
RT by reward (F(1,43)=14.3, p<0.001, effect size 14 ms) but with no interaction of age
with reward (F(1,96)=1.95, p>0.05). There were no age-related differences for saccade
velocity, and importantly the significant relationship between reward and peak velocity
was present in older participants, just as in their younger counterparts (F(1,43)=35.1,
p<0.001). The velocity slope was positive in 20 out of 22 subjects, and significant in 9
(within-subject regressions of velocity against incentive, p<0.05). In keeping with
previous studies, their velocities were comparable to those of younger participants

(Sharpe and Zackon, 1987).
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3.4.2.2. Different patterns of incentivisation with age

As in the previous two studies, there was net curvature away from the distractor of 5.8°.
There was no significant difference of curvature between younger and older participants

(p>0.05) and no overall effect of reward (F(1,65)=1.30, p>0.05).

These findings show some interesting differences between younger and older
participants. In young people, there was no effect of incentive on the proportion of
oculomotor capture errors. Thus control of gaze, indexed by velocity and RT, was
modulated by incentives, but without effects on distraction. However, in older people,
although rewards affected both RT and saccade velocity in a similar fashion to young

people, incentive additionally reduced distractibility.
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Figure 3.8: Effect of age and reward on saccades

Green lines represent the younger volunteers from experiment 1, same as Figure 3.3. Red lines are
data from the older volunteers in experiment 3.

A) In older participants, reward reduced the proportion of oculomotor capture errors. There was an

age interaction, in that younger volunteers lacked this incentive speeding effect.
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B & C) Older participants had longer saccadic RTs and slower error-correction RTs than younger
participants. However they still showed reward-related speeding, with no age interaction.
D) Saccade velocities showed the same pattern of speeding by reward incentives in both younger

and older groups.

3.4.2.3. Pupil size in older controls

Examining pupillary reward sensitivity revealed, as in study 1, that pupil dilatation is
greater after high rewards in older participants. As in study 1, the sensitivity of pupils to
reward was uncorrelated with the sensitivity of RT to reward, across individuals
(r’=0.030, p=0.44, Figure 3.5B), suggesting independent autonomic and motor reward

sensitivities.

3.4.2.4. Reward reduces curvature in older controls

Saccade curvature towards the distractor was reduced by reward in older participants
(F(2,42)=3.35, p=0.045), in agreement with previous studies (Hickey and van Zoest

2012; Schiitz, Trommershduser, and Gegenfurtner 2012).

3.4.2.4. Missed rewards capture attention

To test whether missed rewards capture attention, we grouped trials according to
whether subjects were returning to the same location that they came from two trials ago
(“returning”), or were going to the other, alternate location (“new location”) (Figure
3.9). Further, I subdivided trials according to their RT two trials ago (i.e. how quickly
they previously arrived at the current location on “returning” trials, or how quickly they
previously arrived at the alternate location on “new location” trials), and by the

incentive two trials ago.

This analysis enables us to separate trials on which the current distractor or

target was previously highly rewarded or not, depending on whether subjects could have
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won at that location. For example, a trial with a high maximum reward but slow RT,
would result in a ‘missed reward’, in comparison to trials with equal speed but zero
maximum reward. In other words, by dividing trials according to reaction times, we
separated out the amount won from the amount that could have been won. Reward is
only missed if money could have been won, but participants were too slow to obtain it.
We can then test whether oculomotor capture is increased specifically to locations at
which reward was previously missed, as in Chapter 2. Trials were excluded if

oculomotor capture occurred on the previous or 2-back trial.

A 3-way mixed effects ANOVA with factors of 2-back maximum reward, 2-
back RT (high or low, median split across all trials), and location history (returning vs.
new location) was performed on capture rates. This resulted in 12 conditions, with 18
trials per condition (Figure 3.9). There were significant main effects of location
history, with more capture when cued to shift gaze to a new location compared to
returning to the previous location (F(235,1)=34.1, p<0.001), and of 2-back RT, with

more capture after faster RTs (F(235,1)=4.58, p=0.033).

There were also significant interactions of 2-back speed with location history.
Faster RTs to a location resulted in reduced capture when the same location became the
subsequent target, but increased capture when it became the distractor. However,
importantly there was a 3-way interaction between 2-back speed, maximum reward and
location history. If a high stake was won, participants were less captured (compared to
zero stake) when that location became a target (dotted green line). But they were more
captured when that location became a distractor (solid green). In contrast if participants
did not obtain the high stake at a location, then subsequently capture was increased

when that location became a target (dotted purple), and reduced when it became a target
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(solid purple; interaction F(1,235)=7.19, p=0.0079; breakdown 2x2 ANOVA for Op
condition: effect of location but no interaction p=0.14; 10p and 50p condition:
significant interaction, both F(1,63)>19, p<0.001). Capture was therefore specifically
increased when a high reward was previously available at a location, suggesting that

attention is captured by a potential high reward that was missed on the previous trial.
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