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Optimal control problem with infinite time horizon

Consider the following problem (P):

J(x(·), u(·)) =

∫ ∞
0

f 0(t, x(t), u(t)) dt → max ,

ẋ(t) = f (t, x(t), u(t)), x(0) = x0,

u(t) ∈ U.

Here x(t) ∈ Rn and u(t) ∈ Rm, t ≥ 0, x0 ∈ G where G is an open convex
set in Rn, U is a nonempty closed (not necessary bounded) set in Rm.
The class of admissible controls consists of all u(·) ∈ L∞loc ([0,∞),Rm)
such that u(t) ∈ U for all t ≥ 0. It is assumed that for any u(·) the
corresponding admissible trajectory x(·) exists on [0,∞) in G and the
function t 7→ f 0(t, x(t), u(t)) is locally integrable on [0,∞).
An admissible pair (x∗(·), u∗(·)) is (strongly) optimal in problem (P) if
the integral functional J(x(·), u(·)) converges and for any other
admissible pair (x(·), u(·)) the following inequality holds:

J(x∗(·), u∗(·)) ≥ lim sup
T→∞

∫ T

0

f 0(t, x(t), u(t)) dt.
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Example 1

Consider the following problem (P1):

J(x(·), u(·)) =

∫ ∞
0

e−ρtx(t)u(t) dt → max ,

ẋ(t) = −u(t)x(t), x(0) = x0 > 0, ρ > 0,

u(t) ∈ [0,∞).

There is no any optimal control in (P1) in the class L∞loc [0,∞).

1) For any admissible pair (x(·), u(·)) we have

J(x(·), u(·)) = −
∫ ∞
0

e−ρt ẋ(t) dt = x0 − ρ
∫ ∞
0

e−ρtx(t) dt < x0.

2) The sequence {uk(·)}∞k=1 where uk(t) ≡ k2 if t ∈ [0, 1/k] and
uk(t) = 0 if t > 1/k , k = 1, 2, . . . , is the maximizing sequence.

3) We have

J(xk(·), uk(·)) =
k2x0
ρ+ k2

(
1− e−

k2+ρ
k

)
→ x0 as k →∞.
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Assumptions 1/2

(A1) Regularity assumption: For a.e. t ∈ [0,∞) partial derivatives
fx(t, x , u) и f 0x (t, x , u) do exist for any (x , u) ∈ G × U. Functions
f (·, ·, ·), f 0(·, ·, ·), fx(·, ·, ·) and f 0x (·, ·, ·) are Lebesgue measurable in t for
all (x , u) ∈ G × U, continuous in (x , u) for a.e. t ∈ [0,∞) and locally
bounded.

(A2) Growth assumption: For any admissible pair (x(·), u(·)) there
exist a number β > 0 and a nonnegative integrable function
λ : [0,∞) 7→ R1 such that for all ζ ∈ G , satisfying the inequality
‖ζ − x0‖ < β, the Cauchy problem

ẋ(t) = f (t, x(t), u(t)), x(0) = ζ,

has a solution x(ζ; ·) on [0,∞) in G and

max x∈[x(ζ;t),x(t)]

∣∣∣〈f 0x (t, x , u(t)), x(ζ; t)− x(t)〉
∣∣∣ a.e.
≤ ‖ζ − x0‖λ(t).
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Assumptions 2/2

(A3) Convexity assumption: For any M > 0 there is a compact set
UM ⊂ U such that {u ∈ U : ‖u‖ ≤ M} ⊂ UM and for a.e. t ≥ 0 for all
x ∈ G the set

QM(t, x) =
{

(z0, z) ∈ Rn+1 : z0 ≤ f 0(t, x , u), z = f (t, x , u), u ∈ UM

}
is convex.

(A4) Estimate on the “tail” of the utility functional: There is a
decreasing function ω : [0,∞) 7→ R1, ω(t)→ +0 as t →∞ such that for
any 0 ≤ T ≤ T ′ for all (x(·), u(·)) we have∫ T ′

T

f 0(t, x(t), u(t)) dt ≤ ω(T ).
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Preliminaries

Along arbitrary admissible pair (x(·), u(·)) consider the following system

ż(t) = − [fx(t, x(t), u(t))]∗ z(t).

Due to (A1) the normalized matrix solution Z (·) is well defined on [0,∞).
Lemma 1. If admissible pair (x(·), u(·)) fits condition (A2) then∥∥Z−1(t)f 0x (t, x(t), u(t))

∥∥ ≤ √nλ(t), t ≥ 0.

This implies that for any T > 0 the function ψT : [0,T ] 7→ Rn defined as

ψT (t) = Z (t)

∫ T

t

Z−1(s)f 0x (s, x(s), u(s)) ds, t ∈ [0,T ],

is absolutely continuous and the function ψ : [0,∞) 7→ Rn defined as

ψ(t) = Z (t)

∫ ∞
t

Z−1(s)f 0x (s, x(s), u(s)) ds, t ≥ 0,

is locally absolutely continuous.
Define H : [0,∞)× G × U × Rn → R1 in a standard way:

H(t, x , u, ψ) = f 0(t, x , u) + 〈ψ, f (t, x , u)〉,
t ∈ [0,∞), x ∈ G , u ∈ U, ψ ∈ Rn.
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Main result

Theorem 1. Assume (A1)–(A4) hold and there is an admissible pair
(x̄(·), ū(·)) such that J(x̄(·), ū(·)) > −∞. Assume there are a continuous
positive function M : [0,∞) 7→ R1, and a positive function
δ : [0,∞) 7→ R1, limt→∞

δ(t)
t = 0, such that for any admissible pair

(x(·), u(·)) which satisfies on some set M ⊂ [0,∞), measM > 0, the
inequality ‖u(t)‖ > M(t), for a.e. t ∈M and all T ≥ t + δ(T ) we have

sup
u∈U:‖u‖≤M(t)

H(t, x(t), u, ψT (t))−H(t, x(t), u(t), ψT (t)) > 0. (∗)

Then there is an optimal control u∗(·) in (P) and ‖u∗(t)‖
a.e.
≤ M(t).

If for a.e. t ∈M inequality (∗) holds uniformly in T : T − δ(T ) ≥ t, i.e.

inf
T :T−δ(T )≥t

{
sup

u∈U:‖u‖≤M(t)

H(t, x(t), u, ψT (t))−H(t, x(t), u(t), ψT (t))

}
> 0,

then any optimal control u∗(·) in (P) satisfies ‖u∗(t)‖
a.e.
≤ M(t).
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Example 2

Consider the following problem (P2):

J(S(·), u(·)) =

∫ ∞
0

e−ρt [lnS(t) + ln u(t)] dt → max,

Ṡ(t) = rS(t)

(
1− S(t)

K

)
− u(t)S(t), S(0) = S0,

u(t) ∈ (0,∞).

Here S0 > 0, K > 0, r > 0 and ρ > 0. We set G = (0,∞).
For any admissible S(·) we have S(t) ≤ Smax = max {S0,K}, t ≥ 0.
Lemma 2. There is a decreasing function ω : [0,∞) 7→ (0,∞) such that
ω(t)→ +0 as t →∞ and for any 0 ≤ T < T ′ for all admissible pairs
(S(·), u(·)) the following inequality holds:∫ T ′

T

e−ρt [lnS(t) + ln u(t)] dt < ω(T ).
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Along any admissible pair (S(·), u(·)) we have

d

dt

[
e−ρt lnS(t)

] a.e.
= −ρe−ρt lnS(t)+re−ρt−e−ρt

( r

K
S(t) + u(t)

)
, t > 0.

Integrating this equality on time interval [0,T ], T > 0, we obtain

∫ T

0

e−ρt lnS(t) dt =
lnS0 − e−ρT lnS(T )

ρ
+

r

ρ2
(
1− e−ρT

)
−
∫ T

0

e−ρt
(

r

ρK
S(t) +

u(t)

ρ

)
dt.

Hence, for any (S(·), u(·)) and arbitrary T > 0 we have

∫ T

0

e−ρt [lnS(t) + ln u(t)] dt =
lnS0 − e−ρT lnS(T )

ρ
+

r

ρ2
(
1− e−ρT

)
− r

ρK

∫ T

0

e−ρtS(t) dt +

∫ T

0

e−ρt
(

ln u(t)− u(t)

ρ

)
dt.
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Problem (P̃2):

J̃(S(·), u(·)) =

∫ ∞
0

e−ρt
[

ln u(t)− u(t)

ρ
− r

ρK
S(t)

]
dt → max,

Ṡ(t) = rS(t)

(
1− S(t)

K

)
− u(t)S(t), S(0) = S0,

u(t) ∈ (0,∞).

Problem (P3):

J̃(S(·), u(·)) =

∫ ∞
0

e−ρt
[

ln u(t)− u(t)

ρ
− r

ρK
S(t)

]
dt → max,

Ṡ(t) = rS(t)

(
1− S(t)

K

)
− u(t)S(t), S(0) = S0,

u(t) ∈ [ρ,∞).

Lemma 3. Problems (P2), (P̃2) and (P3) are equivalent.
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Let us introduce the new state variable x(·) in problem (P3) as follows:

x(t) =
1

S(t)
, t ≥ 0.

In terms of the state variable x(·) problem (P3) can be rewritten as the
following (equivalent) problem (P4):

J(x(·), u(·)) =

∫ ∞
0

e−ρt [ln u(t)− ln x(t)] dt → max,

ẋ(t) = [u(t)− r ] x(t) + a, x(0) = x0 =
1

S0
,

u(t) ∈ [ρ,∞).

Here a = r/K . The class of admissible controls u(·) in problem (P4) is
the same as in (P3). It consists of all measurable locally bounded
functions u : [0,∞) 7→ [ρ,∞).
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Theorem 2. There is an optimal admissible control u∗(·) in problem
(P4). Moreover, for any optimal admissible pair (x∗(·), u∗(·)) we have

u∗(t)
a.e.
≤
(

1 +
1

Kx∗(t)

)
(r + ρ), t ≥ 0.

Proof. 1) Conditions (A1)–(A4) of Theorem 1 are satisfied.
2) For any T > 0 and arbitrary t ∈ [0,T ] we get

− x(t)ψT (t) =

[
x0 + a

∫ t

0

e−
∫ s
0
u(ξ) dξ+rs ds

]
×
∫ T

t

e−ρs

x0 + a
∫ s

0
e−

∫ τ
0

u(ξ) dξ+rτ dτ
ds

≥ x0

∫ T

t

e−ρs

x0 + a
∫ s

0
erτ dτ

ds ≥ rx0e
−(r+ρ)t

(rx0 + a)(r + ρ)

[
1− e−(r+ρ)(T−t)

]
.
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For arbitrary δ > 0 define the function Mδ : [0,∞) 7→ R1 as follows:

Mδ(t) =
(rx0 + a)(r + ρ)

rx0
[
1− e−(r+ρ)δ

]ert +
1

δ
, t ≥ 0.

Then for any T > δ, t ∈ [0,T − δ] and arbitrary admissible pair
(x(·), u(·)) the function u 7→ H(t, x(t), u, ψT (t)) reaches its maximal
value on [ρ,∞) at the point

uT (t) = − e−ρt

x(t)ψT (t)
≤ (rx0 + a)(r + ρ)

rx0
[
1− e−(r+ρ)(T−t)

]ert ≤ Mδ(t)− 1

δ
.

For a fixed δ > 0 set δ(t) ≡ δ and M(t) ≡ Mδ(t), t ≥ 0.

Let (x(·), u(·)) be an admissible pair such that inequality u(t) > Mδ(t)
holds on a set M ⊂ [0,∞), measM > 0.
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Define the function Φ: [t + δ,∞) 7→ R1 as follows

Φ(T ) = sup
u∈[ρ,M(t)]

H(t, x(t), u, ψT (t))−H(t, x(t), u(t), ψT (t))

= ψT (t)uT (t)x(t) + e−ρt ln uT (t)−
[
ψT (t)u(t)x(t) + e−ρt ln u(t)

]
= −e−ρt + e−ρt [−ρt − ln(−ψT (t))− ln x(t)]

−
[
ψT (t)u(t)x(t) + e−ρt ln u(t)

]
.

For a.e. T ≥ t + δ we get

d

dT
Φ(T ) = − e−ρt

ψT (t)

d

dT
[ψT (t)]− u(t)x(t)

d

dT
[ψT (t)]

= x(t)
d

dT
[ψT (t)]

[
e−ρt

−ψT (t)x(t)
− u(t)

]
= x(t)

d

dT
[ψT (t)] (uT (t)−u(t)) > 0.

Hence,

inf
T>0: t≤T−δ

{
sup

u∈[ρ,M(t)]

H(t, x(t), u, ψT (t))−H(t, x(t), u(t), ψT (t))

}
= inf

T>0: t≤T−δ
Φ(T ) = Φ(t + δ) > 0.

Sergey Aseev Steklov Mathematical Institute, Moscow, Russia; International Institute for Applied Systems Analysis, Laxenburg, AustriaExistence and boundedness of optimal controls in infinite-horizon problems



Due to Theorem 1 there is an optimal control u∗(·) in (P4) and

u∗(t)
a.e.
≤ Mδ(t) =

(rx0 + a)(r + ρ)

rx0
[
1− e−(r+ρ)δ

]ert +
1

δ
.

Passing to a limit in this inequality as δ →∞ we get

u∗(t)
a.e.
≤
(

1 +
1

Kx0

)
(r + ρ)ert , t ≥ 0.

3) For τ > 0 the pair (x̃∗(·), ũ∗(·)): x̃∗(t) = x∗(t + τ), ũ∗(t) = u∗(t + τ),
is optimal in (P4) with initial condition x(0) = x∗(τ). Hence,

ũ∗(t)
a.e.
≤
(

1 +
1

Kx̃∗(0)

)
(r + ρ)ert , t ≥ 0.

Hence, for arbitrary fixed τ > 0 we have

u∗(t) = ũ∗(t − τ)
a.e.
≤
(

1 +
1

Kx∗(τ)

)
(r + ρ)er(t−τ), t ≥ τ.

Hence.

u∗(t)
a.e.
≤
(

1 +
1

Kx∗(t)

)
(r + ρ), t ≥ 0. �
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Phase portrait of the current value Hamiltonian system:
r > ρ
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Phase portrait of the current value Hamiltonian system:
r ≤ ρ
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