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The localized-itinerant nature of Ce-4f valence electrons in heavy fermion compound CeIn3 under pressure is
studied thoroughly by means of the combination of density functional theory and single-site dynamical mean-field
theory. The detailed evolutions of electronic structures of CeIn3, including total and partial density of states,
momentum-resolved spectral functions, and valence state histograms, are calculated in a wide pressure range
where the corresponding volume compression V/V0 ∈ [0.6,1.0] (here V0 is the experimental crystal volume)
at T ∼= 116 K. Upon increasing pressure, two strong peaks associated with the Ce-4f states emerge near the
Fermi level, and the c-f hybridization and valence state fluctuation are enhanced remarkably. Moreover, the
kinetic and potential energies rise, while the occupancy, total angular momentum, and low-energy scattering rate
of the Ce-4f electrons decline with respect to pressure. All the physical observables considered here exhibit
prominent kinks or fluctuations in V/V0 ∈ [0.80,0.90], which are probably the desired fingerprints for the Ce-4f

localized-itinerant crossover.
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I. INTRODUCTION

The rare-earth elements and their compounds exhibit a
variety of fascinating and exotic properties, such as heavy
fermions [1–3], Dirac fermions [4,5], Kondo insulators [6],
topological Kondo insulators [7], Racah materials [8], and
mixed-valence (or valence fluctuation) behaviors [9], just to
name a few. They have attracted a lot of interests and attentions
in recent years, and considerable achievements have been
achieved [1]. Nowadays it is revealed that the rich physics
of rare-earth systems is mainly attributed to the complex
characters of their 4f valence electrons and the entanglement
between the spin, orbital, and lattice degrees of freedom.
Generally speaking, the 4f valence electrons are not only
correlated but also Janus faced (i.e., sometimes the electrons
are localized and inertial, while at other times the electrons
are itinerant and participate in the bonding actively), which
depends on their surroundings. The dual nature of the 4f

valence electrons allows the intriguing properties of rare-earth
systems to be easily changed or “tuned” via some external
conditions, such as pressure, temperature, chemistry, and
electromagnetic field [2].

The 4f localized-itinerant transition or crossover in rare-
earth systems is one of the longstanding research topics in
condensed-matter physics. Typical examples where pressure
is used to regulate the 4f states of rare-earth elements from
localized to delocalized are Ce, Nd, and Gd [10–12]. As the
pressure is increased these elements will undergo structural
phase transitions accompanied by enormous volume collapses.
Another interesting example where chemical composition
plays a pivotal role is about the evolution of 4f valence
states in the CeT In5 (where T = Co, Rh, and Ir) compounds
[13,14]. The Ce-4f electrons in CeCoIn5 and CeIrIn5 are
itinerant. So they have enlarged electron Fermi surfaces due
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to the contributions of coherent 4f electrons (guaranteed by
the Luttinger theorem). In contrast, CeRhIn5 has localized
4f electrons, so its Fermi surfaces have similar geometry
but smaller size. In addition, the temperature effect on the
4f localized-itinerant transition or crossover is an important
and very controversially discussed issue as well. Now it is
widely believed that upon increasing temperature the 4f

electrons will evolve from itinerant to localized, and manifest
themselves by the dramatic change of corresponding physical
observables. A natural and straightforward expectation is that
the Fermi surfaces will change from large to small volume [13–
15]. However, very recent experiments using angle-resolved
photoemission spectroscopy (ARPES) [16] demonstrate that
the Fermi surface of heavy fermion compound YbRh2Si2 does
not change its size or geometry over a considerable temperature
range, which is in remarkable contrast to the previously exper-
imental results [17–19] and theoretical predictions [13–15]. In
order to elucidate this discrepancy, advanced experimental and
theoretical investigations are highly imperative.

Now let us focus on CeIn3, which crystallizes in cubic
AuCu3 structure (space group Pm-3m) and is an important
paradigm for heavy fermion and Kondo lattice compounds.
The ground state of CeIn3 is antiferromagnetic with Neél
temperature TN = 10 K [20]. Under moderate pressure Pc

∼=
2.65 GPa where TN is suppressed to be zero, CeIn3 shows
unconventional superconductivity below 170 mK [21]. It
was proposed that the pairing mechanism in the pressure-
induced superconducting state is likely related to the magnetic
fluctuations [22], so that CeIn3 has been regarded as one of
the best tentative compounds to study the interplay between
magnetic ordering and superconductivity. Many efforts have
been made to investigate the change of its low-temperature
(T < TN ) electronic and magnetic structures under pressure
up to 10 GPa via the ARPES, de Haas-van Alphen experiments
[23–28], 115In nuclear quadrupole resonance spectroscopy
[29–34], and theoretical calculations [35–40], etc. Until now
its P -T magnetic phase diagram at low-temperature and

2469-9950/2016/94(7)/075132(9) 075132-1 ©2016 American Physical Society

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by RERO DOC Digital Library

https://core.ac.uk/display/79426655?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://dx.doi.org/10.1103/PhysRevB.94.075132


HAIYAN LU AND LI HUANG PHYSICAL REVIEW B 94, 075132 (2016)

low-pressure regimes has been well established. When T <

TN , there exist some clues and hints in the experimental
results that a 4f localized-itinerant transition probably takes
place around 1.0 GPa [29,41]. When T > 15 K, T ∗, which
denotes the characteristic temperature for the localized-
itinerant crossover of 4f electrons, exhibits approximately
linear behavior with respect to pressure [29,34]. We believe
that the 4f localized-itinerant transition or crossover in CeIn3

will be a key factor to understand its complicated electronic
structures and related physical properties. However, this issue
is less concerned in the available theoretical investigations. In
particular, the changes of its electronic and magnetic structures
in the transition have not been touched too much.

In order to fill in this gap, we endeavored to unveil the
evolution of electronic structures of CeIn3 under pressure
by using a first-principles many-body approach, specifically,
the density functional theory merged with the single-site
dynamical mean-field theory (dubbed as DFT + DMFT)
[42,43]. The purpose of the present work is thus threefold.

(1) Further examine the availability of the DFT + DMFT
method in the simulations of strongly correlated heavy
fermion compounds. Here CeIn3 is taken as a prototype for
a benchmark.

(2) For a given temperature T ∗, try to predict the critical
pressure Pc where the 4f localized-itinerant transition or
crossover in CeIn3 may occur.

(3) Explore the subtle changes of electronic structures
in this transition or crossover and elucidate the underlying
physics. These calculated results can serve as critical predic-
tions, and enrich our understanding about the pressure-driven
electronic phase transition in CeIn3.

The rest of this paper is organized as follows: Sec. II
introduces the technical details for the DFT and DMFT
calculations. Particularly, the construction for the DFT +
DMFT Hamiltonian and the strategies to accelerate the DMFT
calculations are explained. In Sec. III the main results, involv-
ing the physical properties of CeIn3 at ambient pressure and the
evolution of electronic structures under pressure, are presented
and discussed in detail. In this section, we pay special attention
to the redistribution of valence state histograms during the
itinerant-localized transition or crossover and analyze its
consequences on occupancy, total angular momentum, kinetic
and potential energies, etc. Finally, a brief conclusion is given
in Sec. IV.

II. METHOD

Since the Ce-4f states in CeIn3 are undoubtedly correlated
[38–40], the strong Coulomb interaction among the Ce-4f

electrons has to be taken into consideration carefully to obtain
a reasonable description of their localized-itinerant transition.
On the other hand, the DFT + DMFT approach, which
combines the first-principles aspect of DFT with the nonper-
turbative many-body treatment of local interaction effects in
DMFT, is probably the most powerful established method to
study the electronic structures of strongly correlated materials
[42,43]. It has been successfully applied in the studies of many
heavy fermions or rare-earth systems, such as the α-γ phase
transition in Ce [10–12], pressure-driven valence fluctuation in
Yb [44], atomic multiplets of mixed-valence compound SmB6

[8], and temperature-dependent localized-itinerant transition
in CeIrIn5 [13,14]. Inspired by the previous achievements,
in the present work we adopted the DFT + DMFT method to
perform charge fully self-consistent calculations to explore the
fine electronic structures of CeIn3 as a function of hydrostatic
pressure.

The DFT + DMFT iterations can be split into two individual
parts, DFT and DMFT. The main task of the DFT part is
to generate the Kohn-Sham single-particle Hamiltonian ĤKS.
Here we used the WIEN2K code [45], which implements
the full-potential linear augment plane-wave formalism to
accomplish the DFT calculations. The cutoff parameters
satisfied RMTKMAX = 7.0, the Brillouin-zone integration was
done on 17 × 17 × 17 Monkhorst-Pack k points, and the
spin-orbital coupling (SOC) was also included. We reduced
the lattice constants of CeIn3 gradually to simulate the effect
of pressure, while the cubic symmetry was kept all the time.
In the DMFT part, the Hamiltonian obtained from DFT was
supplemented with a Coulomb interaction term Ĥint for the
Ce-4f orbitals and a double counting term for self-energy
function �dc, and then the resulting multiorbital lattice model

ĤDFT+DMFT = ĤKS + Ĥint − �dc (1)

was solved utilizing the DMFT method [42,43]. We chose
the DMFT_W2K code developed by Haule et al. [46] to carry
out this task. The Ĥint term is parameterized with the Slater
integrals F 0, F 2, F 4, and F 6. For the 4f electronic systems,
the following relations are applied [47]:

U = F 0, J = 2

45
F 2 + 1

33
F 4 + 50

1287
F 6, (2)

and

F 4 = 451

675
F 2, F 6 = 1001

2025
F 2, (3)

where U is the Coulomb interaction strength and J is the
Hund’s exchange parameter. Here we adopted U = 6.2 eV
and J = 0.7 eV, which were exactly in accordance with the
values reported in the literatures [35,38]. As for the double
counting term �dc, the fully localized limit scheme was used
[48]:

�dc = U

(
Nf − 1

2

)
− J

2
(Nf − 1), (4)

where the 4f occupancy Nf was updated dynamically during
the DFT + DMFT iterations (Nf = 1 in the first iteration).
The hybridization expansion version of the continuous-time
quantum Monte Carlo (dubbed as CT-HYB) impurity solver
[49–51] was employed to solve the multiorbital lattice model
as defined in Eq. (1). We not only used the good quantum
numbers N and Jz to reduce the sizes of matrix blocks of the
local Hamiltonian but also truncated the local Hilbert space
and just kept the atomic eigenstates with N ∈ [0,4]. In order
to further accelerate the Monte Carlo samplings, the lazy trace
evaluation trick [52] was applied as well. For each DMFT
iteration, 16 × 108 Monte Carlo steps were performed to reach
sufficiently high accuracy.

We performed charge fully self-consistent DFT + DMFT
calculations. In most cases, 40 DFT + DMFT iterations are
adequate to obtain a well-converged charge density ρ and total
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energy Etot. For each DFT + DMFT iteration, 20 DFT internal
cycles and a one-shot DMFT calculation were executed. All
of the calculations were carried out at the inverse temperature
β = 100 (T ≈ 116 K), which is much higher than TN [22], so
it is reasonable to consider only the paramagnetic solutions in
the calculations.

III. RESULTS AND DISCUSSIONS

A. CeIn3 at ambient pressure

It is very important to examine whether the bulk properties
and electronic structures of CeIn3 under ambient pressure can
be correctly reproduced by the DFT + DMFT method before
we could apply it to study the pressure-driven 4f localized-
itinerant transition or crossover.

At first, we calculated the total energies of CeIn3 at different
volumes to get the E(V ) relation. In the framework of DFT +
DMFT, the expression of total energy is given as follows:

Etot = EDFT + EKS + Epot − Edc. (5)

Here EDFT denotes the DFT energy, EKS the Kohn-Sham
band energy correction due to the DMFT density matrix,
Epot the DMFT potential energy, and Edc the double counting
correction [42,46]. Actually, the total energy Etot only depends
on the charge density ρ(r) and Matsubara Green’s function
G(iωn). Once the E-V curve was ready (see Fig. 1), we then
used the Birch-Murnaghan equation of states to fit it. After
that, the bulk parameters including the bulk modulus B and
equilibrium lattice constant a0 were extracted. The calculated
a0 and B are 4.745 Å and 51 GPa, respectively, which are
roughly consistent with the available experimental data 4.689
Å [53] and 67 GPa [55].

Second, we accomplished DFT + DMFT calculation
using the experimental crystal structure. The fully converged
Matsubara self-energy �(iωn) was first converted into its
counterpart on real frequency ω by the maximum entropy
method [56]. Then using �(ω) as an essential input, the

FIG. 1. Calculated E − V relation of CeIn3. A reference energy
(−53030 Ry) is subtracted from the total-energy data. Here and in
the following, V/V0 means the volume compression (V , current
crystal volume; V0, experimental crystal volume [53]). The left and
right vertical lines mean the experimental and equilibrium volumes,
respectively.

(a) (b)

FIG. 2. Electronic structures of CeIn3 under ambient pressure
(V/V0 = 1.00). (a) Total density of states A(ω). The experimental
data are taken from Ref. [54] and rescaled for a better visualization.
The DFT + DMFT and DFT + SOC density of states are first
multiplied by the Fermi-Dirac function (β = 100.0), and then
smoothed. (b) Momentum-resolved spectral function A(k,ω) along
the high-symmetry lines in the Brillouin zone obtained by DFT +
DMFT calculations. The DFT + SOC band structures are represented
as bold green lines. The vertical and horizontal lines in (a) and (b)
denote the Fermi level, respectively.

total density of states A(ω) and momentum-resolved spectral
function A(k,ω) were evaluated as follows:

A(ω) =
∫

�

dkA(k,ω), (6)

and

A(k,ω) = − 1

π
Im

1

ω + μ − ĤKS(k) − [�(ω) − �dc]
, (7)

where μ is the chemical potential. The calculated results,
together with the available PES data [54], are shown in Fig. 2.
Note that in order to make a meaningful comparison with the
experimental data the obtained A(ω) has to be multiplied by
a Fermi-Dirac function at first, and then broadened using a
Gaussian-like function with suitable smearing parameter σ .
As is clearly seen in Fig. 2(a), the density of states A(ω)
agrees quite well with the PES data. The peaks at ω ∼ −1.8
and −5.0 eV and the shoulder feature at ω ∼ −0.3 eV are well
reproduced. The A(ω) obtained by the DFT + SOC method
is also shown in this figure as a supplement. Obviously, the
peak positions are not very precise. There is a sharp peak in the
vicinity of the Fermi level, which is contrary to the experiment.
In Fig. 2(b), the A(k,ω) together with the band structures
from DFT + SOC calculation are shown. In the region below
−1.0 eV, there is still a good correspondence between them.
However, near the Fermi level (between −1.0 and 1.0 eV),
there are substantial discrepancies between them. First, the
DFT + DMFT bands are strongly renormalized relative to
the DFT + SOC bands. Second, there is a flat-band feature
accompanied with strong c-f hybridization in the DFT +
DMFT bands at ω ∼ 0.4 eV, which is associated with the
Ce-4f j = 7/2 states, while this feature is absent in the DFT
+ SOC bands. Third, there are some band-crossing structures
near −0.2 eV (along the X-�-M lines) in the DFT + SOC
bands; however, in the DFT + DMFT spectra these features
are shifted upward to above the Fermi level. Very recently,
Zhang et al. [57] conducted the ARPES experiment for the
paramagnetic CeIn3 at 13 K. Both the experimental valence-
band structures and the corresponding momentum distribution
curves support our results. For example, along the X-� line the
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(a) (b1) (b2)

FIG. 3. Evolution of total and partial density of states upon increasing pressure obtained by DFT + DMFT calculations (β = 100.0).
(a) Total density of states A(ω). (b1) Ce-4f density of states A4f (ω). (b2) Partial density of states for the Ce-4f j = 5/2 and 7/2 states. Here
A

j=5/2
4f (ω) and A

j=7/2
4f (ω) are represented using solid and dashed lines, respectively. V/V0 = 1.00, 0.93, 0.87, 0.81, 0.75, 0.70, and 0.65 (from

bottom to top).

electronlike band δ and holelike band η only adjoin, instead of
intersecting below the Fermi level [see Fig. 2(b)].

It seems that the failure of the DFT + SOC method in
CeIn3 is due to the neglect of the 4f electronic correlation
effect [38,39]. However, it could be correctly captured by the
DFT + DMFT method. From what has been discussed above,
we may safely draw the conclusion that the DFT + DMFT
method is a reliable tool to describe the electronic states of
CeIn3.

B. Electronic band structures

Next, we concentrate our attention on the evolution of
electronic states of CeIn3 upon increasing pressure (or equiv-
alently decreasing volume). In Fig. 3, the pressure-dependent
total and partial (Ce-4f ) density of states are shown. When
the pressure is small, the spectral weight of A4f (ω) in the
vicinity of the Fermi level is nearly trivial, which indicates
at that time the 4f electrons in CeIn3 are almost completely
localized and have little contributions to the chemical bonding.
As the pressure is increased, the coherent peak grows up
quickly. Especially, when V/V0 = 0.87, its spectral weight
becomes considerable. So as a rough estimation, we speculate
that the Ce-4f localized-itinerant crossover in CeIn3 takes
place around V/V0 ∼ 0.87. Due to the SOC effect, the Ce-4f

orbitals are split into the j = 5/2 and 7/2 states [58]. The
peaks located at ω ∼ 0.1 and 0.4 eV are mainly associated with
the j = 5/2 and 7/2 states, respectively. The distance between
the two peaks is about 0.3 eV, which is approximately equal
to the spin-orbit splitting �SO = 280 meV [59]. Apparently,
the pressure-driven localized-itinerant crossover in CeIn3 is
dominated by the low-lying j = 5/2 states, the spectral
weights of which are strongly heightened by the pressure.
The spectral weight of the high-lying j = 7/2 states is also
enhanced with respect to the pressure, but the change is less
intense. The lower and upper Hubbard bands of the Ce-4f

orbitals are approximately located from −4 to −1 eV and
1 to 8 eV, respectively. When the pressure is increased the
lower Hubbard bands are suppressed and finally smeared out,
which is related to the gradual decrease of 4f occupancy.

On the other hand, the upper Hubbard bands broaden out,
and shift to higher frequency saliently. As a consequence,
the hybridization between them and the conducting bands
becomes stronger and stronger at the same time. In order
to clarify this problem, we further evaluated the impurity
hybridization function �̃(ω) for the Ce-4f orbitals:

�̃(ω) = − Im�(ω)

π
. (8)

The obtained results are depicted in Fig. 4. Clearly, for both the
j = 5/2 and 7/2 states, the impurity hybridization functions
are enhanced at ω ∈ [0 eV,6 eV] under pressure, which signals
the increment of c-f hybridization strength.

Now let us take a closer look at the evolution of the
momentum-resolved spectral functions A(k,ω) under pres-
sure. Some representative results are shown in Fig. 5. The low-
energy band structures of CeIn3 are modified by the pressure
apparently. The parallel flat-band structures at ω ∼ 0.1 and

(a) (b)

FIG. 4. Evolution of impurity hybridization function �̃(ω) upon
increasing pressure obtained by DFT + DMFT calculations (β =
100.0). (a) For the Ce-4f j = 5/2 states. (b) For the Ce-4f j =
7/2 states. V/V0 = 1.00, 0.93, 0.87, 0.81, 0.75, 0.70, and 0.65 (from
bottom to top).
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(a) (b) (c) (d) (e)

FIG. 5. Evolution of momentum-resolved spectral functions A(k,ω) upon increasing pressure obtained by DFT + DMFT calculations (β
= 100.0). V/V0 = 1.00 (a), 0.97 (b), 0.87 (c), 0.81 (d), and 0.75 (e). The horizontal dashed lines mean the Fermi level.

0.4 eV, manifesting themselves as sharp peaks in the Ce-4f

density of states A4f (ω), are attributed to the contributions
from the j = 5/2 and 7/2 states, respectively. Their intensities
are very sensitive to pressure or crystal volume. When the
pressure is small, the feature for the j = 5/2 states is hardly
detectable and that for the j = 7/2 states is dim. When
V/V0 ∼ 0.87, the j = 5/2 character is visible, while that for
the j = 7/2 states is broadened. If we continue to shrink the
crystal volume, both of them finally become luminous. As for
the high-energy part, a set of broad and dispersive bands are
seen. They can be interpreted as the Ce- or In-spd bands which
leave an imprint in the Ce-4f ’s lower and upper Hubbard bands
via hybridization. These bands are slightly shifted outward and
broadened under pressure.

C. Valence fluctuations

In this subsection, we will focus on the Ce-4f valence
fluctuation and the correspondingly physical consequences
for the localized-itinerant crossover in CeIn3, which has been
rarely concerned to our knowledge in the previous studies.

The best way to analyze the valence fluctuation quanti-
tatively is via the valence state histogram (or atomic state
probability), which represents the probability to find a valence
electron in a given atomic eigenstate. In other words, the
valence state histogram can be considered as lifetime for a
given atomic eigenstate. It provides additional information
about the dual nature of the Ce-4f electrons. Note that the
valence state histogram is a direct output of the CT-HYB
impurity solver [51]. In Figs. 6(a)–6(d), the selected valence
state histograms for the V/V0 = 1.00, 0.87, 0.75, and
0.65 cases are visualized. Clearly, under ambient pressure
(i.e., V/V0 = 1.00), the |N = 1,J = 2.5〉 atomic state is
overwhelmingly dominant, which accounts for about 92.1%.
The probabilities for the other atomic states are small. As
the pressure is increased, though the |N = 1,J = 2.5〉 atomic
state is still dominant, it is less prominent. The other atomic
states start to play important roles, and their probabilities
increase quickly with respect to the pressure. For example, at
V/V0 = 0.65, the |N = 1,J = 2.5〉 atomic state only accounts
for 64.2%, while the probabilities for the |N = 0,J = 0.0〉 and
|N = 1,J = 3.5〉 atomic states are 13.5 and 14.9% [please
refer to Fig. 7(a)], respectively, which cannot be ignored any

more. Given the good quantum number N , we further sum up
the probabilities of the corresponding atomic states. The results
for different volume ratios are visualized using pie diagrams
and presented in Figs. 6(e)–6(h). We found that at low pressure
the ruling contribution is from the N = 1 atomic states (i.e., the
4f 1 electronic configuration). The proportions for the N = 0
and 2 atomic states (equivalent to the 4f 0 and 4f 2 electronic
configurations) are quite trivial. As the pressure is increased
the proportion of the N = 1 atomic states decreases while
those of the N = 0 and 2 atomic states expand dramatically,
i.e., a disproportionation-like process for the Ce-4f electrons
occurs. The contributions from the N � 3 atomic states are
ignorable all the time. So, the overall trend is that the pressure
will strengthen the 4f valence fluctuation and enhance the
mixed-valence behavior in CeIn3 greatly.

The Ce-4f valence fluctuation in CeIn3 under pressure
will result in extremely rich consequences. In Fig. 7, we
illustrate the evolution of atomic state probabilities for the
three principal atomic states (including the |N = 0,J = 0.0〉,
|N = 1,J = 2.5〉, and |N = 1,J = 3.5〉 states), the averaged
4f occupancy 〈Nf 〉, and the averaged total angular momentum
〈J 〉. The 〈Nf 〉 and 〈J 〉 were calculated using the following
equations:

〈Nf 〉 =
∑

�

p�N�, (9)

and

〈J 〉 =
∑

�

p�J�. (10)

Here � denotes the index of the atomic state, p� means the
probability for the atomic state |�〉, and N� and J� are the 4f

occupancy and total angular momentum for |�〉, respectively.
As is seen in Figs. 7(b) and 7(c), 〈Nf 〉 and 〈J 〉 decline with
respect to the pressure, consistent with the previous discussion
about the redistribution of the valence state histogram. The
most noteworthy finding is that these two curves show obvious
dips in the region of V/V0 ∼ [0.80,0.90]. Moreover, similar
kinks are also identified around V/V0 ∼ 0.85 in the p� curves
for the three principal atomic states [see Fig. 7(a)]. We took the
derivatives for them with respect to V/V0, and observed a big
“hump” in the same region. Note that Shim et al. also found
similar results in the temperature-driven localized-itinerant

075132-5



HAIYAN LU AND LI HUANG PHYSICAL REVIEW B 94, 075132 (2016)

(a) (b)

(c) (d)

(e)

(f )

(g)

(h)

FIG. 6. Distributions of atomic state probability for Ce-4f states at V/V0 = 1.00 (a), 0.87 (b), 0.75 (c), and 0.65 (d) obtained by DFT +
DMFT calculations (β = 100.0). The corresponding distributions of 4f occupancy are summarized in panels (e), (f), (g), and (h), respectively.
Note that the percentages for the N = 3 atomic states are too small (<1%) to be seen in (e)–(h).

electronic transition for another heavy fermion system CeIrIn5

[14]. Thus, we believe that these abnormal features are tightly
connected with the change of the 4f localized degree of
freedom. Since we carried out DFT + DMFT calculations
for CeIn3 at high temperature, and we did not observe any
singularities (such as divergence, quick jumps, or collapses) in
the calculated quantities, it is more likely a crossover instead
of a transition. In other words, these exotic features provide
some useful fingerprints to characterize the pressure-tuned

4f localized-itinerant crossover in CeIn3 and we can use
them to make a rough but meaningful estimation for the
critical pressure Pc or crystal volume Vc. According to the
experimental and theoretical P − V equation of states [36],
we speculate that the critical pressure at T = 116 K is about
7.0–24.0 GPa. On the other hand, if we extrapolate linearly the
available Pc − T ∗ data [34] to T ∗ = 116 K, the corresponding
Pc is around 5.0–15.0 GPa. Thus, further experiments are
highly desired to judge which estimation is more reasonable.

(a) (b) (c)

FIG. 7. Evolution of some physical observables upon increasing pressure obtained by DFT + DMFT calculations (β = 100.0).
(a) Probabilities of representative atomic eigenstates. Here the data for the |N = 1,J = 2.5〉 state are rescaled (multiplied by a factor of
0.2) for a better visualization. (b) Expected values of Ce-4f occupancy 〈Nf 〉. (c) Expected values of Ce-4f total angular momentum 〈J 〉.
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(a) (b) (c)

FIG. 8. Evolution of some physical observables upon increasing pressure obtained by DFT + DMFT calculations (β = 100.0). (a) Ce-4f

potential and kinetic energies, Epot and Ekin. (b) Spectral weight of the characteristic peak of Ce-4f j = 5/2 states near the Fermi level, Wj=5/2.
See Eq. (11) for its explicit definition. (c) Low-energy scattering rate γ [≡−Im�(ω = 0)] for the Ce-4f j = 5/2 states.

Besides p� , 〈Nf 〉, and 〈J 〉, the pressure-driven 4f

localized-itinerant crossover and valence fluctuation in CeIn3

also have considerable influences on the other physical
observables. In Fig. 8, we show evolution of the kinetic energy
Ekin, potential energy Epot, spectral weight of the j = 5/2
states in the vicinity of Fermi level Wj=5/2, and the low-energy
scattering rate γ of the 4f electrons. The definitions for Wj=5/2

and γ are expressed as follows:

Wj=5/2 =
∫ a

b

A
j=5/2
4f (ω)dω, (11)

and

γ = −Im�j=5/2(ω = 0), (12)

where A
j=5/2
4f (ω) is the partial density of states for the

Ce-4f j = 5/2 states [see Fig. 3(b2)] obtained by DFT +
DMFT calculations, and [a,b] is the approximative energy
range where the characteristic peak exists. Here we chose
a = −0.22 eV and b = +0.18 eV for the j = 5/2 states. As
for the Ekin, Epot, and Wj=5/2, they increase quickly with
the increasing pressure, which means the enhancement of
metallicity and itinerancy. However, when the crystal volume
is shrunk, the low-energy scattering rate γ approaches zero
rapidly, which indicates the crossover from non-Fermi-liquid
state to Landau Fermi-liquid state. All of these quantities
show obvious “kinks” or “fluctuations” in the region of
V/V0 ∈ [0.80,0.90] again. As discussed above, this volume
range is probably related to the regime where the Ce-4f

localized-itinerant crossover would occur in CeIn3.

IV. CONCLUDING REMARKS

In the present work, we performed charge fully self-
consistent DFT + DMFT calculations to study the pressure-
driven 4f localized-itinerant crossover in cubic CeIn3 at finite
temperature (T ∼ 116 K). We mainly focused on the evolution
of its electronic structures under pressure. The calculated
results include the partial and total density of states A4f (ω) and
A(ω), momentum-resolved spectral functions A(k,ω), valence
state histograms p� , averaged 4f occupancy 〈Nf 〉, averaged

total 4f angular momentum 〈J 〉, and low-energy scattering
rate γ . We found that upon increasing pressure the spectral
weights near the Fermi level, which are mainly associated
with the j = 5/2 and 7/2 states, get bigger and bigger. On
the other hand, the valence state histograms also exhibit great
changes, such as the contribution from the |N = 1,J = 2.5〉
atomic state decreases, while those from the |N = 1,J = 3.5〉
and |N = 0,J = 0.0〉 atomic states increase remarkably. Some
calculated quantities, such as p� , 〈Nf 〉, 〈J 〉, Ekin, Epot, Wj=5/2,
and γ , show abnormal behaviors in V/V0 ∈ [0.8,0.9], which
are likely the signatures for the Ce-4f localized-itinerant
crossover. We can utilize these features to locate the critical
pressure and temperature for the crossover.

The localized-itinerant transition (or crossover) and related
valence fluctuation properties usually exist in many rare-earth
heavy fermion systems [1,2]. There are still quite a lot of
questions and puzzles to be answered and solved, such as
whether the Fermi surfaces in YbRh2Si2 are temperature
dependent or temperature independent [16], and how the
localization freedom of degree of 4f electrons is affected
by temperature, pressure, and external fields, etc. In order to
reveal the rich physics underlying these complex phenomena,
it is essential to employ the modern first-principles many-body
approach (such as the DFT + DMFT method) which should
consider the strong Coulomb interaction and the spin-orbit
coupling on the same footing. The present work is probably
the first systematically ab initio investigation concerning the
localized-itinerant crossover in the Kondo lattice compound
CeIn3. Though the spatial quantum fluctuation which may be
essential to correctly capture the interplay between the 4f

localized and itinerant states is completely ignored in our DFT
+ DMFT calculations, the calculated results seem pretty good.
To take the spatial quantum fluctuation into consideration,
the extensions of DMFT such as extended DMFT (EDMFT)
should be necessary [60]. However, to our knowledge, it is
impossible to perform charge fully self-consistent DFT +
EDMFT calculations for realistic materials until now. Further
works should be undertaken in this field.

In the present work, we propose an efficient way which
employs the combinations of p� , 〈Nf 〉, 〈J 〉, etc., to detect the
pressure-driven 4f localized-itinerant crossover. It is highly
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promising to apply this method to study the similar transitions
or crossovers in the other heavy fermion systems (such as
Ce-, Sm-, and Yb-based mixed-valence materials) or even the
actinide systems (such as the mysterious U-, Pu-, and Am-
based strongly correlated materials).
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