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Abstract

E�ective image-based correction of motion and other acquisition artifacts became an
essential step in di�usion-weighted Magnetic Resonance Imaging (MRI) analysis as the
micro-structural tissue analysis advances towards higher-order models. These come
with increasing demands on the number of acquired images and the di�usion strength (b-
value) yielding lower signal-to-noise ratios (SNR) and a higher susceptibility to artifacts.
These conditions, however, render the current image-based correction schemes, which
act retrospectively on the acquired images through pairwise registration, more and
more ine�ective. Following the hypothesis, that a more consequent exploitation of the
di�erent intensity relationships between the volumes would reduce registration outliers,
a novel correction scheme based on memetic search is proposed. This scheme allows
for incorporating all single image metrics into a multi-objective optimization approach.
To allow a quantitative evaluation of registration precision, realistic synthetic data are
constructed by extending a di�usion MRI simulation framework by motion and eddy-
currents-caused artifacts. The increased robustness and e�cacy of the multi-objective
registration method is demonstrated on the synthetic as well as in-vivo datasets at
di�erent levels of motion and other acquisition artifacts. In contrast to the state-of-
the-art methods, the average target registration error (TRE) remained below the single
voxel size also at high b-values (3000 s ·mm−2) and low signal-to-noise ratio in the
moderately artifacted datasets. In the more severely artifacted data, the multi-objective
method was able to eliminate most of the registration outliers of the state-of-the-art
methods, yielding an average TRE below the double voxel size. In the in-vivo data,
the increased precision manifested itself in the scalar measures as well as the �ber
orientation derived from the higher-order Neurite Orientation Dispersion and Density
Imaging (NODDI) model. For the neuronal �ber tracts reconstructed on the data
after correction, the proposed method most closely resembled the ground-truth. The
proposed multi-objective method has not only impact on the evaluation of higher-order
di�usion models as well as �ber tractography and connectomics, but could also �nd
application to challenging image registration problems in general.





Zusammenfassung

E�ektive bildbasierte Korrektur von Bewegungs- und Aufnahmeartefakten ist durch
die Weiterentwicklung der mikrostrukturellen Gewebemodelle zu einem notwendigen
Vorverarbeitungsschritt in der Analyse von Bilddaten der di�usionsgewichteten Mag-
netresonanztomographie (MRT) geworden. Für eine robuste Auswertung benötigen
diese Modelle höherer Ordnung stets mehr Aufnahmen bei einer höheren Di�usion-
swichtung (dem b-Wert), die wiederum anfälliger für Aufnahmeartefakte sind und mit
einem schlechteren signal-to-noise Verhältnis (SNR) einhergehen. Für die aktuellen
Korrekturverfahren, welche mittels von paarweiser Bildregistrierung arbeiten, stellen
die dadurch verschlechterten Kontrastverhältnisse eine Herausforderung dar, die bis zur
ine�ektiven Korrektur führt. Ausgehend von der Hypothese, dass eine konsequente Aus-
nutzung der unterschiedlichen Signalähnlichkeiten zwischen den Bildvolumina eines
di�usionsgewichteten Bildes zur Reduktion von Ausreißern in der Bildregistrierung
führen kann, wurde in dieser Arbeit ein neues Korrekturverfahren vorgestellt, das
auf dem memetischen Optimierungsprinzip aufbaut und so die einzelnen Kostenfunk-
tionen (objectives) in einem multi-objektiven Ansatz bündelt. Für eine quantitative
Auswertung der Registrierungspräzision wurden realistische synthetische Datensätze
mit simulierten Bewegungs- sowie Aufnahmeartefakte konstruiert. Die durch das
multi-objektive Verfahren erreichte E�zienz und Robustheit wird auf synthetischen
und in-vivo Datensätzen mit je unterschiedlicher Ausprägung der Bewegungs- und
Aufnahmeartefakten demonstriert. Bei Datensätzen mit mittlerer Artefaktintensität
blieb der durchschnittliche target registration error (TRE), im Gegensatz zu state-of-the-
art Verfahren, unterhalb der Voxelgröße auch für höhere b-Werte (3000 s·mm−2) und
niedrigeres SNR. Bei höheren Artefaktintensitäten konnten durch den multi-objektiven
Ansatz fast alle Ausreißer der state-of-the-art Methoden bei einem TRE unterhalb der
doppelten Voxelgröße eliminiert werden. Für die in-vivo Daten wurde die gewonnene
Präzision anhand der Skalargrößen sowie der Hauptfaserrichtung aus dem Neurite
Orientation Dispersion and Density Imaging (NODDI) Modell demonstriert. Bei der
Rekonstuktion der Nervenfasern hat die vorgestellte Methode die ground-truth am
besten wiedergegeben. Neben den Auswirkungen auf Signalmodelle höherer Ordnung
in der di�usionsgewichteten MRT, auf Nervenbahnenrekonstruktion und Connectomics
könnte die multi-objektive Methode auch bei weiteren herausfordernden Problemen
der Bildregistrierung im Allgemeinen einen Vorteil bieten.
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Chapter 1

Introduction

Di�usion-weighted Magnetic Resonance Imaging (MRI) is an image acquisition tech-
nique that allows the mapping of molecular di�usion in biological tissues, re�ecting
the interaction with obstacles such as myelin sheaths or cell membranes. As patterns
of water molecule di�usion can reveal micro-structural tissue properties, this imaging
method o�ers a unique non-invasive insight into the human brain.

With this acquisition technique, an examination of the micro-structural changes of
the tissue that can occur as a result of pathological changes due to disease conditions
or naturally because of healthy aging is made possible. This promotes the di�usion-
weighted MRI to a valuable tool in the search for biomarkers, in other words for
providing a set of image-based values that allow for a separation of diseased and
healthy subjects. It also enables reconstruction of the neuronal pathways (tractography),
which o�er further insights in multiple facets. Next to application as navigation aid
for neurosurgery and tissue classi�cation, the reconstructed pathways also reveal the
connections between di�erent anatomical as well as functional areas of the brain and
thus enable a global evaluation of the wiring (connectomics).

To achieve the mentioned, a typical di�usion MRI (dMRI) acquisition consists of a
set of volumes (3D), each of them providing the measure of water di�usion in a pre-
de�ned direction (the gradient direction) and strength (the b-value) and of at least one
additional baseline volume acquired without gradient direction and with b=0 s·mm−2.
The total number of acquired volumes is usually between 30 and 60. To handle this
high-dimensional data, a signal model describing the measured anisotropy in each
imaging voxel is employed. The most common measures used for micro-structural
analysis are derived from plain Di�usion Tensor Imaging (DTI). DTI, however, does not
allow a di�erentiation of multiple tissue compartments and/or �ber directions within a

1



2 Chapter 1 Introduction

voxel. To overcome this limitation, higher order models were formulated in more recent
methodological developments, which allow the estimation of di�usivity measures for
individual tissue compartments within a voxel and thus provide more precise insights
for the analysis and understanding of brain development and diseases [82, 37, 85, 119].
Increasingly high angular resolution is provided by recent reconstruction schemes on
basis of multiple b-shells and High Angular Resolution Di�usion Imaging (HARDI)
acquisitions [1, 51]. These advances in signal modeling directly translate to tractography
and, consequently, connectomics [44], that are both known to bene�t from HARDI
protocols at higher b-values [35, 20].

1.1 Motivation

The high amount of acquired volumes leads inevitably to longer acquisition time,
and thus increased di�culty for the scanned subject to hold still during the whole
acquisition. As a result of the subject’s motion, the individual gradient volumes are not
aligned to each other. In addition, the implementation of a dMRI acquisition sequence
cannot avoid a further data distortion which occurs mostly as a consequence of the
emerging additional magnetic �elds, the eddy currents. Robust and successful head
motion and artifact correction is thus a critical prerequisite for all the mentioned
analysis techniques. The expected sensitivity and speci�city with regard to micro-
structural e�ects can only be achieved if the datasets are exactly aligned to each
other in the imaging space. Outlier rejection of motion-corrupted di�usion imaging
acquisitions [17] can increase the reconstruction quality, especially when combined
with optimized gradient schemes for partial datasets [31]. However, the exclusion of
motion-corrupted directions decreases the ability of resolving micro-structural features
of the tissue [32]. Prospective correction schemes are e�ective, but negatively impact
acquisition time [15, 63]. Therefore, retrospective correction schemes based on image
registration are widely adopted in the community nowadays [72, 94]. The pairwise
registration in the retrospective approaches is applied to each volume in order to align
it with a selected baseline volume of the acquisition.

The role of an e�ective image-based correction scheme becomes even more important
for higher-order models that include larger numbers of free parameters and a generally
higher sensitivity to noise. Unfortunately, the retrospective correction of such datasets is
not only becoming increasingly important here, but also increasingly di�cult to achieve.
First, the increasing demands related to q-space sampling (i.e. higher number of b-
values and gradient directions) lead to increased acquisition times and thus potentially
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increased head motion. Second, acquisitions at higher b-values introduce stronger
eddy-currents-caused artifacts and additional challenges as the signal intensity and the
signal-to-noise ratio drop proportionally. This leads to larger contrast deviations when
comparing the weighted gradient acquisition with the unweighted reference signal.
Altogether, the correction scheme using pairwise registration of di�usion-weighted
images to a non-weighted (b=0 s ·mm−2) reference image [72], can easily produce a
remarkable amount of outliers in such settings.

In conclusion, e�ective and robust image-based artifact correction is an essential step
in the analysis of di�usion MR images which must be carried out with particular care.

1.2 Objectives

The central objective of this work is to improve the retrospective image-based artifact
and motion correction in di�usion-weighted MRI to provide a reliable basis for any
further processing and modeling steps. The main hypothesis is that a more consequent
exploration of the di�erent intensity relationships between the individual gradient
volumes could enhance the general capabilities of solving challenging registration
problems that occur in artifact correction schemes of di�usion-weighted images. An
optimal method would be able to prevent outliers and local minima by choosing the
right combination of di�erent registration metrics and e�ciently lead the way towards
the global optimum.

The progress towards the main objective involves several additional stages. Firstly, to al-
low quantitative evaluation of the precision of the constructed method itself and against
the state-of-the-art retrospective correction methods, datasets with expressed motion
and eddy-currents-caused artifacts as well as with known ground-truth transforms
must be constructed. As this cannot be achieved for in-vivo acquisitions, a realistic
simulation of the data and the artifacts is necessary. Secondly, an evaluation of the
impact of the di�erent correction methods on a higher-order signal model should be
conducted on in-vivo datasets at di�erent levels of artifact expression. Finally, the
impact on further processing steps (i.e. �ber tractography) in dMRI analysis should be
examined.
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1.3 Outline

Chapter 2 provides the necessary background on the acquisition physics, image recon-
struction and the data analysis pipelines in di�usion-weighted MRI. A special focus
is dedicated to the formation of acquisition artifacts and their consequences on the
reconstructed images.

Chapter 3 �rst summarizes the current state-of-the-art in motion and artifact correction
techniques in di�usion MRI, then introduces the necessary de�nitions and current
approaches in (medical) image registration and evolutionary optimization with par-
ticular focus on multi-objective optimization methods. Lastly, the concept of hybrid
optimization—the memetic algorithms—as well as its application to (image) registration
problems are described.

The main contributions of this work are described in Chapter 4. Here, a novel, multi-
objective image registration approach for the retrospective motion and artifact cor-
rection of di�usion-weighted images is presented. Further, the construction of both
synthetic and in-vivo validation datasets for the method’s evaluation are introduced.
Finally, the experimental settings for both quantitative and qualitative evaluation on
the constructed validation data are described.

The results of these experiments are presented in Chapter 5 and discussed in Chapter 6,
where also the presented method is analyzed with regard to the experiments in further
detail, including its impact and relevance in di�usion-MRI analysis as well as future
courses of investigations.



Chapter 2

Di�usion-weighted MRI

In this chapter, the main principles of structural MRI and its extension to di�usion-
weighted MRI are presented. In Nuclear Magnetic Resonance (NMR), the signal from
atomic nuclei is used for image signal generation and, if no contrast agent is present,
the main signal in a human body is due to hydrogen nuclei (1H). In addition, di�usion
MR focuses on the microscopic movement of the nuclei over time which provides an
insight into structural properties of di�erent tissues based on the restriction of the
nuclei’s movement.

For the thesis it is essential to understand the basic physics principles of MR and
di�usion-weighted MR along with signal generation (Section 2.1) and signal modeling
(Section 2.1.3). The concept of di�usion-weighted images, which is central to this work,
is explained in Section 2.2 followed by a summary of common data processing pipelines
alongside the main application areas in Section 2.3. The most important aspect for
the thesis’s main objective—the acquisition artifacts and distortions—are explained in
Section 2.4 at the end of this chapter.

2.1 MR Acquisition Physics

In contrast to X-ray and Computed Tomography (CT) imaging, where the absorption of
ionizing radiation is used to di�erentiate between tissues, MRI o�ers a non-destructive
alternative. It is based on the spin, a property of elementary particles, so as for the
proton of 1H nucleus. The proton rotates along its axis and, as a rotating mass with an
electric charge that has a magnetic momentum (B), behaves like a small magnet. Hence,
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6 Chapter 2 Di�usion-weighted MRI

the protons get a�ected by an externally applied magnetic �eld and, when moving,
induce measurable voltage in a receiver coil.

2.1.1 MR Imaging

An MRI scanner operates with multiple magnetic �elds: �rst a strong, static �eld B0 and
varying Radio Frequency (RF) pulses to achieve excitation from the steady orientation
parallel to the static �eld and second a collection of additional magnetic gradients to
allow spatial encoding of the measured signal. After a su�cient long exposure to the
external B0 �eld, the spins of hydrogen nuclei align with the direction of B0 and a
longitudinal magnetization Mz builds up (see Figure 2.1). Meanwhile, the magnetic
moments undergo a precession around the main �eld and their angular frequency
(Larmor or precession frequency ωo) is proportional to the �eld strength and is given by
the Larmor equation:

ω0 = γ0 · B0,

with γ0 the constant, nuclei-speci�c gyromagnetic ratio and B0 the strength of the main
�eld in Tesla [T]. A RF pulse with a frequency matching the resonance frequency ω0

applied for a su�cient time �ips the longitudinal magnetization by exactly 90◦ into
the transverse magnetization Mxy . At this state, the rotating spins act as an electrical
generator inducing an alternating voltage in a receiver coil - the MR signal.

(a)

B0 Mz

(b)

Figure 2.1: Magnetization of spins. (a) With no external �eld, spins rotate around their axis
pointing in random directions. (b) In the presence of an external static �eld B0,
the spins align along the �eld and produce a longitudinal magnetization Mz .

With time, the magnetic moments gradually realign with the z-axis and the transverse
magnetization Mxy within the xy-plane decreases slowly. The average time for reaching
the equilibrium is designated T1 and the realigning process is called T1 or longitudinal
relaxation. The time scale of T1 relaxation for biological tissues is typically in the range
of 1 second at 1.5T �eld strength [114]. In parallel with the decay of the longitudinal
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relaxation another relaxation process takes place. Immediately after the RF pulse, the
spins precess synchronously and are said to be in phase. At this state, they also yield
maximal signal in the receiving coil. However, mainly due to local �eld inhomogeneities,
some spins advance faster then others which leads to a spin decoherence (also called
dephasing). Dephasing occurs at a time constant ofT2 and is (more or less) independent
of the strength of the external �eld B0. An even faster spin dephasing caused by the
e�ects of the static magnetic �eld inhomogeneities (T ∗2 relaxation) can be eliminated
by applying a 180◦ refocusing RF pulse. Such pulse applied at time τ causes a phase
reversal and the initially faster precessing spins are placed behind the slower ones and
at time of 2τ , all spins are in phase again (c.f. Figure 2.2). The signal induced in the
receiver coil after the phase coherence is restored is known as spin echo.

B0

z

x

y

t = t0
z

x

y

t0 < t < τ
z

x

y

t = τ
z

x

y

t = 2τ
90◦ RF 180◦ RF

(a) (b) (c) (d)

Figure 2.2: Schematic depiction of the spin echo signal. (a) The magnetization along B0
is �ipped onto the xy-plane by a 90◦ RF pulse and the spins remain in phase.
(b) The dephasing leads to loss of coherence among the spins. (c) The phase is
reversed by an 180◦ RF pulse and the continuing dephasing alters into re-phasing
until (d) the phase coherence is restored. t marks the time of the acquisition
relative to a starting time t0 and the pulse time τ .

Image Contrast

The di�erent times of T1 and T2 relaxation are an intrinsic feature of biological tissues
and the imaging contrast di�ers dependent on how these tissue relaxation properties are
emphasized in the MR acquisition. One of the acquisition parameters is the repetition
time (TR), the interval between two successive RF excitations of the same slice. With
TR > T1, most of the excited spins rotate back into the z-plane and can be fully excited
with the next pulse. With short repetition times, the quickly relaxing tissue parts
(i.e. with short T1) will produce a larger signal after the next RF pulse and appear
brighter on the image. The tissues with long T1 recover only partly between the pulses
and the next excitation produces only lesser magnetization and they appear darker
in the image. Since the resulting image contrast contains mainly the T1 information,
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acquisitions with short TR are called T1-weighted. The second important acquisition
parameter is the echo time (TE) which denotes the time between excitation and signal
readout and controls the in�uence of T2 time on image contrast. Tissues with short T2

relaxation time dephase more quickly and their signal becomes dark with longer TE
times. Acquisitions with long TE times are called T2-weighted.

Spatial Signal Encoding

Since the precession (Larmor) frequency is proportional to the magnetic �eld strength
an additionally applied �eld gradient will make the frequency dependent on the spin
location along that gradient. Hence, with an additional gradient along the main �eld,
each plane is encoded (phase encoding) by its speci�c frequency and will only be
excited by the respective RF pulse. The magnitude of an additional gradient and the RF
pulse bandwidth control the thickness of the excited slice. The Larmor frequency-�eld
dependency further allows for a spatial encoding of the signal by using two additional
gradients (Gx and Gy) along the plane axes of the excited slice.

Image Reconstruction

By means of the localization gradients Gx and Gy each spin precesses with a location
dependent frequency and acquires a phase Θ with:

Θ(x ,y) = 2π (kxx + kyy), (2.1)

where

kx = γ

∫
Gx (t )dt and ky = γ

∫
Gy (t )dt . (2.2)

The resulting net magnetization across the excited xy-slice can be represented as a
function f (x ,y) and for the measured signal s (t ) holds:

s (t ) ∝ F (kx ,ky ) =

∫
f (x ,y)ei2π (kxx+kxy)dxdy (2.3)

Equation 2.3 describes a 2D Fourier integral and thus f (x ,y) can be reconstructed from
the signal by applying an inverse Fourier transformation.

Before applying the 2D inverse, the data collected from the signals is usually stored in
the so called k-space. The horizontal axis (kx ) of the k-space represents the frequency
information whereas the vertical axis (ky) denotes the phase information. Typically,
the k-space is acquired in lines, each with a �xed phase ky .
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2.1.2 Di�usion-weighted Imaging

In physics, di�usion describes the transport process molecules or particles undergo in
di�erent concentration settings. The particle �ux J caused by a concentration gradient
is described by Fick’s law J = −D∇n(r ,t ), with D the di�usion coe�cient and n(r ,t )

the local concentration of particles. However, di�usion processes also take place when
no macroscopic concentration gradient is present. The so called self-di�usion happens
in microscopic scales and can be accounted to the phenomenon of Brownian motion.
Einstein reformulated the di�usion equations in terms of di�usion under probability
gradients, introducing the concept of a di�usion propagator P (r|r′,t ) which expresses
the probability of a particle at position r moving to r′ in time t . In case of free di�usion
(i.e. not restricted by any obstacles) the di�usion propagator is a Gaussian function.

Di�usion-weighted MRI

Di�usion-weighted imaging extends the structural MRI by measuring the character-
istics of water di�usion at some spatial location in order to infer the geometry of
micro-structures limiting the di�usion at such. In the spin-echo experiment described
previously (see Figure 2.2), a refocusing 180◦ RF pulse is applied at time τ to reverse the
process of phase decoherence among the excited protons which started after �ipping
the magnetization into the xy-plane with a 90◦ RF pulse. However, the implicit premise
of full phase recovery at time 2τ holds only if the spins do not move between application
of the two pulses. Thus, under the in�uence of di�usion at microscopic scales, the
spin re-phasing is not complete and the measured MRI signal is reduced. Exposing
the imaged tissue to an additional strong gradient will emphasize the phase changes
and thus increase the sensitivity to microscopic di�usion. Stejskal and Tanner [104]
have developed the application of additional constant gradient by introducing two
separate gradient pulses with an encoding time δ (pulse duration) and di�usion time ∆

(separation of the two pulses). The �rst pulse is applied between the excitation and
refocusing RF pulse, the second one between the refocusing pulse and the spin echo as
illustrated by Figure 2.3. With gradient strength G and the gyro-magnetic ratio γ , the
sensitivity to di�usion, the so-called b-value, is de�ned by:

b = q

(
∆ − δ3

)
= γ 2G2δ 2

(
∆ − δ3

)
(2.4)

Under the assumption of a negligible di�usion process taking place during the applica-
tion of the pulses (which holds for small δ ), the resulting phase change of a particle
at position x induced by the gradient is given by ϕ = −qx . Hence, after two gradient
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RF

90◦ 180◦

Gx

∆

δ

|G |

Echo

MR Readout

Figure 2.3: Sequence diagram of a typical di�usion MRI EPI acquisition. The upper line
(RF) shows the applied focusing and re-focusing RF pulses, the middle line (Gx )
shows the di�usion gradient activation and the bottom line (Echo) represents
the measurable echo signal. The factors forming the di�usion b-value are shown
on the gradient line: the separation of two pulses ∆, the pulse duration δ and
the pulse strength |G |.

pulses (with the refocusing 180◦ RF pulse in-between them), the net phase change is
given by

ϕ1 − ϕ2 = −q(x2 − x1) (2.5)

This means that for stationary particles (x1 = x2) the net phase change will vanish.
However, if the particles underwent a random di�usion, the phase increment caused
by the �rst pulse will not cancel out through the second pulse and the resulting signal
will be reduced. The signal attenuation is then calculated by dividing the signal S (q)
observed while using di�usion weighting by the signal S (0) without di�usion weighting:

E (q) =
S (q)

S (0) =
∫

ρ (x1)

∫
P (x1,x2,∆) exp [−iq(x2 − x1)

]
dx2dx1, (2.6)

with the spin density ρ (x1) at x1 at the time of application of the �rst pulse. In most
application

∫
ρ (x1)dx1 is set to unity. The second function used, P (x1,x2,∆) is the

di�usion propagator describing the likelihood of a particle at x1 moving to x2 after
the di�usion time ∆. With free di�usion, the propagator is a Gaussian and the siqnal
attenuation (2.6) reduces to:

E (q) = exp
[
−q2D (∆ − δ/3)

]
= exp [−bD] (2.7)

After rearranging, D can be estimated from the measured MR signal. The result is
usually referred to as Apparent Di�usion Coe�cient (ADC).
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2.1.3 Signal Modeling

Describing the signal attenuation by a single scalar value, the apparent di�usion co-
e�cient D, is su�cient for samples where the measured di�usivity originates solely
from random molecule interaction and is independent of the direction of the di�usion-
encoding gradient, like it is in the brain gray matter. In more complex media, where
the motion is restricted also by geometrical obstacles, a single coe�cient cannot fully
describe the orientation-dependent (anisotropic) di�usion motion. The ordered tissue
in the brain’s white matter, formed by bundles of myelinated �bers, will hinder the
di�usion in certain directions while allowing more di�usion in others.

The next, more complex model to describe Gaussian di�usion in anisotropic case is the
symmetric tensor of second order

D =




Dxx Dxy Dxz

Dyx Dyy Dyz

Dzx Dzy Dzz




(2.8)

The di�usion tensor D is often visualized as an ellipsoid, a surface representing constant
probability of the distance a molecule will di�use from origin for a given direction
g ∈ R3. The probability is given by the Gaussian propagator discussed above for
P (д,0,∆). Several tensor con�gurations are shown on Figure 2.4. The di�usion tensor
is symmetric and as such has six independent variables. Hence, for its estimation at
least six di�usion weighted measurements with di�erent gradient orientations gi ∈ R3

together with one acquisition without di�usion weighting S (0) is needed. The signal
attenuation equation 2.7 extends to

E (дi ) =
S (gi )
S0
= exp

[
−b · gTi Dgi

]
. (2.9)

With a su�cient amount of measured gradients, the tensor can by robustly estimated
by a linear least squares approach.

Higher Order Models

With the ability of quantifying di�usion anisotropy, the di�usion tensor imaging became
a popular technique for measuring micro-structural tissue parameters. It performs
well in areas of single �ber bundles, however it fails in the presence of complex �ber
con�gurations, for example at �ber bundle crossings. In such a case, the di�usion
propagator cannot be assumed Gaussian anymore. To overcome these limitations in
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b=0 s·mm−2

Fiber configuration

DTI ODF

Figure 2.4: Di�usion MRI signal models example for crossing �bers. A crossing �ber region
in the area marked on the left image, on the right the reconstructed di�usion
tensors (DTI) and the orientation distribution functions (ODF). The DTI model
is not capable of resolving the crossing resulting into an oblate shape whereas
the ODF shows multiple maxima at such voxels.

the di�usion modeling and to provide a more speci�c model description of microscopic
brain tissue properties, higher order models have been proposed.

A straightforward extension of the tensor model covering also for crossing areas
is to consider a collection of tensors D1, . . . ,DN , each representing a di�erent �ber
population. In general, the relation in 2.9 can be lifted to

E (q) =
N∑
j=1

wj exp
[
−b · gT Dj g

]
,

∑
j

wj = 1 (2.10)

and for most crossing areas N = 2 is su�cient. However, unlike for the single di�usion
tensor, the estimation of multiple tensors requires non-linear optimization approaches.

The aim of all di�usion signal models is to reconstruct the (true) �ber Orientation
Distribution Function (ODF) which quanti�es the fraction of �bers oriented in a given
direction. The models mentioned above are restricted to recovering a �nite number of
predominant �ber orientation directions. A further generalization leads to so-called
non-parametric models that reconstruct the �ber ODF with minimal constraints [102].
The most common non-parametric approaches are the Q-ball imaging that reconstructs
a di�usion ODF (see Figure 2.4), a di�usion probability rather than the true �ber ODF [1];
and the approach of Spherical Deconvolution (SD) which considers the signal as a linear
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combination over the basis of Spherical Harmonics (SH) functions and recovers a more
direct estimate of the �ber ODF [109].

Compartment Models

The signal models introduced in previous paragraphs can be seen as a top-down ap-
proach, starting at macroscopic scales and improving their signal description to capture
structures at lower scales. Compartment models, on the contrary, follow the bottom-up
direction, aiming at precise modeling of the microscopic tissue types (compartments)
and their in�uence on water di�usion and hence the dMRI signal at more coarse levels.
Three basic compartment types can be identi�ed in brain tissue – the intra-axonal,
which describes the space bounded by the membrane of neurites, the extra-axonal,
which refers to the space between the neurons and the isotropic Cerebro-spinal Fluid
(CSF) compartment where free di�usion is expected. For instance, the DTI signal model
describes only a single extra-axonal compartment. For each compartment, several
model representations were proposed taking also the previous models into account. An
intuitive model choice for the extra-axonal compartment is the DTI ellipsoid, but also
other shapes like the zeppelin are proposed. A comprehensive taxonomy of di�erent
models for the compartments was published by Panagiotaki et al. [82], who additionally
consider an isotropically restricted compartment. However, a study on human brain
tissue by Ferizi et al. [36] proved that the three-compartment models are best suited for
the modeling.

One of the �rst models separating the in�uence of a restricted (intra-axonal) and
hindered (extra-axonal) di�usion was the Composite Hindered and Restricted Model
of Di�usion (CHARMED) model [6]. Such tissue modeling provides a more precise
description of crossing �ber con�gurations, however the number of model parameters
is higher than for the multi-tensor in the N = 2 case (2.10) and thus requires far more
data at di�erent b-values for stable �tting.

One of the prominent models is the Neurite Orientation Dispersion and Density Imaging
(NODDI) approach [119]. NODDI adopts the three compartment model by considering
the intra-axonal compartment as a set of sticks, the extra-axonal compartment as the
anisotropic Gaussian di�usion (the DTI tensor), and the isotropic CSF compartment.
The overall signal is formed as a weighted sum of the three contributing compartment
signals

A = (1 − viso) (vintra · Aintra + (1 − vintra) · Aextra) +viso · Aiso
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The intra-axonal (Aintra) signal is modeled as a set of oriented sticks and their orientation
is considered to follow the Watson distribution

f (n) = M
(1
2 ,

3
2 ,κ

)−1
· eκ (µ·n)2 (2.11)

for a hypergeometric function M , mean orientation µ and concentration κ [119].

2.2 Di�usion-weighted Images

In the previous sections, the physics of di�usion-weighted MR acquisition along with
the approaches to signal modeling were introduced. This section will focus on the
concept and the related terminology of di�usion-weighted images which are the central
data structure in all following chapters. In the �eld of (medical) image processing, an
image I is commonly de�ned as a discrete three-dimensional (3D) grid of voxels, each
of them associated with a gray value:

I : Ω ⊂ R3 → R (2.12)

The 3D image can be seen as an ordered stack of two-dimensional (2D) images - the
slices. Based on the MR imaging principle, the acquired xy-plane is directly associated
with the slice (called axial slice in radiological terminology) and the slices are ordered
along z-axis, the out-of-plane axis. The spatial extent of a voxel, and equivalently the
distance between midpoints of the neighboring voxels, is referred to as spacing, one
speaks of isotropic voxels in the case of identical spacing in all three directions.

The main principle of di�usion MR acquisition is to probe the target imaging volume
(e.g. the head) at di�erent di�usion weightings and di�erent di�usion directions - the
gradients. Hence, a di�usion-weighted image (dw-image) Idw with N acquired gradient
directions can be seen as a 3D vector image

Idw : Ω ⊂ R3 → RN (2.13)

Another interpretation is to view a dw-image as a set of 3D volumes

Idw = (I1, . . . , IN ) : R1+3 → R, (2.14)

where each volume is associated with a gradient direction gi ,i = 1, . . . ,N . According
to the di�usion-weighting the volumes will be referred to as unweighted (b = 0 s·mm−2)
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Figure 2.5: Scheme of a multi-shell di�usion-weighted image. The schematic on the left
side shows an exemplary organization of the volumes with di�erent weighting
(gray circles) and the unweighted image (white circle). The position on the arc
represents the di�usion gradient direction. Corresponding typical dw-images
at the di�erent b-values are shown on the right half of the picture. Note that
the intensities of the weighted images are displayed with di�erent level window
settings.

and weighted (b > 0 s·mm−2) volumes (also referred to as images when a confusion is
unlikely).

A common representation of the gradients (дi )Ni=1 is to identify them with points on a
sphere with a radius equal to the gradient vector magnitude, which is proportional to
the applied di�usion weighting, the b-value. Within this representation, all gradients
with equal b-value will be associated with one sphere, often referred to as shell (or
b-shell). The unweighted image (g0 = (0,0,0)) forms the midpoint of each b-shell. One
speaks of a multi-shell di�usion-weighted image when at least two distinct weighted
shells are acquired. The gradient scheme is illustrated in Figure 2.5. With the ordering
by b-value, also the intuitive notation higher and lower shell is commonly used.

The most important characteristics of di�usion-weighted images in the context of
methods presented later on is the contrast (signal) behavior which can be simpli�ed by
two main points:

1. The global signal level and the contrast decrease at higher shells. As a conse-
quence, the the Signal-to-Noise Ratio (SNR) drops.

2. The global signal level and the SNR are identical for images from one b-shell,
however the contrast varies locally in dependence to the di�usion gradient
direction.

Exemplary slices from a dMRI dataset illustrating this behavior are shown in Figure 2.6.
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Figure 2.6: Exemplary axial slices from a di�usion-weighted image. The di�erent MR
modalities are shown for an identical axial slice from one subject. In the upper
row the anatomical images (T2-weighted) and the unweighted di�usion image
(b = 0 s·mm−2) are shown. The lower parts show the weighted images for three
di�erent di�usion gradient directions acquired at lower (b=1000 s·mm−2) and
higher (b=3000 s ·mm−2) di�usion weighting. Note that the intensities of the
weighted images are displayed with di�erent level window settings - the lower
(LW: [0,800]) and the upper (LW: [0,200]).
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2.3 Data Processing and Applications

This section summarizes some of the main analysis approaches of the evaluation and
quanti�cation of di�usion MRI data. The di�usion MRI was introduced as acquisition
technique in the mid-1980s and has enabled the non-invasive insight into the tissue
(micro-)structure, and forth on, it became a pillar of modern neuroimaging [64]. To
emphasize the wide (clinical) domain of dMRI, the three main analysis principles and
their applications are presented starting with the estimation of tissue parameters,
followed by di�usion tractography and the graph-based analysis by connectomics.

2.3.1 Estimating Tissue Parameters

One of the main research branches focuses on the estimation and the identi�cation of
tissue parameters that di�er in diseased and healthy subjects and could thus provide a
novel biomarker for early diagnosis of neurodegenerative diseases.

Di�usion Tensor Imaging

One of the �rst approaches to tissue characterization was enabled by di�usion tensor
imaging by introducing rotationally invariant measures (the DTI-derived scalar indices)
of the local anisotropy and di�usivity, reducing the tensor data, which are formed by a
3 × 3 symmetric matrix (c.f. Section 2.1.3), to a single value per voxel. This reduction is
motivated by properties of the tensor ellipsoid, whose axes and their extent correspond
to the matrix eigenvectors and -values λ, respectively. The Axial Di�usivity (AD) along
the principal axis is de�ned by the biggest eigenvalue (λ1), the Radial Di�usivity (RD) is
de�ned as the average of the remaining orthogonal eigenvalues (λ2 + λ3)/2. The Mean
Di�usivity (MD) is de�ned as Tr (D)/3 via the trace of the tensor, which is the sum of
all three eigenvalues Tr (D) = λ1 + λ2 + λ3. The most widely used invariant measure of
local anisotropy is the Fractional Anisotropy (FA) [61]:

FA =

√
3 · (λ1 −MD)2 + (λ2 −MD)2 + (λ3 −MD)2

2(λ2
1 + λ2

2 + λ2
3)

For illustration, examples of the di�erent scalar indices are shown on Figure 2.7.

Evaluation of FA maps became particularly popular in investigation of neurodegen-
erative diseases, since the loss of �ber bundle integrity is re�ected by a decreased FA
value. FA was proved a valuable biomarker in Alzheimer’s disease [70], Parkinson
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Figure 2.7: Exemplary axial slices of DTI scalar indices maps. All images show the same
axial slice from one subject, left the DTI data, color-coded by the tensor principal
direction, right the maps of the common scalar indices - the Fractional Anisotropy
(FA), Mean Di�usivity (MD), Radial Di�usivity (RD) and Axial Di�usivity (AD).

disease [22], borderline personality disorder [69], epilepsy [93], schizophrenia [87],
traumatic brain injury [105] and others [7].

Higher Order Models

Despite its extreme popularity DTI provides only a limited description of the tissue in
complex white-matter regions like �ber crossings. One of the higher order models which
compensates the DTI shortcoming is the NODDI-model (introduced in Section 2.1.3).
Here, similar to the construction of the DTI indices (FA, MD, etc.), several scalar
measures are proposed. From the �ber model (see equation (2.11) on p. 14) several
parameters with a direct link to the tissue can be derived. The Intra-cellular Volume
Fraction (ICVF) vic measures the neurite density [101] and the Orientation Dispersion
Index (ODI)

ODI = 2
π

arctan(1/κ) (2.15)

describes the integrity of �ber bundles. In fact, vic and ODI are the major contributing
factors of the FA index and thus with NODDI a separate analysis is possible [118].
Especially ODI was found to correlate with the histological tissue measures [24, 101]
and to describe the maturation tissue changes better than FA [19].
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Parallel to the voxel-based evaluation of scalar measures, the "con�guration" of the
neuronal pathways in a more global view became of particular interest.

2.3.2 Tractography

Di�usion tractography focuses on the reconstruction of white-matter neuronal pathways
in the brain. In fact, it is the only non-invasive tool for measuring such pathways
in-vivo. Myelinated axons, the building blocks of neuronal pathways in the brain,
are the main contributors for the measured restricted and hindered di�usion signal.
Starting with a model approximation of the �ber orientation distribution function (see
Section 2.1.3) in each voxel, �ber tractography aims at reconstructing the �bers that
explain the measured signal. The approach of streamline tractography, depicted in
Figure 2.8(a,b), provides a good illustration of the reconstruction principle: starting
from a seed point, a streamline is reconstructed step-wise in each voxel by following
the principle direction provided by the underlying signal model to enter one of the
neighboring voxels. This procedure is iterated until a stopping criterion is satis�ed
or a constraint is violated (f.i. curvature value, direction change). To obtain a dense
tracking result multiple seed points in di�erent locations must be considered. The tract
reconstruction problem has attracted a lot of attention resulting in a vast amount of
di�erent methods, including deterministic and non-deterministic global [78], machine
learning-based [77] and other approaches. An overview of some methods can be found
in the summary to the annual Tractography Challenge [89]. In a recent evaluation

a b c d

a

b

2D View 3D ViewStreamline Tracking

Figure 2.8: Principle of di�usion MR �ber reconstruction. (a,b) Examples of the streamlines
following the main �ber orientation as represented by the DTI glyphs starting
in the seed voxels marked by red rectangles. (c) A complete view of the cortico-
spinal tracts (blue) and lateral projections from the corpus callosum tracts (red).
The yellow rectangles mark the locations depicted in (a) and (b) in a higher detail,
(d) provides a three-dimensional view of the reconstructed tracts using a tube
for visual representation of a tract.
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of di�erent signal model reconstructions and di�erent tractography pipelines, the
Constrained Spherical Deconvolution (CSD) as fODF reconstruction with a deterministic
tracking provided the most reliable results [75].

The reconstructed tracts (the tractogram) provide a valuable information for critical
neuro-surgical interventions, which let the tractography establish in neurosurgical
imaging and surgical guidance systems [115], for example in deep-brain stimulation in
Parkinson’s disease [95].

2.3.3 Connectomics

Connectomics focuses on the macroscopic scale trying to elucidate the structural (and
functional) connections of the brain [39, 53]. To achieve this, the connectomics approach
considers the structural analysis in terms of graph theory which is a well-established
research �eld and as such provides a compendium on theoretical results and algorithms.

a

b d

c

e

Connectomics Graph AnalysisTractogram

Brain Parcellation

Figure 2.9: The connectomics principle. From a full-brain tractography (a) and the parcella-
tion in anatomical areas (b) the connectomics graph is constructed. The graph
itself is visualized in two ways: (c) as a 3D graph with real coordinates of the
vertices or (d) in a more abstract way as a connectogram. In the analysis, the
connectivity matrix (e) describes the connectivity patterns in a structured way.
Images (b,c,e) were published under CC license in [66, 113, 14] and (d) Illustration
CC BY-SA by Lonicula.

https://upload.wikimedia.org/wikipedia/commons/b/b8/Double_Connectogram.png
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To construct a graph G = (V ,E), the set of vertices V is formed by the di�erent
anatomical areas in the brain (the parcellation) and an edge e = (vk ,vj ) between two
nodes is constructed if there exists a connection in the full-brain tractogram between
the corresponding areas. Here, also weighted edges can be considered to capture
the strength (the "bandwidth") of the connection. The components and the graph
construction are illustrated by Figure 2.9.

The constructed graph G = (V ,E) enables graph-theoretical measures to be used in
analyzing the brain topology. Among the measures, which also provide a meaningful
representation in terms of brain function, are the characteristics path length, global
network e�ciency or betwenness centrality. The results were already used to examine
the disease-related changes to the connectome (e.g. in autism spectrum disorder [41],
schizophrenia [107], epilepsy [40]) but also the alterations during healthy aging and
development [111]).

2.4 Artifacts in Di�usion MR

The precision of the analysis steps described in the preceding section depends strongly
on the quality of the input image data which can be strongly in�uenced by di�erent
distortion and artifacts in dMR imaging. This section explains the main artifact sources,
which are the subject’s movement during the scanning and image distortions induced
by eddy currents.

2.4.1 Patient Motion

A stable basis for the signal model �tting can only be achieved by su�cient sampling of
di�usion directions, which leads to the acquisition of many di�usion-weighted volumes.
Commonly, in the clinical protocol a few unweighted images along with ∼ 30 weighted
volumes are acquired for DTI, the CSD reconstruction with a reasonable SH basis
requires a minimum of 45 weighted volumes [108]. Higher order models like NODDI
require in addition the acquisition of multiple b-shells which pushes the number of
weighted images to a count of over 60. All in all, the total acquisition time increases with
each volume and this inevitably leads to subject’s motion. Furthermore, an e�ect that
cannot be ignored due to the application area of di�usion MRI, subject’s age and health
conditions can further impair the ability to hold still also during shorter acquisitions.
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Figure 2.10: E�ects of subject’s head motion during acquisition. All images show an axial
slice from one subject, the upper row (Steady) comes from an acquisition with-
out motion, the lower row (Motion) is distorted by intentional movement of
the subject. (a) the unweighted image, (b,c) weighted images without motion
artifacts, (d) the moved unweighted image, (e) a weighted image with moder-
ate motion artifacts, to emphasize the e�ect of the rotation on the di�usion-
weighted signal two areas with changing intensities are marked by the colored
ellipses, (f) a weighted image a�ected by severe motion artifacts that led to
signal drop-outs.

The slow, bulk motion of the subject can be considered as a rigid-body motion, i.e.
a combination of translation and rotation. The e�ects of the subject’s motion on
the reconstructed images depend on the time of occurrence. Slow motion of the head
results into a misalignment between the di�erent volumes (c.f. Figure 2.10 (d,f)). Motion
taking place during the di�usion gradient encoding phase, on the contrary, will result
into signal attenuation in a single slice, or even a complete slice signal deletion (c.f.
Figure 2.10 (g)). Such e�ects happen mostly with rapid and erratic motion of the subject.

A further consequence of head motion is the relative change of the applied di�usion
gradient direction. A head rotation by an angle α will change the orientation of the
brain tissue relatively to the gradient g and the measured signal will correspond to a
"true" gradient direction g′ rotated by −α as illustrated by Figure 2.11.
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Figure 2.11: E�ects of head motion on measured di�usion gradient. (A) The intended
original gradient direction g, (B) rotation of the head relative to the scanner
and (C) the true measured gradient g′ in relation to the original g.

2.4.2 Eddy Currents

The gradient coils of an MRI scanner are energized to create magnetic �eld gradients
(for spatial encoding, slice selection, etc.) in the scanner’s bore. A change of the �eld is
achieved by switching gradients on/o�. This will induce currents in any conductive
materials located inside the �eld, and especially in the coils. In turn, the so induced
currents produce an own additional �eld—the eddy-currents-induced o�-resonance �eld.
In di�usion imaging, the e�ects caused by eddy currents are more signi�cant than
in "conventional" MR imaging, since the di�usion-encoding gradients have higher
amplitude [5].

RF

90◦ 180◦

Gx

Additional eddy fields

Echo

MR Readout

Figure 2.12: Eddy currents in a di�usion MRI EPI sequence. Turning the di�usion gradient
G on/o� will induce additional magnetization (blue lines) with slow decay
reaching into the readout (echo) phase.
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a b c

Figure 2.13: Eddy-currents-caused distortions in di�usion-weighted images. (a) An axial
slice of an undistorted volume, (b,c) volumes distorted by eddy currents e�ects
showing the zooming e�ect. The yellow contour shows the brain outline of the
undistorted volume. All volumes were acquired with b-value of 3000 s·mm−2

during one session.

The eddy currents build up during the activation phase of a gradient and decay in
the o�-gradient phases as illustrated by Figure 2.12. This slow exponential decay of
additional �eld during the readout (echo) phase causes geometrical distortions of the
resulting image as illustrated on a di�usion acquisition sequence in Figure 2.13. An
eddy current �eld will add to the spatial-encoding gradient, which will modify the
k-space traversal in the signal readout phase and result in geometrical distortion of
the reconstructed image. The kind of distortion depends on the eddy-currents-induced
gradient direction. For example, an eddy current gradient in the x-direction will result in
a sheared k-space traversal and the reconstructed image will su�er from a xy-shearing
distortion, whereas an additional gradient in the phase-encoding direction (mostly y)
will stretch the traversal and lead to zooming e�ects in the reconstructed image.

In the �rst EPI sequences for di�usion MRI, the e�ects were particularly severe, however,
new acquisition sequences with reduced eddy currents, like the widely adopted twice
refocused spin echo were proposed [91].

2.4.3 Higher Order Distortions

The head motion and eddy-currents-induced distortions are the most relevant sources
of image misalignment in di�usion MRI sequences but also other e�ects and distortions
can occur. In the ideal case, the scanner’s static �eld B0 is taken as homogeneous but
this assumption does not hold in real conditions. First, the �eld itself is prone to minimal
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�uctuations, and second, the scanned tissue itself is diamagnetic and the �eld inside will
become inhomogeneous. However, the B0 inhomogeneities (or susceptibility artifacts)
a�ect all di�usion images in the same manner and do not produce misalignment e�ects
between the di�erent volumes, but they have to be accounted for when transferring
the dMRI data into the reference frame of structural data (f.e. the T2-weighted image).

All previously described artifacts originate from distortions (or inhomogeneities) of
the phase-encoding gradients. If the frequency-encoding gradients are a�ected, they
cause a zigzag o�set between the lines in the k-space readout and lead successively to
so-called ghosting artifacts (a shifted overlay) in the reconstructed image [76].

2.4.4 Conclusion

Clearly, the distortions and artifacts explained in the previous section negatively in�u-
ence the image data, and if uncorrected, this in�uence propagates into all subsequent
analysis steps. One of the distortion consequences is the misplacement of the voxels in
the di�erent weighted volumes, regardless whether the motion or eddy-currents-caused
distortion were its origin. This misplacement, in turn, will a�ect the signal model �tting
procedure by reducing its precision and explanatory power.

The impact of imprecise preprocessing of the di�usion-weighted images was evaluated
in multiple aspects. An initial alignment error in the data, for example in DTI studies,
can in�uence the resulting scalar maps [50] or can a�ect the results of �ber tracking
and connectomics-based evaluation in HARDI data [32] or result into spurious group
di�erences [117]. The tractography is known to pro�t from higher b-value acquisi-
tions [35], which directly in�uences the connectomics analysis [42]. Here the initial
misalignment e�ect would be more pronounced, as the proneness to imaging artifacts
increases with higher b-values.

These �ndings assign a key role to the image preprocessing step which aims at mitigat-
ing the distortions to provide a reliable basis for the data analysis steps.





Chapter 3

State of the Art

This chapter aims to give context to the presented new work. To give a sense of the
capabilities and limitations this work aims to address, Section 3.1 reviews the current
methods in di�usion-weighted MR artifact and motion correction. A background of
ongoing research in the �eld of general image registration (Section 3.2) is followed
by a more thorough discussion on evolutionary optimization principles and methods
(Section 3.3) as one of the more promising avenues for the motion correction of dMRI
scans, with a particular focus on their extension for handling multiple objective func-
tions. In the last section (3.4) hybrid approaches in evolutionary optimization and
their application to image registration in both single- and multi-objective settings are
introduced as they o�er great potential for addressing some of the problems presented
in Section 3.3.

3.1 DWMRI Distortion Correction

In the previous chapter, the common acquisition artifacts (Section 2.4) and their impact
on typical data analysis approaches in di�usion MRI (Section 2.3) were presented. In
conclusion: to achieve a reasonable quality in the subsequent micro-tissue analysis a
robust handling of the artifacts that can occur during the acquisition becomes essential.
Thus, a proper data preprocessing grew to a separate �eld of interest within di�usion
MRI research. In this section, the state-of-the-art correction approaches are introduced.
These can be separated by their point of application into three groups: the rejection
approaches that aim at detecting and discarding of the corrupted imaging volumes
prior to the processing steps (c.f. Section 3.1.1); the prospective correction approaches
(introduced in Section 3.1.2) that use an additional MRI-independent measurement to

27
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detect and compensate the distortion during acquisition and the retrospective correction
approaches that employ image registration methods to eliminate the distortion from
the reconstructed images after the acquisition (c.f. Section 3.1.3).

3.1.1 Rejection Approaches

A straightforward approach to distortion correction is to discard the a�ected images
from further processing. A combined approach to outlier detection and elimination
was presented for the special case of di�usion tensors—the RESTORE estimator for DTI
sequences adapts the �tting method of iteratively reweighted least-squares �tting to
allow detection of possible outliers and to subsequently exclude them from the model
�tting [17]. The authors further improved their approach recently for datasets with
low number of acquired di�usion volumes [18], and at the same time, Pannek et al. [83]
proposed a closely related approach using spherical harmonics for the reconstruction of
the fODF and thus enabling reliable outlier detection also for higher b-values. However,
the rejection approaches are only of limited use as was pointed out by Elhabian et al. [34]
in their evaluation of motion correction schemes on the subsequent processing steps.
They concluded that volume rejection approaches can be used only if less then 10% of
the volumes are removed. Such amounts of corrupted volumes may not be reached in
scans of young healthy subjects, however can occur while scanning elderly patients,
small children or in consequence of the subjects’ health condition. The authors also
conclude, that further gradient removal should not result in unbalanced sampling of
the q-space to maintain the uniform distribution of the gradients on the sphere.

3.1.2 Prospective Motion Correction

Common to all prospective approaches is the need for an additional measurement of
subject’s motion independent of the di�usion-weighted MR signal itself. Aksoy et al. [2]
presented an optical, real-time prospective correction system. It consist of a small
camera mounted on the head coil that tracks the movement by capturing a unique
checkerboard pattern attached to subject’s forehead.

To overcome the limitations posed by an additional, independent and magnetic-�eld
resistant tracking system, the approaches using only the acquired data itself are gaining
more and more attention. A correction and re-acquisition scheme was proposed by
Benner et al.– the di�usion-weighted prospective acquisition correction [13]. Here,
the motion is compensated by registering the moved imaging volume to an unmoved
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reference volume with the same b-value and in case of signal drop-outs due to severe
motion, the volume is reacquired. Further approaches use additional MR sequences,
so called navigators, instead of the data itself. Kober et al. [63] used free induction
decay (FID) navigators in each imaging volume in order to detect subject’s motion by
volume-wise comparison of the navigator signal. If motion is detected, an additional
unweighted b=0 s·mm−2 image is scanned to provide a stable contrast for subsequent
correction performed by retrospective registration of the additional unweighted images.
The imaging volume that triggered the motion detection is scanned again after the extra
b0 scan. Alhamud et al. [4] introduced the usage of volumetric navigator scans that
contain 3D anatomical information for direct computation of the motion parameters
which should provide motion estimates that are not a�ected by the di�usion gradients
even at higher b-values, and extended the work very recently also for the compensation
of B0 �eld inhomogeneities [3].

While minimizing the e�ects of bulk motion during acquisition, the prospective ap-
proaches do not address the artifacts that originate from other sources, in particular the
eddy currents caused distortions. In addition, the prospective approaches are limited
either by the extra measurement hardware, or by the necessary sequence modi�cation,
which are both not easily deployed into clinical practice.

3.1.3 Retrospective Motion Correction

The approach of pairwise image registration was used among the �rst methods in
DWI motion and artifact correction [11, 46]. The �rst seminal work was presented by
Rohde et al. [94] who considered a 6 Degree of Freedom (DOF) rigid-body transformation
compensating the head motion together with an 8 DOF function describing the e�ects
by eddy currents in a uni�ed cost function. Another seminal work was later presented
by Mohammadi et al. [72] who proposed to optimize a full-a�ne transform (12 DOF)
under the minimization of normalized Mutual Information (nMI) metric. The authors
further demonstrated, that their approach successfully corrects both motion and eddy-
currents-induced distortions and hence is equivalent to the solution by Rohde et al.

As a consequence of Mohammadi et al.’s work, later proposed retrospective correction
methods implement their full-a�ne transform approach. Hence, they di�er in the
choice of the �xed and moving images in the pairwise registration settings, as well
as the choice of image metric (see Section 3.2 for de�nition). The methods will be
explained on a multi-shell DW image and illustrated by alterations of the Figure 2.5
(c.f. Section 2.2, p. 15). The target reference space in the following is the voxel-space
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Figure 3.1: Unweighted reference correction scheme. The solid line arrows in the DW Image
scheme on the left side indicate the pairwise registration tasks with moving
image at tail and reference image at head. On the right side, exemplary images
from two di�erent b-shells from an in-vivo dataset are shown.

de�ned by the unweighted (b = 0 s ·mm−2) image I0. It can be assumed that there is
only a single unweighted image, otherwise, if multiple unweighted images are acquired,
they are aligned to the �rst one with respect to the normalized correlation metric and
the average of the aligned images is used in further processing.

Unweighted Reference Method

One of the most employed corrections is the method by Mohammadi et al. [72], with
all weighted images being registered to the unweighted image under the minimization
of nMI metric. The method is schematically depicted in Figure 3.1.

The unweighted reference method is well suited for typical DTI acquisition, since it
reliably aligns images at lower b-shells, typically acquired at b = 1000 s·mm−2. However,
it does not provide su�cient robustness for precise registration of weighted images at
higher b-values (b > 2000 s·mm−2). The application in alignment of HARDI single-shell
images acquired typically at b = 2000 s ·mm−2 is a limit case [33]. With increased
b-value, the overall signal in the weighted images and also SNR drop and the gradient
direction-dependent signal in �brous structures is more emphasized, as can be seen on
example slices from di�erent shells in Figure 3.1.
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b1 b2b0 = 0
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Figure 3.2: Extrapolation method correction scheme. The DW Image scheme on the left
side is enhanced by the simulated reference images (black triangles) computed
on the basis of a model (dashed line). The corresponding pairwise registration
tasks (solid line arrows) aim from the moving image (arrow tail) to the simulated
reference image (arrow head). On the right side, an image from a b=3000 s·mm−2,
the corresponding simulated reference image and the b =0 image are shown.

Extrapolation Methods

To overcome the contrast di�erences between the unweighted and the weighted images
for increasing b-values, approaches using reference images that better mimic the signal
on higher shells were introduced [10, 12]. Common to the approaches is the usage of a
signal modelM for the estimation (extrapolation) of the dMRI contrast, in this case the
DTI model (see Section 2.1.3 for de�nition). In a generalized form, a di�usion-weighted
MR signal modelM can be described as a function which depends on the b-value and
the di�usion gradient direction g:

M = M (b,g)

and can be �tted to the measured data Y with some residual error ϵ

Y = M̂ (b,g) + ϵ

The model �t then provides the base for the simulation (extrapolation) of the new target
image Isim for a �xed b-value b′ and a gradient direction g′ by simply evaluating the
�tted model at each voxel position x:

Isim(b
′,g′) (x) = M̂ (b′,g′) (x), x ∈ Ω(I0)



32 Chapter 3 State of the Art

Evaluating the model at positions x from the voxel grid of the unweighted image Ω(I0)

guarantees the simulated image to align perfectly with the registration target space.
The registration of an uncorrected weighted image J is then computed by using the
corresponding simulated image Isim(bJ ,gJ ) as �xed image as illustrated in Figure 3.2.
Here also the full a�ne transform is optimized while minimizing the NMI Metric
between the simulated and the uncorrected moving image. In cases where the b-value
shells required for the model-�t are not yet corrected, a pre-alignment of the respective
weighted images should be performed, f.i. by the unweighted reference method.

Similarity Methods

A model-free approach for the alignment of higher b-value gradient images was pro-
posed by Zhuang et al. [122]. The idea is to use the contrast similarity of two weighted
images from di�erent b-shells with similar di�usion gradient directions g, g′. The dMRI
signal of white brain matter depends mainly on its orientation relative to the gradient
direction g and will alter proportionally to the angular di�erence between g and g′.
As schematically illustrated by Figure 3.3, for an uncorrected weighted image, the
weighted image with the smallest gradient angular di�erence is selected from a lower
b-shell as �xed image. Since the eddy currents strength increases with the b-value, a
full a�ne transform minimizing the nMI metric is computed. The method is identical
with the unweighted reference method at the lowest b-shell and requires a sequential
registration of the di�erent shells to provide an initial alignment of the �xed images
and guarantee their alignment with the target registration space of the unweighted
image.

Even though both extrapolation- and similarity-based correction approaches improve
the insu�cient performance of the standard unweighted reference method at higher
b-shells, they still can produce a registration outlier, especially in the presence of higher
distortions. The similarity-based method relies strongly on a perfect alignment of
the lower shells, otherwise an initial alignment error of a selected �xed image will
propagate and possibly increase when correcting the higher b-shells.

For the extrapolation-based methods, an approach using improved extrapolation of the
two-compartment CHARMED [6] model and thus better simulated reference images
was published very recently by Nilsson et al. [79]. The authors presented a robust way
of �tting the signal fraction of the two tensor compartments of the CHARMED model
taking the partial volume e�ects as well as the CSF compartment signal into account.
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Figure 3.3: Similarity-based correction scheme. The corresponding pairwise registration
tasks (solid line arrows) aim from the moving image (arrow tail) to the reference
image (arrow head) on a lower b-shell. On the right side, exemplary images at
b=1000, 3000 s ·mm−2 with similar gradient direction and the b =0 image are
shown.

In a general remark to both retrospective and prospective approaches that aim at
estimating and correcting of the motion transform, Leemans et al. [65] pointed out the
necessity of proper handling of the B-matrix when rotation is applied during motion
correction. Since the dMRI data is not rotationally invariant, the di�usion gradient
direction gi of an image volume must be also corrected with the rotational part of the
corresponding transform Ti : gi → Rot(Ti ) (gi ).

3.1.4 Discussion

The rejection approaches present a simple method for minimizing the in�uence of
distorted gradient volumes on the subsequent data processing. However, this approach
is applicable only if a small portion of gradient volumes is rejected and if a balanced
sampling of the q-space and hence a uniform distribution of the gradients is maintained
afterwards. The requirement for sampling uniformity is ful�lled automatically by the
prospective approaches, however, the correction is limited by the necessity of either
an additional hardware providing the motion measurement or modi�cations of the
acquisition sequences, which are not easily deployed into clinical practice. Furthermore,
the prospective approaches address only artifacts caused by bulk motion of the subject
and leave other acquisition artifacts (e.g. the ones caused by eddy currents) uncorrected.
Due to their ability to e�ectively compensate both motion and acquisition artifacts, the
retrospective approaches became the most popular method applied in di�usion-MRI data
preprocessing. However, the signal characteristics of higher b-value images that are
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required by the more precise higher-order signal models pose a challenging task and the
image registration can fail at the correction of such images. This behavior was at �rst
shown for the unweighted reference method and b-values of above 2000 s·mm−2, but
even the extrapolation and the similarity-based retrospective approaches can produce a
registration outlier for low SNR conditions or in the presence of acquisition artifacts. The
following sections on image registration and optimization in general aim at examining
the reasons for this behavior.

3.2 Image Registration

Image Registration (IR) belongs to the fundamental tasks in (medical) image processing
as it, in a general formulation, provides a spatial correspondence of two or more images.
Such classes of problems arises when a combination or fusion of di�erent data sources
is required. The data can be acquired at di�erent times (e.g. longitudinal studies), with
di�erent modalities (e.g. CT-MR fusion), with di�erent subjects (e.g. atlas construction
for group studies) or from di�erent viewpoints (e.g. in computer-assisted scenarios).
The task is – given two images I , J – to �nd a spatial transformation for one of the
images such that the transformed image matches the other one. In the usual notation,
the transformed image is referred to as moving or template image, the other one is
referred to as �xed or reference image. Following the notation in [71], an image can
be understood as a d-dimensional mapping from a spatial domain set Ω ⊂ Rd to R. It
assigns each spatial point x ∈ Ω a gray value b (x ). The task of image registration is to
�nd a suitable mapping φ : Rd → Rd such that some given (image) distance measure
D : I × J → R between two images I , J is minimized, i.e.

min
φ
D (I , J ◦ φ). (3.1)

To reduce the space of possible transforms, φ is typically searched for in some class of
transforms which is explicitly restricted by the application. If only rigid movement is
possible, for example in the registration of bone CT images, it su�ces to search for rigid
transforms, i.e. φ (x ) = Qx + b where Q ∈ Rd×d is an orthogonal matrix with detQ = 1
describing the rotation and b ∈ Rd the translation vector. Additionally, allowing scaling
and shearing leads to the class of linear (full a�ne) transforms with φ (x ) = Ax + b

where A ∈ Rd×d is a real valued matrix with detA > 0. In case of 3D images, the full
a�ne transformation has 12 Degrees of Freedom. φ can also be restricted implicitly as it
is for the class of deformable transforms. For meaningful transforms either smoothness
(φ ∈ C2(Rd )) or even di�eomorphism is required.
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The general de�nition (3.1) combines the two key components of image registration.
First, the similarity measure D, also called image metric and second, the optimizer
�nding the metric’s minimum D → min have to be speci�ed. These two components
will be explained in detail in the following sections.

3.2.1 Image Metrics

Image registration approaches can be categorized by multiple facets. For the de�nition
of image metrics, the most important di�erentiation is between feature- and intensity-
based methods. The former extract only some information from the images and de�ne
the metric on the basis of a distance measure of the selected features, for example the
Euclidean distance. The latter ones take the whole image information into account.

One of the simplest similarity measures is the sum of squared (intensity) di�erences:

SSD(I , J ) =
1
N

∑
x∈Ω(I ,J )

|I (x ) − J (x ) |2 . (3.2)

A more stable measure allowing linear relationship between the intensity values is the
normalized correlation coe�cient

CC(I , J ) =

∑
x∈Ω(I ,J )

(
I (x ) − Ī

)
·
(
J (x ) − J̄

)
[∑

x∈Ω(I ,J )

(
I (x ) − Ī

)2 ·∑x∈Ω(I ,J )

(
J (x ) − J̄

)2]0.5 (3.3)

Both metrics are only suitable for registration tasks of images from the same imaging
source (CT, MR, etc.). In multi-modal medical image settings, the dependencies between
the intensities are typically non-linear and the CC cannot re�ect this relationships.
This leads to the introduction of entropy based image metrics, with Mutual Information
(MI) being the most prominent among them.

Mutual Information

The consideration of image registration as a task of maximizing the amount of shared
information in two images leads to the usage of information as a similarity metric [45].
The most common de�nition of information measure goes back to Shannon’s entropy

H = −
∑
i

pi logpi ,
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Figure 3.4: Visualization of the Mutual Information metric in ideal case. For two aligned
images with similar intensities and low noise levels the values of the MI metric
are densely sampled for the translation and rotation along the optimal alignment
position.

initially de�ned in information theory for a set of symbols with associated probabilities
pj . In the context of image registration, the probabilities pi translate directly into
the distribution of di�erent voxel intensities (histogram). Entropy H (X ) measures
the uncertainty of a random variable X . In the presence of another variable Y the
conditional entropy H (X |Y ) measures the uncertainty of X when Y is known (to avoid
a symbol collision with the information I (.), this paragraph will use the notation X ,Y

instead of I , J for the images). Hence, the di�erence

I (X ,Y ) = H (X ) − H (X |Y )

expresses the amount of information Y provides about X . The fact that X and Y can
be interchanged leads to the term mutual information. An equivalent de�nition arises
when considering the joint entropy of X and Y :

H (X ,Y ) = −
∑
x

∑
y

pXY (x ,y) logpXY (x ,y)

instead of the conditional leading to:

I (X ,Y ) = H (X ) + H (Y ) − H (X ,Y )

Both, the conditional and the joint entropy can be computed only for the overlap and
the measure as de�ned above depends on the size and the contents of the overlapping
region [88]. To overcome the sensitivity of the basic mutual information metric to the
overlap of X and Y , a more robust version, the normalized Mutual Information (nMI)
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metric was proposed [106]:

I (X ,Y ) =
H (X ) + H (Y )

2H (X ,Y )
(3.4)

3.2.2 Registration Optimizer

The optimization task in image registration is given by the equation (3.1) which can be
reformulated to

φ̂ = arg min
ϕ
D (I , J ◦ φ) (3.5)

For non-parametric registration techniques which do not employ a parametric model
of the transformation (or deformation), the metric D must be extended by some regu-
larization term R (.) to ensure smoothness of φ̂ [60] which reads on an example of the
Mutual Information (MI) metric as follows:

D (I , J ◦ φ) = −MI(I , J ◦ φ) + ω R (φ).

In parametric registration, the optimal transform φ̂ is determined through an iterative
strategy

φk+1 = φk + akdk , k = 0,1,2, . . . (3.6)

with the search direction dk at iteration k , and a scalar gain factor ak modulating the step
size along the search direction. Successful optimization selects the search directions
and gain factors such that the sequence {φk } converges to a local minimum of the
cost function D. The di�erent methods di�er in the kind of modulation of the search
directions and the gain parameter.

The class of gradient descent optimizers follows the direction of the negative gradient
of the cost function

φk+1 = φk − ak · ∇D (φk ) (3.7)

with ak being the critical parameter for hitting the minimum. Too small ak will slow-
down the optimization process while too large values will end up in an oscillation
behavior and thus a smart strategy for an adaptive choice of ak is required. The regular
step gradient descent starts with relatively large a0 and reduces the value if the gradient
direction changes by more than 90◦ which means that the searched minimum is placed
somewhere between the current and the previous position. The line-search gradient
descent tries to estimate the best value for ak by performing an iterative search along
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the gradient’s direction
ak ← min

α
D (φk + αdk ).

Even more sophisticated adaptive strategy is employed by the adaptive stochastic
gradient descent [59].

Other classes of optimizers di�er from the gradient descent approaches by consid-
ering di�erent descent directions dk . In addition, the conjugate gradient optimizer
computes the conjugate gradient direction sk and searches for the minimum of D in an
optimization subspace:

dk = −∇D (φk ) + βksk−1.

The Newton optimizer takes the second order Taylor expansion of f (φk ) into account
and considers the reciprocal of the quadratic term , i.e. the Hesse-matrix Hk = HD (φk ):

dk = −[Hk]−1∇D (φk ).

The derived quasi-Newton methods use an iterative approximation Bk of [Hk]−1 rather
than computing a direct estimate of Hk itself:

dk = −Bk∇D (φk ).

Multi-resolution Registration

The common image registration metrics provide a precise guidance for the local search
optimization. However, they su�er from a limited attraction radius and an initial mis-
alignment of the images can potentially exceed it. To minimize this possibility, the
image registration is carried out in a multi-resolution manner. The so-called pyramid

8x 4x 2x

Figure 3.5: Image pyramid for multi-resolution registration. A single axial slice from a
T2-weighted image is shown at di�erent resolution (pyramid) levels from left
to right. The down-sampling factors are shown in the bottom-left corner, the
rightmost image shows the full resolution.
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image registration approach considers a set (a pyramid) of downsampled copies of
the moving and �xed images (example given in Figure 3.5), by choice coupled with
Gaussian smoothing [68, 88]. In multi-scale approaches, the image pyramid is built
only by Gaussian smoothing without downsampling. At the most coarse level, a rough
estimate of the registration transform φ can be quickly determined and re�ned at the
�ner levels of the image pyramid. In addition, a reasonable initial estimate can reduce
the computational e�ort on �ner scales. However, the multi-resolution approach must
be re�ected by the optimizer by adapting the relevant parameters (e.g. the maximal
step size) at each resolution level.

A comprehensive list of related literature can be found in several review studies, either
on image registration in general [123], for the �eld of medical image registration [81,
103], or on a speci�c class of problems, e.g. mutual-information-based registration [88,
60].

3.2.3 Discussion

Image registration is a local optimization method capable of providing robust image
alignment if the “boundary” conditions are ful�lled. These are: a pronounced global
minimum of the image registration metric at the position of perfect alignment and
by possibility no distinct local minima at other positions, the starting position for the
registration located within the attraction area of the metric’s global minimum and a
con�guration of the optimizer allowing to reach the position of the global minimum.
The global minimum condition on the image metric is ful�lled in almost all real-world
image registration tasks, the attraction area and the con�guration condition can be
addressed by employing a pyramid (coarse-to-�ne) optimization strategy with adaptive
settings at each pyramid level. The local minima condition is the most vulnerable
one. In retrospective correction approaches, it can be violated especially at low SNR
levels like in higher b-value gradient images, or in cases where the metric cannot fully
describe the image characteristics like in the gradient-dependent signal.
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3.3 Evolutionary Optimization

An optimization problem is a search for a minimum of a function f in the search (or
optimization) space Ω

min
x∈Ω

f (x ) (3.8)

possibly with some additional constraints of the type дi (x ) ≤ bi . In general, such
problems are di�cult to solve, except for special classes of problems, where the optimal
solution x∗ can be obtained analytically (for example least-squares problems), or at
least e�ciently (for example convex optimization or linear programming problems). To
provide at least a high-quality solution, i.e. not necessarily the optimal one, but near to
the true optimum, in case none of the e�cient methods is applicable, several heuristics
and meta-heuristics were developed.

A heuristic approach tries to iteratively improve an initial solution guess, either in a
constructive manner (greedy algorithms) or by means of a local search in the optimiza-
tion space (hill-climbing, gradient methods etc.). The traditional image registration
optimization belongs to the class of local search approaches. Meta-heuristics can be
understood as standing on a level above the heuristic approaches since they are strate-
gies that actively guide a local search method, or a heuristics in general. They are often
not problem-speci�c and permit an abstract description. A meta-heuristic can act on a
single point during the local search, controlling its trajectory through the search space.
This class of trajectory methods includes approaches like simulated annealing, tabu
search or simple evolutionary strategies. Or a meta-heuristics can employ a population
of points in the search space and control their evolution during the optimization process.
The latter, also called evolutionary optimization approaches, will be detailed in the
following paragraphs.

Population-based Approaches

The underlying idea common to all population-based approaches is the "survival of
the �ttest" principle, inspired by the natural selection, which causes a rise in the
global �tness of a developing population. The natural process is mirrored in selecting
some of the �tter population members and employing recombination and mutation
operators in order to create a new generation of candidate solutions. In optimization,
each member of the population represents a solution candidate and has an associated
�tness value measured by a �tness function, often the optimization function f (.) itself.
Recombination takes place by allowing two selected members to produce an o�spring,
whereas mutation alters a single candidate in a random manner. Hence, the fundamental
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forces in evolutionary optimization are the selection that increases the population �tness
and the variation (recombination, mutation) that maintains the necessary diversity in
the whole population. The most prominent population-based evolutionary methods
are Genetic Algorithms (GAs), Evolutionary Algorithms (EAs) and Particle Swarm
Optimization (PSO) approaches. Some of the applications of EA and GA can by found
in review articles [52, 28], the PSO will be introduced in detail in the next paragraph.

3.3.1 Particle Swarm Optimization

Similar to EA and GA the meta-heuristics PSO, originally proposed by Kennedy and
Eberhardt [57], uses a population of particles. In contrast to EA, no explicit recombi-
nation and mutation operators are used. Using the term swarm is motivated by the
nature’s example of �sh or bird swarms and the dynamics of their collective motion
and their social behavior, where the individual members pro�t from the discoveries and
previous experience of all other members [57]. An animal swarm has no designated
coordinator, but each individual member interacts with its local neighbors by following
their movement while avoiding collisions. To mimic this behavior, the PSO considers
along with the particle swarm {p1, . . . ,pN } a set of associated velocities {v1, . . . ,vN }
which are both iteratively updated while taking the swarm’s experience on the opti-
mization function f (.) into account. Each particle tracks its historical best position
pbest,j with

f (pbest,j ) ≤ f (p
(t )
j ),t = 0, . . . ,T

and further the swarm maintains its global best particle pgbest with

f (pgbest) ≤ f (p
(t )
j ), j = 0, . . . ,N .

At each iteration t → t + 1 the velocity of each particle pi is updated according to the
velocity update equation:

v
(t+1)
i = ω v

(t )
i + c1 · r1 ·

(
pbest,i − p (t )i

)
+ c2 · r2 ·

(
pleader − p (t )i

)
(3.9)

The position of the particle is updated through

p
(t+1)
i = p

(t )
i +v (t )

i (3.10)
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The velocity equation (3.9) contains several parameters in�uencing the behavior of
PSO signi�cantly. The inertia weight ω controls the impact of the history of previous
velocities and can allow faster direction changes. The learning factors c1,c2 control the
attraction of a particle to its own success and to the neighboring particles, respectively.
They are scaled by the uniform random factors r1,r2 ∈ [0,1]. The cognitive factor
c1 represents the attraction towards the historical best position, the social factor c2

represents the attraction to the leading particle. The selection of the leading particle
pleader modulates the cognition range of each particle, also called the neighborhood
topology of the PSO [92]. The main approaches consider either all particles connected,
i.e. it is pleader = pgbest, or take only the k-nearest neighbors into account and set
pleader = plocalbest,k . The leader selection will become even more important in the
extension of PSO to multi-objective optimization problems later in this chapter.

The application area for PSOs is vast as documented in the comprehensive survey of
di�erent PSO approaches given recently by Zhang et al. [120].

3.3.2 Multi-objective Approaches

Real-world optimization problems typically have to satisfy multiple, and often compet-
ing cost functions (e.g. project duration and project costs). The problem of �nding an
equilibrium leads to the class of multi-objective optimization approaches. In general,
the multi-objective (MO) problem is de�ned as a minimization (maximization) of

F (x ) = ( f1(x ), . . . , fk (x ))

possibly subject to some constraints дi (x ) ≤ bi .

A straightforward approach is to reduce the problem dimensionality by aggregating
the multi-objective function F (.) to a scalar-valued F ′(.), the simplest example here is
the weighted sum

F ′(x ) =
∑
i

wi fi (x )

of the multiple objectives. The lexicographic approach avoids the usage of aggregating
functions, by sorting the single objectives fi (.) by their importance and optimizing
them by �rst �nding the optimal solution x∗1 for the most important one and then
consecutively optimizing the others while using constraints �xing values for the al-
ready optimized f1(x ) = f1(x

∗
1 ), . . . fj (x ) = fj (x

∗
j ). Aggregating approaches are both

easy to implement and understandable while allowing to employ standard search-
based algorithms to detect the optimum. However, they require a priori knowledge
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in determining either appropriate weights wi or proper ordering, respectively [23].
Population-based meta-heuristics (MHs), on the contrary, seem to be particularly suited
for MO problems as their straightforward extensions directly allow realization of the a
posteriori approaches, where �rst a search as widespread as possible is performed and
the decision process is made afterwards.

One class of prominent a posteriori approaches is based on the usage of sub-populations,
each one assigned to optimization of the single-objective fi (.). The main challenge
in such cases is the information exchange between the sub-populations to progress
towards the global optimum. One of the �rst published approaches, the Vector-evaluated
Genetic Algorithm (VEGA)[99] shu�es all sub-populations together to apply the usual
GA’s crossover and mutation operators.

An important term in the �tness estimation of di�erent solution candidates is the Pareto
dominance. A candidate solution x is said to dominate another candidate y if and only
if moving from y to x will improve one objective while staying at least same in the
remaining, or formally fi (x ) ≤ fi (y) ∧ ∃i fi (x ) < fi (y). The global optimum is per sé
a non-dominated point. The set of all non-dominated points is called the Pareto set,
the set of objective functions values over the Pareto set is called the Pareto front. The
Pareto Sampling techniques complete the classi�cation of the a posteriori approaches.
Inspired by the VEGA, Parsopoulos et al. [84] proposed a MO-variant of PSO—the
Vector-evaluated Particle Swarm Optimization (VEPSO). The communication strategy
between the single-objective swarms is realized through sharing the best experience,
the pgbest. However, the best particles are estimated only locally in each swarm, i.e.
only with respect to the single objective function. The Pareto-based methods search
for a global leader in all non-dominated points across the whole swarm, evaluating all
objective functions for each particle. The di�erent variants of the Pareto-based methods
are described in the comprehensive overview of both multi-objective Evolutionary
Algorithms and Genetic Algorithms by Coello et al. [23] or in a more recent one by
Zhou et al. [121]. Multi-objective PSO approaches were reviewed by Reyes-Sierra and
Coello [92] and by Parsopoulos and Vrahatis[84].

3.3.3 Discussion

The main strength of EAs lies in their ability of global search space exploration. In this
way, they address the limitations of local methods in the presence of local minima of the
optimization function. Their application to image registration problems was examined
in several con�gurations. Das and Bhattacharya [27] showed superiority of an original
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PSO method over a GA-based registration in their comparative study for 2D CT-MR
registration. The authors used a multi-resolution approach in both settings. However,
they presented only a qualitative (visual) comparison of the registration results. In
a direct application to intensity image registration, the main disadvantages of basic
PSO or other meta-heuristic approaches are that they tend to perform worse compared
to straight local search methods, are more di�cult to con�gure and not e�cient in
computing local optima with high precision [112].

3.4 Memetic Optimization Approaches

To increase the e�ectiveness and e�ciency in locating the Pareto front, hybridized
population-based meta-heuristics incorporating generic local search techniques to
improve the candidate solutions were proposed. Moscato [73] introduced the notation
of memetic algorithms for such approaches, inspired by Dawkins’ "meme" [29], to
express a unit of evolution that can individually adapt the information it transfers.
Petalas et al. [86] proposed a memetic version of PSO and presented an evaluation on
a large set of test problems, including constrained and unconstrained, minmax and
integer optimization problems. The authors conclude that, from an optimization point
of view, memetic algorithms have been shown both to require orders of magnitude
fewer evaluations to �nd optima (i.e. they are much more e�cient) and to identify
higher-quality solutions (i.e. they are more e�ective).

Application to Image Registration

To overcome the limitations of pure EAs in the application to image registration, hybrid
approaches have been introduced recently. Lin et al. [67] proposed a hybridization of an
original PSO through incorporation of two GA concepts—sub-population and cross-over
operators—in 3D rigid image registration. The crossover operation is performed only
with the two best-ranked (with respect to the MI cost function) sub-population leader.
In the feature-based registration Santamaría et al. [97] proposed an approach based on
scatter search, an evolutionary optimization method which is based on the original GA.
However, they use a systematic combination between the solutions instead of random
one.

Following the idea of memetic algorithms, a class of sequentially hybridized approaches
tries to combine the advantages of both local and global approaches, e.g. by adapting
a two-step procedure with a global initialization and a local re�nement step: Ka-
gadis et al. [55] used a GA hybridized in the last optimization stage by a local search
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with a multi-dimensional Powell method for volumetric- and surface-based registration
of CT and SPECT images and extracted surfaces, respectively. He and Narayana [47]
employed a GA in the continuous space in combination with dividing rectangle, a
deterministic local method, for the optimization of MI in rigid-body registration of
brain MR images. They realized the image registration in multi-resolution manner,
applying the GA only at the coarsest level to estimate starting positions for the local
method at the �ner resolution levels. A similar multi-resolution hybrid approach was
presented by Xu et al. [116], where a di�erential GA is used at the coarsest resolution
level to provide initial solutions for the Powell’s method employed at further resolution
pyramid stages. Du et al. [30] utilized simulated annealing (SA) at the coarsest resolu-
tion level for the estimation of good initial positions for the subsequent computation
by Powell’s local search. A pure memetic method for (feature-based) image registration
was �rst proposed by Santamaría et al. [98] where the authors embed the local search
into each EA iteration, instead of using the EA only for global initialization, showing
an increased performance when compared to the sequential hybridized EAs.

In traditional image registration, a weighted aggregation approach was already used in
the formulation of a multi-metric registration problem by Avants et al. [9, 8]. In the
proposed case of �xed weights, only a single non-dominated point is optimized per
optimization run. First application of population-based meta-heuristics to intensity-
based image registration goes back to Wachowiak et al. [112]. The authors propose
and evaluate a simple PSO with several adaptations in the multi-modal settings using
the MI metric and concluding the hybrid PSO using sub-populations to achieve the
best results. In their recent review article, Valsecchi et al. [110] summarize the EA
approaches in the intensity-based image registration, whereas Santamará et al. [96]
provided a comparison of EA-based methods in feature-based image registration.

3.5 Conclusion

The three main approaches in di�usion-weighted image preprocessing were introduced
in this chapter. The rejection approaches that discard corrupted gradient images from
further processing, the prospective correction approaches, which extend the acquisition
set-up by implementing a detection of motion corruption in order to trigger a re-
acquisition and the retrospective correction approaches that employ image registration
methods to correct for the acquisition artifacts afterwards. The latter one can correct for
both motion and eddy currents artifacts, while not losing image information essential
for precise evaluation of higher-order models through removal of uncorrected images.



46 Chapter 3 State of the Art

For this reason, the retrospective approaches became the most common way in di�usion
MRI preprocessing.

However, since the retrospective methods are based on image registration techniques,
the correction precision relies on the capabilities of a local search optimization to locate
the global optimum. These can be impaired e.g. due to lower SNR levels or due to
less precise image metric, as can be seen for the unweighted reference method when
matching a gradient image at higherb-value to the unweighted image. The extrapolation
reference method aims at improving the image metric performance by mimicking the
gradient-dependent contrast with simulated reference images. The similarity reference
method achieves a metric improvement by using the signal similarity of two weighted
images from di�erent shells and with similar gradient directions. But even these metrics
do not remain completely outlier-free. However, due to the di�erences in the image
metrics associated with the three reference methods, the conditions for a registration
outlier are likely also to be di�erent. Thus, a multi-objective formulation could provide
a robust registration approach for the correction of di�usion-weighted images.

The global optimization approaches like GAs or PSO �rstly provide great capabilities
in global space exploration and secondly can be extended to multi-objective problems
in a straightforward manner. But, when applied to image registration they are not as
precise as the local methods in localizing the global optimum. A local method (e.g.
image registration) will most probably reach the global optimum when provided with
a starting position near in its proximity.

However, a hybrid optimization approach that combines both global and local methods,
can take advantage of the complementary abilities of the global method’s search space
exploration while allowing a precise localization by the local one.
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Methods

The key objective of this thesis is to develop a robust retrospective registration method
for correction of motion and acquisition artifacts in di�usion MRI data. The main
target in the method’s design is to minimize registration outliers by better exploiting
the di�erent intensity similarity relationships between the individual volumes in a
di�usion-weighted image. The contribution splits into three main parts:

(A) Design of a meta-heuristic optimization scheme based on the memetic principle,
combining local search phases following multiple objective functions with global
PSO updates to overcome problematic areas in the search space.

(B) Construction of realistic synthetic di�usion-weighted datasets suitable for quan-
titative evaluation of retrospective correction approaches in di�usion MRI.

(C) Quantitative and qualitative evaluation of the proposed method (A) on both
realistic synthetic (B) and real in-vivo data.

Outline

This chapter is organized as follows: the design of the retrospective correction method
(contribution A) is presented in Section 4.1. The construction of validation datasets
(contribution B) is described in Section 4.2, where �rst the simulation of synthetic
datasets with motion and eddy-currents-caused artifacts is described (4.2.1) and second
the assembly of evaluation datasets for the in-vivo experiments is explained (4.2.2).
The remaining sections address di�erent aspects of the evaluation (contribution C).
Section 4.3 introduces two speci�c measures used for performance evaluation of the
proposed correction approach and the last two sections provide a full description of

47



48 Chapter 4 Methods

the evaluation data and the experiments settings for the synthetic (Section 4.4) and the
in-vivo datasets (Section 4.5).

4.1 Retrospective DWI Distortion Correction

In this section, the multi-objective memetic method for di�usion-weighted Image
(DWI) distortion correction is proposed. First, the objective functions used in the
multi-objective optimization are de�ned (4.1.1), followed by the description of the
memetic optimization scheme in general (4.1.2) and its adaptation to the speci�c case
of pyramidal image registration (4.1.3) and lastly the application of the optimization
scheme to dMRI data correction is introduced (4.1.4).

4.1.1 Objective Functions

This section formalizes the objective functions used in the proposed multi-objective
scheme. For the formalization, a �xed registration transform space T , a moving image
J , a �xed image I and an image similarity metric D (I,J ◦ φ) as de�ned in (3.1) are
considered. The di�usion-weighted image is handled as a set of 3D images {I0, I1, . . . , IN }
as de�ned in (2.14) with I0 explicitly denoting the unweighted image. The domain of I0
de�nes the reference (i.e. the target registration) space.

The retrospective head motion and artifact correction can be performed on the basis of
several alternative registration settings described in Section 3.1.3. These settings di�er
in the selected function assigning a �xed image I ∈ {I0, I1, . . . , IN } to each weighted
image J ∈ {I1, . . . , IN }.

The unweighted reference method registers all weighted images to the unweighted
one, hence I = I0 for all gradient images. The corresponding objective function

DNW = D (I0,J ◦ φ) (4.1)

will be further referred to as non-weighted reference (NW) objective. The transform
estimated by registration under the minimization of DNW will be denoted as φNW, i.e.
it holds

φNW = arg min
φ∈T

DNW, J ∈ I1, . . . , In,

The NW objective is depicted in Figure 4.1a.



Chapter 4 Methods 49

The extrapolation method uses a signal model M (b,g) to compute a simulated �xed
image M (J ) = M (b (J ),g(J )) for each uncorrected weighted volume J that �ts its
gradient direction g(J ) and b-value b (J ). The associated model-based reference (MB)
objective function is de�ned as

DMB = D (M (J ),J ◦ φ) (4.2)

and the estimated transform is denoted φMB. Since the modelM resides per de�nition
in the I0 space, the φMB provides an alignment with the target registration space
automatically. The MB objective is depicted on Figure 4.1b.

The similarity method selects the �xed image from a lower b-shell which has the
most similar gradient direction with J . This selection can be generalized in form of a
neighborhood operator N acting on the separate gradient images. This, with N , the
de�nition of the nearest-neighbor reference (NN) objective is as follows:

DNN = D (N (J ),J ◦ φ). (4.3)

The selected �xed image N (J ) does not necessarily align with the target registration
space, but provides this alignment over a transform φN (J ) which must be considered
in the de�nition of the estimated �nal transform φNN:

φNN = φN (J ) ◦ arg min
φ∈T

DNN.

The transform and the NN objective function are illustrated by Figure 4.1c. All three
objective functions will be used in the optimization scheme which is described in the
next section.

4.1.2 Optimization Scheme

Memetic methods are hybrid optimization approaches which extend some selected
population-based meta-heuristics by a local search method to improve the positions
provided by the global optimization. The proposed memetic optimization scheme
alternates a global phase based on a PSO with the local search phase realized by a
"standard" pairwise image registration as schematically depicted in Figure 4.2. The
search space is de�ned by the selected transform space T and each particle represents
a position in the search space, i.e. an individual transform φ ∈ T .



50 Chapter 4 Methods

b1 b2b0 = 0

φNW
J

I

(a) Non-weighted reference

b1 b2b0 = 0

M (J )

φMB

J
I

(b) Model-based reference

b1 b2b0 = 0

φN (J )

φNN

J

N (J )

(c) Nearest-neighbor reference

Figure 4.1: Visualization of the �xed image assignment for the objective functions on the
example of a high shell image. The moving image J is emphasized in red,
the assigned image I in blue. The solid red arrow marks the pairwise image
registration in each sub-�gure, φNW,φMB andφNN denote the transforms aligning
the selected moving image with the target registration space of the unweighted
image.M (J ) denotes the extrapolation of the simulated images and φN (J ) the
pre-alignment transform of the selected �xed image to the target registration
space.

Local Search

Motivated by the sub-populations in the VEPSO approach (cf. Section 3.3.2), the particles
are organized in separate swarms during the local search phase, one swarm per objective
function. The individual progression of each particle is guided by a single-objective
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pairwise image registration which is fully de�ned by the swarm-speci�c objective
function Di introduced in the previous section.

Global Update Step

The global update step is designed in a PSO manner. In contrast to the VEPSO approach,
which shares information across the swarms only through the locally estimated swarm
leaders, all particles from all swarms are considered as members of a single swarm during
the global update. This design allows a direct comparison of particles’ �tness values
and thereby selection of the leading particle(s) regardless of their swarm association.
In multi-objective registration settings, the image metrics are not competing against
each other but rather cooperating to detect the global minimum x∗. It is common,
and without loss of generality, to consider the registration as a minimization problem.
A well-designed image metric such as nMI will also have a global minimum at x∗.
However, it is not guaranteed for a local search to reach x∗, the search can get trapped
in some local minimum inside the attraction radius of the global optimum or even leave
the attraction area completely. In such cases one speaks of a registration outlier.

Let us consider the registrations guided by the single metrics D1, . . . ,Dm to stop at
points x1, . . . ,xm respectively. Then each metric Di will have at least a local minimum
at xi . The quality (the Pareto non-dominance) of the estimated minimum is assessed
by cross-evaluating all other objectives Dj,i at xi . A position xi reached by the local
search is more likely only a local minimum if it is dominated by some other position,

Local search Local search

In
iti
al
po

sit
io
n

PSO PSO

D3

D2

D1

Figure 4.2: Schematic depiction of the memetic search scheme for three objectives D1,
D2 and D3 depicted by di�erent line styles. During the local search, there is
one swarm per objective function (marked by small ellipses) and each particle
follows its corresponding single objective. In the global PSO step, particles are
cross-evaluated with multiple objectives and the leading particles are chosen
(magenta). In this example, N = 6 global particles and k = 2 leaders are chosen.
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more precisely if there exists a xj such that

Di (xj ) < Di (xi ), j , i .

For the global optimum it is

Dj (x∗) ≤ Dj (xi ), ∀j < m.

This consideration leads to the following de�nition of the Fitness Value (FV) for a
particle’s position pj :

FVj = FV(pj ) = ‖ (D1(pj ), . . . ,Dm (pj ))‖1. (4.4)

The 1-norm is chosen to allow for an e�ective outlier detection.

The employed PSO is the standard PSO as de�ned in Section 3.3.1, using the velocity
update equation (3.9) and the position update equation (3.10). One additional parameter
k de�nes the number of leading particles that are considered in the update step. Ranking
of the particles is estimated by their FV. Usually, the initial position of the images in a
head motion and artifact correction setup are not far away from the global optimum
(compared to the size of the search space). This allows to set the starting positions for
the particles randomly around the identity transform following the normal distribution

p
(0)
i = idT +N (0,σ (N )), i = 1, . . . ,N (4.5)

with an increasing variance σ (N ) for increasing number of particles N in order to main-
tain diversity among the initial positions. A description of the complete optimization
scheme is given in Algorithm 1.

4.1.3 Pyramid Image Registration Scheme

In the previous section, the proposed optimization scheme was de�ned in a general
form with an arbitrary registration procedure used for the local search. It remains to
specify at which points the global phases are employed during the optimization. For
higher robustness, image registration approaches typically follow the multi-resolution,
coarse-to-�ne principle (also called pyramid registration) to increase the attraction
radius or to obtain a good initial solution (see Section 3.2). In pyramid registration, the
�nal result on one level x (l ) is passed as a starting point for the registration to the next
one. Thus, the pyramid level changes provide natural points for performing the global
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Data: N , k , T , D = {D1, . . . ,Dm}
Result: φ̂ ∈ T

begin
Initialize particles P(0) = {p1, . . . ,pN }
Initialize objective swarms S (0)i , i = 1, . . . ,m with P(0) = S

(0)
1 ∪̇ . . . ∪̇S (0)m

while n < max iterations do
/* Perform local search for each objective */
foreach Dk ∈ D do

/* Pairwise registration for each particle in swarm */

foreach pj ∈ S (n)k
do

p′j ← Dk (I , J ,pj )

end
end

/* Perform global update with single global swarm P’ */
P′ = {p′1, . . . ,p′N }
foreach p′j ∈ P′ do

/* fitness value */
FVj < −FV (pj ) // using equation (4.4)

end
Rank particles by FVj and select the k leaders
foreach Si ,i = 1, . . . ,m do

foreach pleader,j j = 1, . . . ,k do
v
(n)
j ← velocity update with pleader,j // Equation (3.9)

p
(n+1)
j = p

(n)
j +v (n)

j // Position update, equation (3.10)
end
/* Collect updated particles in objective’s swarm */

S
(n+1)
i ← p

(n+1)
j

end
n ← n + 1

end
φ̂ = best ranked (p̂ ∈ P′)

end

Algorithm 1: MultiObjectiveMemeticSearch - a pseudo-code of the multi-
objective memetic PSO optimization scheme.

update step. The number of resolution levels L must be set so that the coarsest level
still provides su�cient information for reliable metric computation. L = 3 is typically
selected for head MRI registrations, some high-resolution images may allow even the
choice of L = 4. The adapted memetic optimization scheme to the pyramid image
registration is described in Algorithm 2.
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Input: �xed image I , moving image J , objectives D
Output: registered image J ′

begin
Estimate maximal pyramid level L, l = 1
Compute image pyramids {I (1), . . . , I (L) }, {J (1), . . . , J (L) }
Initialize particles P(0) = {p1, . . . ,pN }
Initialize swarms S (0)i , i = 1, . . . ,m
while l < L // For all pyramid levels
do

foreach Dk ∈ D // Local search for each objective
do

Compute objective’s �xed image I (l ) ← Dk[I (l )]
foreach pj ∈ S (n)k

// Pairwise registration for each particle
do

p′j ← Dk (I, J (l ),pj )
end

end
Rank particles by FVj and select the k leaders // see Algorithm 1

Global update S (n)i → S
(n+1)
i ,i = 1, . . . ,m // see Algorithm 1

l = l + 1 // increase pyramid level
Adapt registration optimizer parameters

end
J ′ ← J ◦ φ̂ // Apply the estimated transform to the input moving image

end

Algorithm 2: MemeticPyramidRegistration - Realization of the multi resolu-
tion pyramid image registration as memetic optimization scheme (cf. Algorithm 1).

4.1.4 Information Flow and Parametrization

With the memetic search-based pyramid registration introduced in the previous section
the proposed head motion and artifact correction in di�usion-weighted images can be
�nalized. The di�usion-weighted image IDW will be considered a multi-shell image (as
introduced in Section 2.2) with s di�erent weighted shells, i.e.

IDW = I0 ∪ B1 ∪ . . . ∪ Bs

The target registration space is set to the space of full-a�ne transforms T = A�
in accordance with the correction approach by Mohammadi et al. [72] introduced in
Section 3.1.3. For the multi-objective formulation all objective functions introduced in
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Input: Di�usion-weighted image IDW
Result: Corrected di�usion-weighted image I (C)DW
Data: N , T = A�

begin
Objectives D← {DNW,DMB,DNN}
Split image into shells IDW → I0 ∪ B1 ∪ . . . ∪ Bs
// Lowest shell pre-alignment
foreach J ∈ B1 // register each weighted image
do

// see Algorithm 2
J ′ ← MemeticPyramidReдistration(I0, J , {DNW},N = 1)

end
B′1 ← {J ′1, . . . , J ′n1 }M ← M (b, I0 ∪ B′1) // model fit

I
(pre)
DW ← I0 ∪ B′1 ∪ . . . ∪ Bs

foreach i = 1, . . . ,s // for each weighted shell
do

foreach J ∈ Bi // register each weighted image
do

J ′ ← MemeticPyramidReдistration(I0, J
′,D) // see Algorithm 2

end
end

end

Algorithm 3: MultiObjectiveCorrection - pseudo-code of the proposed multi-
objective motion and distortion correction approach.

Section 4.1.1 are used:
D← {DNW,DMB,DNN}.

The lowest b-shell B1 is required to be already corrected for the DTI model-�t by the
DMB. This initial pre-alignment with the reference space of the unweighted I0 image is
performed by a single-objective registration using the non-weighted reference objective
functionDNW. The so pre-aligned shell B′1 is merged with the yet uncorrected shells to

I
(pre)
DW = I0 ∪ B′1 ∪ B2 . . . ∪ Bs

and this pre-aligned dw-image is corrected by applying the multi-objective pyramid
registration (Algorithm 2) to each weighted image. The complete approach is summa-
rized in Algorithm 3. Parametrization and implementation details are presented in the
next paragraph.
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Parametrization

The local search method was realized by a regular step gradient descent optimization
with adaptive parametrization. The maximal and minimal optimizer step, the maximum
number of iterations and the gradient magnitude tolerance were adapted for each phase
according to its corresponding resolution pyramid level. Full listing of the parameter
values are given in Table 4.1.

Optimizer Parameters

Parameter Lev. 1 Lev. 2 Lev. 3
Max Step Size 4.0 2.0 1.0
Min Step Size 10−2 10−3 10−4

Max Iterations 100 400 800
Grad Tolerance 10−4 10−5 10−6

Table 4.1: Parameter settings for the maximal and minimal step size, the maximum number
of iterations and the magnitude tolerance of the regular step gradient descent
optimizer used for the local search phase. Each pyramidal level was parametrized
di�erently (Level 1 is the coarsest).

The optimizer scales were set to 10−4 for the translational parameters and 10 for all
other (a�ne) transform parameters. All objective functions were implemented using the
Mattes Mutual Information Image Metric (v4) as provided by the Insight ToolKit (ITK)
library (v4.7.2) [54]. The optimizer was also realized using the implementation provided
by ITK. The optimizer scales were also considered for the particles’ initialization
(Equation 4.5) yielding

µj = (idT )j + scalej · N (0,σ (N )), j = 1, . . . ,12 (4.6)

for each of the 12 a�ne parameters µj that de�ne the particle’s position.

Complexity Analysis

A pairwise image registration following a pyramid scheme with L levels with a maxi-
mum number of optimizer steps {S0,S1, . . . ,SL} will require at most ∑L

i=0 Si evaluations
of the image metric, which is the most computationally intensive factor. Let M denote
the costs (number of operations) of a single metric evaluation, then the maximal costs
of a pyramid scheme registration at L levels can be written as

Pyr(L) =
[∑L

i=1
Si

]
·M (4.7)
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With the number of images I, the single-objective correction with the non-weighted
reference objective will require at most

I · Pyr(L) (4.8)

operations. For the model-based and nearest neighbor reference objectives, this require-
ment increases by the pre-alignment of the lower shell. Considering the lower b-shell
separately with I = Ilow +Ihigh, the correction including the pre-alignment will require
at most

(Ilow + I) · Pyr(L) (4.9)

operations. In the multi-objective approach, the costs of (4.8) arise for each of the N

particles, in addition to the pre-alignment costs and the metric evaluations performed
for �tness value estimation in each global update phase. Altogether, the maximum
costs in term of metric evaluations are

(Ilow + N · I) · Pyr(L) + N 2 · I · L ·M (4.10)

Although quadratic in the number of particles N , the last term increases the overall
complexity only to a small extent, because the main cost factor Pyr(L) contains the
multiple of the single metric evaluation M by all optimizer steps. Thus, with the
choice of N < I, all single-objective and the multi-objective approaches have a time
complexity of O (I) in the number of image volumes I. The multi-objective approach
has a linear time complexity O (N ) also with respect to the number of particles, as long
as the sum of optimizer steps on all pyramid levels L exceeds the factor N · L.

4.2 Construction of Validation Data

The strongest quality measure for a �nished image registration task is the achieved
alignment accuracy. There are several options how image registration tasks can be
evaluated. From an optimization point of view, the value of the cost function (image
metric) provides only a weak indicator of the �nal alignment, since it strongly depends
on both the image contrasts and the cost function itself. Hence, such a measure becomes
ine�ective when it comes to comparison of registration tasks in di�erent scenarios.

Following the main purpose of image registration, the alignment of images, an error
measure based on Euclidean distance between well de�ned anatomical structures
identi�ed in both images—the Target Registration Error (TRE)—is an intuitive choice. To
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increase the robustness of the estimation, TRE is usually evaluated over a set of multiple
corresponding point pairs (�ducials). Formally, for two sets of points {x1, . . . ,xN } and
{y1, . . . ,yN }, the mean TRE is de�ned by

TRE = 1
N

N∑
i=1
‖xi − yi ‖2. (4.11)

Consequently, the crucial task of the evaluation moves to the precise identi�cation
of the corresponding points in both images. When the �ducials are set manually by
(medical) experts, one has to account for the �ducial localization error [26, 38], which
describes the error of manually targeting a structure in images relative to the real target
position. The localization error is not of concern if the ground-truth transform T(gt) for
an estimated transform T is known. In such case, the TRE can be evaluated over a set
of virtual �ducials {x1, . . . ,xN }:

TRE = 1
N

N∑
i=1
‖ T ◦T −1

(gt) (xi ) − xi ‖2. (4.12)

The ground-truth transforms can be obtained in several ways. A simple and generally
used approach is to apply the known transform to an image and then register the
transformed image back onto the original one [81]. In deformable registration validation,
the ground-truth deformation is usually computed by means of simulation to provide
realistic tissue deformations [100].

4.2.1 Synthetic Validation Data

In di�usion-weighted MRI, none of the ground-truth constructions above is directly
applicable to registration validation. A manual annotation of anatomical landmarks is
hardly practicable for the high numbers of acquired volumes per dataset. And because
of the rotational dependency of the signal, the only ground-truth transforms that could
be applied to a di�usion-weighted image volume without a need of modifying the
signal are translation transforms. However, using only translations for the generation
of ground-truth does not provide su�cient complexity for a meaningful validation [48].

The problem of missing ground-truth for algorithm validation arises also for �ber
tracking methods. The possibilities by using hand-crafted hardware phantoms [90,
74, 25] are restricted in the bundle con�guration complexity. Hence, the research
focused on the creation of dMRI software phantoms, �rst based only on a tissue signal
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model [21, 16] and therefore with limited simulation complexity, later with realistic
simulations of the MR acquisition emerging recently [76, 43].

Construction of dMRI Ground-truth Data

The fully accessible open-source tool Fiberfox starts with a full-brain tractogram and a
de�nition of the di�usion MR acquisition settings including the gradient directions,
the b-values and the general image geometry. With this input a realistic simulation of
a dMRI acquisition is computed by mimicking a single-shot Echo-planar Imaging (EPI)
k-space acquisition with a standard Stejskal-Tanner gradient sequence [76]. Fiberfox
operates in the (Fourier) k-space and can consider up to four di�erent compartments.
This allows to model the tissue speci�c signal relaxation responsible for the tissue
contrast in the images as well as to simulate the EPI-speci�c distortions. The signal
with a gradient д at time t is gathered over the compartments c

Sv (д,t ) =
∑

c∈Comp.
fc · Sc (д) · eRELAXATION(c ) . (4.13)

The simulation of a dw-image IDW = {I0, I1, . . . , IM } is computed separately for each
gradient image Ij . This allows to apply a known transform to the tractogram between
the simulation of two successive images. This corresponds to a movement inside the
scanner, transforming the imaged tissue relative to the acquisition frame. The eddy
currents e�ects originate from a residual signal with slow decay (see Section 2.4) and
can be simulated with Fiberfox exactly in such way:

S
(ec)
v (д,t ) = Sv (д,t ) · eEDDY-SIGNAL(b (д),t ), (4.14)

with Sv (д,t ) the gradient- and time-dependent voxel signal described in (4.13). The
residual signal EDDY-SIGNAL(b (д),t ) depends on the b-value and scales with

√
b for

increasing b.

The simulation provides ground-truth transforms for the simulated rigid motion in each
image. The ground-truth deformations for simulated eddy-currents-caused distortions
cannot be obtained directly in an analytical way, since the exponential signal-decay was
simulated in Fourier space. However, the ground truth can be reliably estimated by non-
linear registration of noise-free data sets with and without the eddy-currents-caused
distortions. This step was carried out using the B-spline-based deformable registration
from elastix [58], using the known rigid transforms for initial positioning.
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Data Description

Starting with the tractogram of the ISMRM Tractography Challenge1, 12 DW datasets
with 18 gradient directions at b = 1000 and 3000 s·mm−2 each as well as one baseline
image at b = 0 s ·mm−2 were simulated, all with the same di�usion parameters and
isotropic voxel size of 2.0 mm, yielding a in-plane slice dimension of 90×108 voxels
and 90 axial slices. The datasets di�er in the severity of simulated artifacts, motion
and signal-to-noise ratio (SNR). For the datasets with moderate artifacts, only eddy
currents were simulated. In the simulation of more severe artifacts, the eddy currents
were doubled, Gibbs ringing and ghosting artifacts were introduced. For both artifact
severities, three distinct levels of motion were added to the datasets by randomly
selecting rotation and translation parameters along the three image axes (x ,y,z). Finally,
for all datasets, Rician noise was added to all images at signal-to-noise ratios of 10
and 20. A comprehensive list of the synthetic data and the corresponding simulation
parameters is given in Table 4.2.

Synthetic Datasets Overview

Name Artifacts Rotation [deg] Translation [mm] SNR
xy z xy z

Ia20 - -
Ib20 moderate ±5 ±10 ±10 ±6 20
Ic20 ±20 ±12

Ia10 - -
Ib10 moderate ±5 ±10 ±10 ±6 10
Ic10 ±20 ±12

IIa20 - -
IIb20 severe ±10 ±15 ±10 ±6 20
IIc20 ±20 ±12

IIa10 - -
IIb10 severe ±10 ±15 ±10 ±6 10
IIc10 ±20 ±12

Table 4.2: Overview of the simulated artifacts (I,II), motion distortion (a,b,c) and SNR (sub-
scripts: .10, .20) for the synthetic data. The datasets are referenced in text by the
name listed in column (Name).

1 ISMRM 2015 Tractography Challenge Website: h�p://www.tractometer.org/ismrm_2015_challenge/

http://www.tractometer.org/ismrm_2015_challenge/
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4.2.2 In-Vivo Validation Data

The missing ground-truth problem arises for in-vivo settings as well. Here, an additional
MRI-independent measurement for the distortions would be required. This could be
provided for the bulk motion using a tracking system identical to the prospective
correction approaches (see Section 3.1.2). However, the technical requirements are
rather high and in addition the ground truth for the eddy currents-caused distortions is
not provided within. For these reasons typically a reference-based evaluation is used
instead. In such, dataset pairs are evaluated, one is taken for the ground-truth, while
the other one is evaluated with respect to it. In di�usion MRI, a signal model or its
scalar values are used in the evaluation rather than the "raw" di�usion-weighted image
data. In an example, the limits of the unweighted reference method in the correction of
reduced Field of View (FOV) data were demonstrated by constructing reduced-FOV
datasets by cropping the original dataset and evaluating the di�erence in DTI scalar
maps, caused by the initial misalignment [50]. In another study on the impact of
di�erent correction approaches in HARDI acquisitions, Elhabian et al. [34] also used a
reference-based evaluation, however with one reference image and multiple datasets
manifesting di�erent levels of motion.

The in-vivo evaluation in this thesis follows the evaluation data scheme by Elhabian et al.
A young healthy subject was scanned twice while using the same acquisition settings:
acquisition 1 was acquired while the subject was advised to hold still; during acquisition
2 the subject was advised to move throughout the complete acquisition. Acquisition 1 is
taken as the reference and the evaluation datasets are constructed by replacing selected
weighted volumes by the corresponding volumes from the distorted acquisition 2. For
the construction, four di�erent levels of motion corruption: 25, 50, 75 and 90% are
de�ned. For each level, the corresponding amount of volumes from acquisition 2 was
randomly selected, while the remaining volumes and the unweighted (b = 0 s·mm−2)
volume were selected from acquisition 1. The selection of the identical I0 guarantees an
identical reference space and thus enables a reference-based evaluation in the �rst place.
Similar to Elhabian et al. [34], �ve datasets with randomly selected moving volumes at
each corruption level were considered, yielding in total 20 evaluation datasets.

Data Description

The evaluation datasets (acquisition 1, acquisition 2) were acquired on a 3T whole-body
clinical scanner (Siemens Prisma, Siemens Medical Solutions, Erlangen, Germany) with
a gradient strength of 80 mT/m. A single shot EPI technique with a twice refocused
spin echo di�usion preparation was employed [91] using the following parameters:
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repetition time (TR)/echo time (TE) 6300/79 ms, �eld of view 250 mm, data matrix of
100 × 100, yielding an in-plane resolution of 2.5 mm, 40 axial slices with a thickness
of 2.5 mm and no gap. With these parameters, 5 unweighted (b = 0) and 30 weighted
images at each b = 1000 and b = 3000 s ·mm−2 shells were acquired. The gradient
directions were distributed uniformly on a half-sphere. The SNR in the in-vivo volumes
was estimated from the signal in corpus callosum (using the PIESNO method for noise
variance estimation [62]) to 38.5 in the unweighted dataset, 17.8 ± 4.17 in b = 1000
s·mm−2 and 8.47±3.68 in b = 3000 s·mm−2. Using registration of the motion-corrupted
volumes to their unmoved counterparts, the mean subject’s movement during the
second acquisition was estimated as 10.8 ± 4.82 deg for rotation and 6.94 ± 3.318 mm
for translation.

4.3 Evaluation Metrics

The ground-truth available by the validation data construction described in the previous
sections allows for quantitative evaluation of the precision of the proposed correction
method. This is done either in a direct way by means of the target registration error on
synthetic data or in an indirect, reference-based comparison on the in-vivo datasets.
The TRE available in synthetic data experiments further allows to study the impact
of di�erent parameter choices for the PSO update and the initial position distribution
on the method’s precision. To analyze the multi-objective aspect of the approach, and
especially the importance of each single objective function involved, a new measure is
introduced in the next section.

4.3.1 Objective’s Behavior

The role of each objective function throughout the multi-objective registration can be
derived from its behavior in the global update phases. As shown in Fig. 4.3, the �nally
chosen particle (i.e. transform) for each registered image can be traced back through its
history of PSO update steps, marking the particle’s leader in each phase. Particles with
good �tness values are most likely to get selected as leading particles and a particle
selected as a leader indicates the capability of the corresponding local search associated
with the particles’ swarm. Summed up over all image registration tasks, the frequency
of appearance as the leading particle reveals the importance of the linked objective
function in the whole memetic setup. The aggregation of these traces can further reveal
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Figure 4.3: Exemplary illustration of the trace observed during memetic registration of one
di�usion-weighted image. The �nally chosen particle (i.e. transform) started at
its initial position (S) and then followed one leading particle in each PSO update
step. The objective function (NW, MB or NN) of the respective leader is marked
in solid magenta.

the importance of each objective function at di�erent stages (pyramid levels) of the
registration process.

4.3.2 Qualitative Evaluation

In addition to the quantitative evaluation, the impact of the correction can be evaluated
qualitatively, by means of visual inspection of the corrected raw data, the results of �ber-
tractography and the resulting signal maps. A detailed description of the performed
experiments is provided in the last two sections of this chapter.

4.4 Evaluation on Synthetic Data

After describing the multi-objective correction method and the methods for construction
of validation data, this section describes the individual experiments for evaluation of the
proposed approach performed on synthetic data. In all experiments, the proposed multi-
objective method is evaluated against the single-objective registration approaches for
each objective function. Firstly, a quantitative evaluation of the registration precision
for di�erent con�gurations of the memetic search are performed, by measuring the
TRE against the ground-truth transforms provided by the simulation. Secondly, the role
of the individual objective functions are evaluated and lastly, a qualitative evaluation
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of the impact of the correction precision is performed by �ber tracking. The detailed
listing of the synthetic datasets used in this experiments is provided in Table 4.2.

4.4.1 Precision

In order to evaluate the alignment precision, the proposed multi-objective method for
three di�erent parameter settings

Multiobj (6p): C1 = 0, C2 = 1, N = 6

Multiobj (6p, random): C1 = 0.5, C2 = 1, N = 6

Multiobj (12p, random): C1 = 0.5, C2 = 1, N = 12

and the single-objective correction methods (unweighted, model-based and nearest
neighbor) were applied to each of the 12 simulated datasets (see Table 4.2). The precision
of each experiment was calculated by evaluating the TRE of the estimated transforms
against the ground-truth transforms (see Equation (4.12) in Section 4.2.1). For the TRE
computation a set ofm = 27 virtual landmarks placed on a uniform grid located within
the brain was used.

4.4.2 Particle History

In an additional evaluation to the experiments from previous paragraph, the particle
history as described in Section 4.3.1 was computed.

4.4.3 Initial Position Variance

The spread of initial positions can signi�cantly in�uence the corrective function of the
PSO settings by providing a certain degree of diversity already from the beginning. The
particle spread radius can be controlled by the variance σ (N ) introduced in (4.6). The
variance, or rather variance function, should increase with the number of particles N .
To evaluate the impact of the initial spread, four di�erent choices for σ (N ) were made

(i) σ1 =
N

‖D‖ ,

(ii) σ2 = N ,

(iii) σ3 = N · log2(N ),

(iv) σ4 = N 2.
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The TRE was evaluated for the simulated datasets with the highest amount of added
motion at the lower SNR—datasets Ic10 and IIc10 for four di�erent number of particles
N = 6,12,18 and 24.

4.4.4 Fiber Tracking

The impact of the motion and artifact correction method on the �ber tracking results was
evaluated on the higher-artifacted dataset without additional translation at SNR of 10
(dataset IIa10). The most stable method according to the evaluation of tracking algorithm
by Neher et al. [75]—the deterministic Constrained Spherical Deconvolution (CSD) �ber
tracking method—was applied to the datasets. After the correction, the b = 3000 s·mm−2

shell was extracted, the amount of 18 volumes allows to use the spherical harmonics
base of order 4 in the reconstruction, and the CSD-tracking algorithm as provided
within the MRtrix toolbox [109] was applied to the whole brain. From the resulting
tractograms, the fornix tracts were extracted using a passing Region of Interest (ROI)
de�ned in the ground-truth tractogram.

4.5 Evaluation on In-vivo Data

In the in-vivo experiments, the impact of the multi-objective method as well as the
state-of-the-art single-objective methods on di�usion MRI analysis was evaluated by
a comparison with a reference in-vivo acquisition without artifacts: �rstly for the
scalar maps derived from the higher-order NODDI signal model, secondly in evaluating
the role of each objective and lastly by �ber tracking experiments. All experiments
were performed on the dataset collection constructed with di�erent levels of motion
corruption as described in Section 4.2.2.

4.5.1 Tissue Parameter Estimation

For the evaluation, the single-objective corrections were represented by the unweighted
reference method, which is a common correction method, and the extrapolation refer-
ence method using a DTI-based simulated datasets, which is best one in the correction
of high b-value datasets. The tensors were �tted to the lower shell (b = 1000 s·mm−2)
pre-aligned with the unweighted reference method. The multi-objective method was
considered in the corrective parametrization (C1 = 0, C2 = 1, N = 6). For each of the
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constructed motion datasets, the NODDI-derived scalar indices Orientation Dispersion
Index (ODI) and Intra-cellular Volume Fraction (ICVF) were computed after the correc-
tion. These values were evaluated against the corresponding indices computed from
the unmoved reference dataset (acquisition 1).

The NODDI model further provides the main �ber orientation estimate in each voxel.
This allows to evaluate the angular deviation of the estimated �ber orientation in the
reference and in the corrected motion-corrupted datasets. To account for directional
ambiguity, the direction vectors were corrected so that they point to the upper half
sphere (z ≥ 0) before evaluating the angular deviation.

The indices ODI and ICVF and also the mean �ber orientation provide meaningful
values only in the anisotropic (white-matter) compartments of the brain. To account for
the di�erent compartments, the mean di�erences were computed over a tissue mask
provided by the reference dataset. The tissue mask was constructed by applying an
upper threshold of 0.85 to the NODDI-estimate of voxel isotropy (fiso) to mask out the
isotropic voxels, formed in the majority by the CSF-compartment.

4.5.2 Particle History

In an additional evaluation to the in-vivo experiments described in previous paragraph,
the particle history (see Section 4.3.1) was computed for each motion corruption level.
For each of the four added motion levels (25, 50, 75 and 90%), the particles’ traces were
aggregated across all bootstrap samples.

4.5.3 Fiber Tracking

The impact of the correction methods on �ber tracking was evaluated on two datasets
at motion corruption level of 75% and 90% respectively. Similar to the tractography
evaluation on the synthetic data, the deterministic CSD �ber tracking was applied
to the b = 3000 s ·mm−2 shell of the corrected datasets and the unmoved reference
dataset. For the reconstruction, spherical harmonics base of order 4 was used and the
deterministic CSD-tracking algorithm from the MRtrix toolbox was used to obtain
whole-brain �ber tracts. From the resulting tractograms, the fornix and the cingulum
tracts were extracted using a passing ROI de�ned in the unmoved reference dataset.
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Results

In this chapter, the results of the experiments described in the previous chapter are
presented. Firstly, the constructed synthetic data and the results of the synthetic data
experiments, showing the precision and the outlier reduction achieved by the proposed
multi-objective registration and its impact on �ber tractography, are presented in
Section 5.1. Then, the in-vivo validation data and the results of the in-vivo experiments
including the evaluation of NODDI model, �ber tractography and the roles of each
objective function are described in Section 5.2.

5.1 Evaluation on Synthetic Data

The following sections summarize the results of the synthetic data experiments. First,
the synthetic evaluation datasets together with the ground-truth transform estimation
are shown (5.1.1), followed by the results of registration precision evaluation (5.1.2), role
of each objective function (5.1.3), impact of the correction on �ber tracking performance
(5.1.5) and the processing time (5.1.4). For a detailed description of the corresponding
experiments please refer to Section 4.4 in the previous chapter where the notation for
the evaluation datasets is listed as well in Table 4.2.

5.1.1 Synthetic Validation Data

The synthetic evaluation datasets were constructed for two di�erent artifact levels
(moderate, severe) at di�erent b-shells (1000, 3000 s·mm−2) and di�erent added noise
levels (SNR of 10, 20). Exemplary slices of the datasets illustrating this variety of

67
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Figure 5.1: Exemplary axial slices from the simulated synthetic datasets used for evaluation.
(A–D) Images with moderate simulated eddy currents and motion artifacts, (E–
H) images with more severe artifacts—doubled eddy currents, ghosting and
ringing. (Upper row) Images simulated with Rician noise to reach SNR of 20.
(Lower row) Images simulated with higher Rician noise to reach SNR of 10.

simulated e�ects are shown in Figure 5.1. The eddy-currents-caused artifacts were
simulated for all (weighted) images and manifested themselves in form of enlargement
e�ects on the signal (Figure 5.1(C,F)). An opposite manifestation in form of compression
of the signal is shown in images from the higher artifacted dataset (G,H). Here, also
the increase in the eddy currents e�ect size with increased b-value is re�ected by the
higher compression of the b=3000 s·mm−2 image (H) compared to the lower shell image
with similar gradient direction (G). The e�ect of doubled eddy current strength in
the severely artifacted datasets is visible in image (F) where a higher shearing in the
up-down direction can be observed compared to image (D) which was simulated with
the same gradient direction but only moderate artifact in�uence. The higher graining
of the signal in image (D) on one side and the smooth white-matter signal in image
(B) on the other, illustrate the di�erences between images with lower and higher SNR
levels. In the datasets with more severe artifacts, the simulated ghosting e�ect is clearly
visible in the upper and lower parts of the unweighted image (Figure 5.1(E)) as well as
in the lower b-shell image (G). In the latter one, also the ringing artifacts in form of a
wave pattern are visible particularly in the lower part of the brain tissue signal.
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A: lower b-shell B: high b-shell C: high b-shell
Ground-truth Transform Estimation
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Figure 5.2: Ground-truth estimation with reference registration. In each column from top
to bottom: (1) the original moving image with distortions and noise (SNR=10),
(2) the moving image with distortions but without noise used to estimate the
reference registration, (3) the �xed image without noise and distortions, (4) the
moving image after non-linear registration with an overlaid contour (green)
computed from the white-matter and the outer border of the (noiseless) �xed
image.
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Ground-truth Estimation

The quality of the non-linear registration was assessed by visual inspection of the voxel-
wise mean error between the transformed source and the target image. Exemplary
axial slices from di�erent b-shells are shown in Figure 5.2. The noiseless moving image
is shown with the uncorrected rotational motion to better emphasize the di�erence
to the noisy original image. These ground-truth rotations were corrected prior to
the non-linear registration. The last row (Contour after registration) illustrates the
registration result by augmenting the moving images after registration with the contour
computed by applying a threshold �lter that captures the white matter and the outer
border in the respective �xed image.

5.1.2 Precision

To measure the registration precision, the proposed memetic multi-objective method
was evaluated against the single-objective methods with respect to the Target Registra-
tion Error (TRE). For the datasets with moderate artifacts and lower portions of added
motion (Ia20, Ia10 and Ib20, Ib10) shown in Figure 5.3, box-plots (a,b), the average Target
Registration Error achieved by the proposed method remained below the voxel size
for both b-shells, whereas the reference single-objective methods managed to reach an
error below the voxel size only for the lower (b=1000 s·mm−2) shell. The overall best
TRE in the higher shell (b=3000 s ·mm−2) is achieved by the multi-objective method
with the parametrization (C2 = 0.5 and N = 12). For this settings, the error remained
below the single voxel size. From the single-objective methods, only the model-based
reference method remained below the double voxel size (4 mm).

For the more severely artifacted data (shown in the lower part of Figure 5.3) at the lower
b-shell, all methods achieved a similar average TRE below the double voxel size (4 mm)
for all three added motion variants (a,b,c) and both SNR levels (10,20). At the higher b-
shell (3000 s·mm−2), the reference methods failed to register the data, yielding an average
error of above triple voxel size, while the proposed multi-objective method succeeded
in reducing the registration outlier of the single-objective methods. It maintained a
precision below the double voxel size in the �rst two motion cases at both SNR levels
(IIa20, IIb20 and IIa10, IIb10). The number of outliers and the average TRE decreased
with the PSO parametrization to C2 = 0.5 and N = 6. Doubling the number of particles
(N = 12) at this parametrization resulted in a further improvement of the average TRE,
but rather a small one compared to the improvement by the multi-objective method
against the best single-objective method and at the costs of increased processing time
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Figure 5.3: Target Registration Error (TRE) for synthetic data with moderate (upper plots)
and severe (lower plots) artifacts at di�erent motion corruption levels (a,b,c),
di�erent SNR (10,20) and di�erent b-values (1000, 3000 s·mm−2). Each plot shows
the TRE for the three single objective methods (unweighted, nearest-neighbor
and model-based) and three variants of the proposed multi-objective method.
The dashed line marks the (isotropic) voxel size of 2 mm, the dotted line the
two-voxel size of 4 mm. ©2016 IEEE, originally published in [49].



72 Chapter 5 Results

b=1000 s/mm2 b=3000 s/mm2

2.5

5.0

7.5

2.5

5.0

7.5

10.0

12.5

I : M
oderate A

rtifacts
II: Severe A

rtifacts

6 12 18 24 6 12 18 24
Number of particles

TR
E 

[m
m

]

Sigma
N
k

TRE, Initial Position Variance

Figure 5.4: Target Registration Error (TRE) for di�erent initial position variance choices for
di�erent numbers of particles (N=6, 12, 18 and 24) evaluated for the synthetic
datasets Ic10 (upper row) and IIc10 (lower row). The dashed line marks the
(isotropic) voxel size of 2 mm, the dotted line the two-voxel size of 4 mm.

as shown later on in Section 5.1.4. Datasets with the highest added level of motion,
shown on the box-plots (c), presented a challenge for all correction methods at both
moderate and severe artifact levels. The error of the unweighted reference method in
the lower shell, and hence in the pre-alignment registration for the nearest-neighbor
and model-based reference methods, almost reached the double voxel size already on the
moderately artifacted datasets. With the nearest-neighbor method, these initialization
errors ampli�ed in the higher b-shell. Although the TRE dropped compared to the
single-objective reference methods, the multi-objective method did not improve, in
contrast to the other synthetic experiments, with the C2 = 0.5 parametrization or with
increasing number of particles neither at the lower nor at the higher b-shell. This
behavior was also observed in the evaluation of the initial position spread and the
number of particles used. For the moderately artifacted dataset (Ic10), none of the
tested choices of the initial position variance σ (N ) showed a predominant behavior

σ1 = σ3 = N log (N )

 σ4 = N 2σ2 = N 
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as depicted in Figure 5.4. For the datasets with the overall highest distortions—severe
artifacts and the highest added motion (IIc20, IIc10)—all methods, including the proposed
method in all variants, yielded an average TRE above the double voxel size. For this
dataset also the variation of the initial position spread and increasing the number of
particles did not provide a clear improvement.

5.1.3 Particle History

The aggregated particle history graphs in Figure 5.5 show how the roles of each of
the three reference objectives (Non-weighted reference objective (NW), Model-based
reference objective (MB) and Nearest-neighbor reference objective (NN)) varied for
di�erent stages of the registration process and di�erent SNR and artifact levels. The
model-based objective had the most appearances among the objectives for the less
artifacted data at higher SNR (Figure 5.5A). This e�ect corresponds with the TRE yielded
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Figure 5.5: Aggregated history of particles after the optimization process for the synthetic
datasets. (A) Simulation I at SNR of 20, (B) at SNR of 10, (C) Simulation II at SNR
of 20 and (D) at SNR of 10. The node (S) represents the start position. During
optimization, the particles move from left to right through the three di�erent
PSO updates, each associated with a leading particle. The edges in the graph
represent the path of the particles with respect to the di�erent leaders they
followed. The edge thickness represents the number of appearances summed
over all particles’ history.
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by the model-based reference method. It also dominated in the second local phase at
all artifact and SNR levels. However, the model-based objective lost its importance at
the last local search phase, i.e. the full-resolution pyramid level. This loss was more
pronounced rather when increasing the artifact levels (see Figure 5.5A→C, B→D)) than
for decreasing SNR level and lower SNR levels (see Figure 5.5A→B, C→D)).

5.1.4 Runtime

All experiments were performed on a desktop PC equipped with an Intel®-i7-Core
(8 core) processor and 24 GB RAM. The mean processing times for the correction of
synthetic datasets are provided in Table 5.1. The processing times of the multi-objective
method scaled according to the number of particles. For the single-objective correction
methods with the model-based and the nearest neighbor reference objectives, the
processing time increased almost identically by the pre-alignment, which was computed
on the lower b-shell prior to model �tting and estimation of similar gradient directions,
respectively.

Runtime analysis

Approach Runtime StdDev

Unweighted reference 11 min 26 s 23 s
Nearest neighbor reference 17 min 01 s 31 s
Model-based reference 16 min 43 s 42 s
Proposed multi-objective (6p) 49 min 47 s 1 min 51 s
Proposed multi-objective (12p) 1 h 43 min 55 s 53 s

Table 5.1: Processing times for the synthetic datasets. In the column (Runtime) the mean
processing time across the application to all evaluation datasets is listed, with the
corresponding deviation (StdDev).

The method was implemented within the open-source C++ Medical Imaging and Inter-
action Toolkit (MITK) [80] and the source code is available from the MITK repository
at www.mitk.org.

5.1.5 Fiber Tracking

The reconstructed fornix tracts (see Figure 5.6) revealed the impact of the correction
misalignment. The initial registration error for the higher b-shell in the dataset before
�ber reconstruction is listed for each correction method in Table 5.2. As a result of an
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Figure 5.6: The fornix tracts reconstructed from the simulated dataset after motion and
distortion correction. Each correction method was applied to the simulated
dataset with higher artifacts and added rotation (IIa10) and the CSD tracking was
performed on the b=3000 s ·mm−2 shell. The tracts were then extracted using
a passing ROI de�ned in the ground-truth tractogram. ©2016 IEEE, originally
published in [49].

TRE for dataset IIa10

Method A B C E F G
Mean TRE [mm] 6.32 6.63 7.43 4.29 3.39 3.07
StDev ± 2.27 ± 2.85 ± 3.83 ± 2.70 ± 2.07 ± 1.96

Table 5.2: Initial alignment error in the higher b-shell of the evaluated correction methods
on the dataset IIa10 used to perform the �ber tracking.

initial alignment error above three times the voxel size, the reference single-objective
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methods produced a high amount of spurious �bers in the resulting tractogram. With
decreasing initial TRE by the multi-objective approach with N = 6 particles, the amount
of reconstructed spurious �bers reduced. The best results were provided on the basis
of the proposed multi-objective approach with the parameter choice of C2 = 0.5 and
N = 12 particles with an initial error of 3.07 mm, i.e. 1.5-times the voxel size.

5.2 Evaluation on In-vivo Data

This section summarizes the results of the bootstrap experiments performed on the
in-vivo datasets, which were constructed at four di�erent motion corruption levels
(25%, 50%, 75% and 90%) by replacing images in a reference acquisition by randomly
selected gradient images from a distorted dataset (for detailed description please refer
to Section 4.5). The evaluation datasets were corrected by the single-objective methods
(unweighted and model-based reference) and the proposed multi-objective method,
the ground-truth values for the evaluation originate from the unmoved reference
acquisition.

5.2.1 In-vivo Validation Data

The in-vivo evaluation datasets were constructed in a bootstrap-like manner by inter-
leaving the volumes from the unmoved acquisition of the subject with volumes from an
intentionally distorted acquisition. To allow a visual inspection of the alignment across
the gradient images, the data are shown in a speci�c ordering illustrated by Figure 5.7.
To achieve this, a single line of voxels de�ned in the target reference space is shown for
all gradient images next to each other. In this way, a perfect alignment is characterized
by clean linear structures across the volumes as illustrated in Figure 5.7C.

Figure 5.8 uses the registration validation view to show the in-vivo datasets by display-
ing the data of one bootstrap experiment at each motion corruption level (25%,50%,75%
and 90%). At the lowest level (25%) the disruption of the linear structures is visible at
the few positions and the amount of artifacted slices grows according to the increasing
level of motion corruption.

Raw Image Data di�erences

To illustrate the di�erence in correction performance of the evaluated methods, exem-
plary volumes from a 75% motion-corrupted dataset after the alignment are shown
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Figure 5.7: The principle of visual registration validation illustrated on an undistorted
multi-shell DW image (b0 = 0,b1 = 1000 and b2 = 3000 s·mm−2). (A) The multi-
planar reconstruction of the unweighted image showing the three anatomical
orthogonal planes (axial, sagital, coronal). (B) An axial slice from the unweighted
volume with a line of voxels marked in blue and (C) the marked line of voxels
shown for all gradient images. The di�erent b-values are emphasized by the
braces on the top of the image, the dashed green line shows the alignment of
a single voxel (x), also labeled in (B). The contrast in the high b-value part of
image (C) was enhanced for printing.

in the registration validation view in Figure 5.9(A-C). The proposed method showed
the best motion correction and no outlier. The single-objective unweighted reference
showed a high number of outliers in images from the higherb-shell, while it provided an
outlier-free correction of the lower shell. For the single-objective model-based method,
a single outlier occurred in the lower b-shell at this dataset, however, the number of
outliers in the higher b-shell was lower than in unweighted reference method.

A further insight on the correction performance is provided by Figure 5.10, which shows
the average error in the higher b-shell of the corrected data compared to the reference
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A 25% B 50%

C 75% D 90%

Figure 5.8: A registration validation view of the in-vivo dataset showing one bootstrap
sample at each motion corruption level. The corruption levels are marked in the
bottom-right corner of each image. The contrast in the high b-value part was
enhanced for printing.

(A) Unweighted (B) Model-based (C) Multi-objective

Figure 5.9: Illustration of the alignment of an in-vivo dataset using the registration validation
view. The images show one dataset with 75% motion corruption after correction
with (A) the unweighted reference objective, (B) the model-based reference
objective and (C) the proposed multi-objective registration method. The yellow
ellipses exemplary indicate some of the registration outliers. The contrast in the
high b-value part was enhanced for printing.
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acquisition, the mean computed across the bootstrap samples. At each corruption
level, the proposed method showed the smallest relative di�erence to the unmoved
acquisition, the single-objective unweighted reference method yielded the highest
di�erence, already at the lowest corruption level. The high error rim (red color) in the
frontal area shows the eddy-currents-caused signal enlargements.
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Figure 5.10: Mean error of the corrected raw di�usion-weighted data at the higher b-shell
for all motion corruption levels. In all images, the color indicates the mean
error within the range of the colorbar given in the top-left corner ([0.0, 60.0]).
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5.2.2 Tissue Parameter Estimation

The proposed method provided the smallest error when compared to the reference for
almost all NODDI-based measures (see Figure 5.13(a,b)) including the angular deviation
of the estimated principle �ber direction (Figure 5.13c) for all motion corruption levels
(25, 50, 75 and 90%). At the lowest corruption level (25%), the corrupted volumes
apparently did in�uence the �tting results only to a small extent and the average error
in all measures of the uncorrected original data outperformed the proposed method.
With increasing corruption levels, the error of the uncorrected data increased with
the steepest slope. For the NODDI index ODI (Figure 5.13a) at the lowest corruption
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Figure 5.11: Visualization of the error in the NODDI Index ICVF for the two highest motion
corruption levels. An axial slice from the in-vivo dataset, showing the mean
di�erence between the ICVF values �tted to the corrected datasets and the
reference values. (A,D) For the datasets corrected with the single-objective
unweighted reference method, (B,E) with the single-objective model-based
reference method and (C,F) with the multi-objective reference method. The
mean value is computed across the bootstrap samples at the depicted corruption
level—75% in the upper row, 90% in the lower row. The identical colormap with
the range [0.0, 0.24] used for all images is shown in the top-left corner.
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level, the model-based reference method yielded a slightly smaller error than the
multi-objective correction method.

Visualizations of the mean di�erences of the estimated maps to the reference are shown
in Figure 5.11 for the NODDI index ICVF and in Figure 5.12 for the index ODI. The high
error areas for the ICVF index were located in the middle areas, the corpus callosum
and at the borders of the lateral ventricles.
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Figure 5.12: Visualization of the error in the NODDI Index ODI for the two highest motion
corruption levels. An axial slice from the in-vivo dataset, showing the mean
di�erence between the ODI values �tted to the corrected datasets and the
reference values. (A,D) For the datasets corrected with the single-objective
unweighted reference method, (B,E) with the single-objective model-based
reference method and (C,F) with the multi-objective reference method. The
mean value is computed across the bootstrap samples at the depicted corruption
level—75% in the upper row, 90% in the lower row. The identical colormap with
the range [0.0, 0.4] used for all images is shown in the top-left corner.
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Figure 5.13: Reference-based evaluation of the correction schemes on basis of NODDI-
derived measures in dependency to the level of motion corruption. (a) The
mean error in the scalar index ODI, (b) the mean error in the scalar index ICVF
and (c) �ber orientation deviation between the reference and the NODDI-�tted
data. The estimated values are compared with the ground-truth maps without
motion. The data points are plotted at the mean value, the error bars indicate the
variance of the estimated parameters in the di�erent bootstrap con�gurations.



Chapter 5 Results 83

5.2.3 Particle History

The aggregated particle history graph for the registration of the in-vivo data at the
di�erent motion corruption levels is shown in Figure 5.14. The model-based objec-
tive showed the most appearances at the two last �nal pyramid levels, whereas the
unweighted objective provided the most leading particles at the �rst, the most coarse
pyramid level. Similar to the behavior observed on the synthetic datasets with increas-
ing artifacts and noise levels, the dominance of the model-based objective narrowed
with increasing level of motion corruption. At the two highest levels, the importance
of the individual objectives almost equalized at all levels.

A B

C D

25% 50%

75% 90%

Objective’s Appearance Histogram, In-vivo Experiments

Figure 5.14: Aggregated history of particles after the optimization process for the in-vivo
datasets at di�erent motion corruption levels marked in the upper left corner
of each subplot (A-D). The node (S) represents the start position. During
optimization, the particles move from left to right through the three di�erent
PSO updates, each associated with a leading particle. The edges in the graph
represent the path of the particles with respect to the di�erent leaders they
followed. The edge thickness represents the number of appearances summed
over all particles’ history.

5.2.4 Fiber Tracking

The results of the �ber reconstruction of the fornix tracts are shown in Figure 5.15,
the reconstruction of the cingulum tracts are shown in Figure 5.16. For both tracts
reconstructions, the proposed multi-objective method provided the most visually similar
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Figure 5.15: The fornix tracts reconstructed from an in-vivo dataset with 75% motion corrup-
tion after motion and distortion correction. Each correction method was applied
to the dataset and the CSD tracking was performed on the b=3000 s ·mm−2

shell. The tracts were extracted using a passing ROI de�ned in the unmoved
reference dataset (acquisition 1). (A) The reference tracts in a 3D-view and in
a 2D-view overlaid over a sagital slice of the unweighted image. (B) Tracts
reconstructed from the uncorrected datasets, (C-E) tracts reconstructed from
the datasets corrected with the respective methods.

result compared to the reference reconstruction. The single-objective methods produced
a higher amount of spurious �bers, whereas the tracking on the uncorrected data
resulted in an incomplete reconstruction with overall low number of tracts. In the
fornix tracking experiment, at �rst sight, the reconstructed tracts from the uncorrected
datasets resembled the reference tracts. However, it can be observed that the number
of tracts are reduced and the reconstruction of the frontal arc is missing. Furthermore,
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Figure 5.16: The cingulum tracts reconstructed from an in-vivo dataset with 90% motion
corruption after motion and distortion correction. Each correction method
was applied to the dataset and the CSD tracking was performed on the higher
shell (b=3000 s·mm−2). The tracts were extracted using a passing ROI de�ned
in the unmoved reference dataset (acquisition 1). (A) The reference tracts in
a 3D-view and in a 2D-view overlaid over a sagital slice of the unweighted
image. (B) Tracts reconstructed from the uncorrected datasets, (C-E) tracts
reconstructed from the datasets corrected with the respective methods.
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this reconstruction appears only for the fornix tracts, which form a rather isolated
bundle structure and thus not intermixed with signal from other white matter areas
in case of imprecise correction. The tracking results on the more “centrally” located
cingulum re�ect once more the di�erences in the correction precision of the evaluated
method. On the uncorrected dataset, the �ber tracking failed to reconstruct the major
parts of the cingulum tracts.
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Discussion

The central objective of the thesis was to develop a robust retrospective method for
correction of motion and acquisition artifacts in di�usion MRI data. The proposed,
fundamentally new distortion correction approach follows a multi-objective memetic
search optimization principle that allows to exploit the di�erent intensity similarity
relationships between gradient volumes in a di�usion-weighted image. The strength of
the method was demonstrated quantitatively on realistic motion and eddy-currents-
distorted synthetic datasets at di�erent artifact and SNR levels. The advantages of
the proposed method were further illustrated by a reference-based evaluation on in-
vivo datasets with di�erent levels of motion corruption. In the synthetic datasets, the
TRE of the proposed method stayed below the voxel size for datasets with moderate
artifacts and below double voxel size in the more severely artifacted data. In the in-
vivo experiments, the proposed method yielded a mean error in the NODDI-derived
measures well below the errors by the single objective correction approaches. The
precision di�erences between the single-objective and the proposed multi-objective
methods were further illustrated by the results of a �ber reconstruction performed on
the corrected data. In conclusion, the main contributions of this thesis are:

(A) A novel and robust multi-objective image registration method based on the
memetic optimization principle, combining local search phases with global PSO
phases and capable of exploiting the di�erent intensity similarity relationships
between the gradient images in a di�usion-weighted dataset.

(B) A method for constructing realistic synthetic di�usion-weighted datasets with
controlled addition of motion and acquisition artifacts, allowing a quantitative
evaluation of retrospective correction approaches in di�usion MRI.

87
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(C) A quantitative evaluation of the proposed multi-objective method in terms of the
registration error, as well as a qualitative evaluation of the impact on higher-order
signal modeling (NODDI) as well as �ber tractography on both synthetic (B) and
real in-vivo data.

The following sections discuss these contributions in further detail.

6.1 Evaluation Data

The realistic synthetic datasets which allowed the quantitative evaluation of the correc-
tion method in the �rst place were constructed by extending the simulation framework
Fiberfox in two parts. Firstly, the bulk motion was simulated by applying the ground-
truth rigid transforms to the tractogram used by Fiberfox for the signal simulation.
Secondly, the eddy-currents-caused artifacts were simulated by adding an additional
signal decay to the k-space simulation.

One limitation of the data simulation used for generating synthetic datasets is that
is does not model all motion-induced e�ects that can occur in real acquisitions. The
presented extension of the simulation framework Fiberfox allows to add motion only
between single volume acquisitions, omitting artifacts caused by rapid motion during
k-space readout such as signal drop-outs or even complete signal extinction in a single
slice. However, such artifacts were present in the in-vivo datasets with similar results
of the experiments regarding the improved correction precision achieved by the multi-
objective correction method.

The missing ground-truth deformations for the simulated eddy currents e�ects were
another limitation of the synthetic experiments. However, the deformation cannot be
obtained in an analytical way since it originates from an exponential signal decay in the
Fourier-space. Thus, using a non-linear deformable registration was a logical choice,
since the conditions for a precise estimation were given. First, the moving image was
available without any additional noise, second, the �xed image had almost identical
image contrast since it was constructed by a simulation with identical settings but
without artifacts, and third, the ground-truth rigid transform was known and thus the
deformation described the pure e�ects by eddy currents. The non-linear registration
uses a metric derived from the MI as well as a gradient descent optimizer, i.e. it is based
on a similar registration procedure as the distortion correction methods. For this reason,
a minor bias in this process cannot be ruled out completely. However, since a similar
bias is applied to all correction methods, and since the reference estimation provided
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a high-quality result by means of low voxel-wise error that was visually veri�ed, a
signi�cant in�uence of such potential bias on the TRE evaluation is unlikely.

To enable the voxel-wise comparison to the reference images in the in-vivo experiments,
all datasets must occupy an identical registration reference space that is de�ned by the
unweighted (b=0 s·mm−2) image. To meet this requirement all datasets were constructed
with the undistorted unweighted volume from the reference acquisition. Even though a
distortion may occur also in the unweighted volume, this choice is unlikely to bias the
evaluation. The eddy-currents-caused e�ects scale proportionally with the b-value and
thus the unweighted volume is predominantly prone to the rigid bulk motion which in
turn only shifts and rotates the reference space.

6.2 Synthetic Experiments

The results of the single objectives on the moderately artifacted simulated datasets at
the lower levels of added motion resembled the common experience in dMRI motion
and distortion correction. While the average TRE in the lower b-shell (b=1000 s·mm−2)
stayed well below the single voxel size, the unweighted reference objective failed
to precisely correct the higher b-shell. The model-based objective provided a good
alignment of both shells with average TRE slightly above the single voxel size.

The severe artifacts in the simulated datasets with lower motion levels seem to force
particularly the model-based objective into outliers in the b=3000 s·mm−2 shell, yielding
an average TRE even higher than the unweighted reference objective. However, for
these datasets, the global update phase was capable to capture these, maintaining an
average TRE below the double voxel size. At �rst, the severely artifacted simulated
datasets with the highest added motion revealed the limits of the multi-objective
approach. Although the average TRE was—compared to the single-objective methods—
signi�cantly reduced, it remained above the double voxel size. As demonstrated by
the �ber tracking experiments, errors of such magnitudes a�ect the further processing
steps to a great extent. The results of the �ber reconstruction on the synthetic datasets
on the example of the fornix tract clearly re�ected the average TRE in the higher b-shell
after correction. The visual impression, particularly when focusing on the amount of
spurious �bers leads to the conclusion that a registration error above the double voxel
size has a strong negative in�uence on the resulting tracts. The tracts most similar to
the ground-truth and with the least spurious �bers were reconstructed on the datasets
corrected by the multi-objective method with 12 particles, with initial average TRE
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above the single voxel size. However, this initial error still negatively in�uenced the
tracking and the reconstructed tracts did not resemble the ground-truth to a full extent.

Experiments on the distribution of the initial particle positions showed no signi�cant
di�erences between the four evaluated choices for the variance. A possible reason for
the weaker in�uence of the initial distribution is the overall attraction to strong solution
candidates. Once a strong candidate is reached during local search, it then dominates
the remaining candidates in the global PSO update phase. A further improvement
in terms of the �nal TRE could be achieved by replacing the current “unconstrained”
parameter initialization with one bounded by an estimate of the extent of motion
and distortion. This could be for example provided by repeatedly acquiring multiple
unweighted volumes at regular intervals through the complete acquisition session and
estimating their alignment.

The frequency of occurrence of the objective functions in the leading role re�ects the
TRE achieved on the synthetic data. Among the reference, single-objective methods, the
model-based approach yielded the lowest error and had a high number of appearances in
the leading particle counts, particularly in the moderately artifacted dataset. In the more
severely artifacted dataset and at higher b-values, however, the model-based approach
lost its leading role because the model �tting was hampered due to misalignments in
the lower b-shell after initial registration with the unweighted reference objective.

6.3 In-vivo Experiments

In the quantitative evaluation on synthetic datasets, the average TRE by the nearest-
neighbor reference objective ranges between the average error of the unweighted and
the model-based method, which are also the two mostly applied methods in published
studies. Thus, in the in-vivo experiments, the multi-objective approach was evaluated
only against the unweighted and the model-based single-objective correction methods.

At the lowest motion corruption level (25%) in the in-vivo experiments, both the model-
based reference objective as well as the proposed method were outperformed by the
uncorrected original data, which is a consequence of robust model �tting in the NODDI
Toolkit. Also the resampling procedure applied during correction could be partially
responsible for the increased error when compared to the uncorrected original dataset.
Also the tensor �tting seemed to perform robustly at the lowest level, as the model-
based objective slightly outperformed the multi-objective method in the measured ODI
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index, which is also re�ected by the particle history graphs showing a particularly high
number of appearances of the model-based objective at the �nest pyramid level.

The computed error in the raw data provides a further insight on the performance of
the evaluated methods. The rotationally-dependent di�usion-weighted signal and the
uncorrected eddy currents e�ects in the reference dataset limit the explanatory power of
the direct signal comparison. However, the true eddy-currents-caused distortions a�ect
only the front and the rear areas, as shown by the high error rim in the model-based
and the multi-objective method at the 25% corruption level. The signal dependency to
rotations, in contrast, a�ects the complete white-matter regions and thus parts of of
the overall increase in the signal di�erences can be accounted to this e�ect. The e�ect
size is further reduced by considering the mean error across the randomly assembled
bootstrap samples, though. For the unweighted reference objective, the measured
high error already at the lowest corruption level re�ects the known limitations of the
method’s precision in correcting higher b-shell images.

The areas of higher error in the NODDI index ICVF correspond to the di�erences in
the raw signal in the data located in the mid-area of the displayed axial slice (in the
corpus callosum). In this area, the eddy-currents-caused distortions, which diminish the
signi�cance of the reference-based evaluation, are less pronounced and the measured
di�erences can thus be accounted to precision of the evaluated methods in correcting the
motion-caused distortions. In accordance with the measured smaller mean di�erences
in the NODDI index ODI, the visualized error is not so dominant. In general, the
ODI values are low in homogeneous and dense white-matter structures like the corpus
callosum. Though, the error was increased inside the area left to the corpus callosum
which is occupied by multiple �bers with di�erent orientations (the superior longitudinal,
superior fronto-occipital fasciculus and the superior corona radiata).

6.4 Local Search Method

In the presented implementation, the local search phase is iterated with the PSO update
steps at a few points naturally provided by the pyramidal registration scheme. With
this choice, a relatively high importance is assigned to the local search compared to the
global update phase. Both quantitative and qualitative experiments support the claim
that the local search provides robust results in the most cases and thus the PSO update
phase can be employed only at the few points to e�ciently detect outliers.
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As a consequence of the strong emphasis of the local search method, the overall
performance of the memetic search relies on the ability of the local search to locate the
true minimum, which is one of the necessary “boundary” conditions for a successful
image registration method. This ability is of particular importance in the last, full-
resolution pyramid level. If the local search violates this global minimum localization
condition and is failing for multiple objectives at a high number of images, it �rst
provides candidate solutions of poor quality and second, the registration outliers
cannot be prevented in most cases, regardless of the starting position provided by the
global PSO update. Such behavior was observed in the experiments on the synthetic
datasets with severe artifacts and the highest added motion. To quantify the in�uence
of the choice of local search method on the result, an additional experiment on a
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Figure 6.1: Preliminary results illustrating capabilities of di�erent local search methods on
a more severely artifacted in-vivo dataset at 75% motion corruption level. (A,B)
Higher amount of outliers by the single-objective methods with the Regular Step
Gradient Descent (RSGD) optimizer. (C) Incomplete outlier reduction by the
multi-objective method with RSGD-based local search. (D,E) Improved correction
by the single-objective methods using the Adaptive Stochastic Gradient Descent
(ASGD) optimizer with outliers only in the higher b-shell that are (F) corrected
by the multi-objective method with ASGD-based local search. The contrast in
the high b-value part was enhanced for printing.
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in-vivo dataset with severe motion artifacts was performed. In this dataset, a weak
performance was encountered for the local search using the RSGD optimizer. As
shown in Figure 6.1(A,B), the registration using RSGD optimizer failed to align the
data for both unweighted and model-based objectives, even for lower b-value images
(b=1000 s·mm−2). As a consequence, the multi-objective method (Figure 6.1(C)) could
not correct all registration outliers, although it managed to remove some of them.

For the additional experiment, the RSGD optimizer in the local search was replaced by
the ASGD optimizer. As shown for the unweighted reference objective on Figure 6.1(D),
the ASGD succeeded in aligning the lower b-shell, while producing several outliers in
the higher one. Thus, the ASGD-based local search behaved like the RSGD-based one
in the evaluation experiments. This in turn provided a solid base for the model �tting
and the extrapolation of the reference images for the model-based objective, resulting
in a better alignment of the higher b-shell (Figure 6.1(E)). However, the model-based
reference objective seemed to overestimate the scaling as shown by the almost complete
rim in the mean di�erence image (see Figure 6.2(B,E)).

In contrast to the additional in-vivo experiment, the results on the highly artifacted
simulated datasets show that the local search with RSGD optimizer is capable of locating
the minimum, as the average TRE drops rapidly and almost reaches the single voxel
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Figure 6.2: Preliminary results of ASGD-based local search methods evaluation on a more
severely artifacted in-vivo datasets at 75% motion corruption level. Each �gure
shows the mean raw data error in the higher b-shell after correction with the
ASGD-based local search. (A) Overall high error by the unweighted reference
method. (B) High error rim by the model-based reference method indicates a
imprecise scaling in addition to corrected eddy currents e�ects. (C) The error
in the model-based objective resulted almost entirely from the corrected eddy
currents. The identical colormap with the range [0.0, 60.0] used for all images is
shown in the top-left corner.
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size, although the single objectives yielded an average registration error of above three
times the voxel size (6 mm). This seems not to hold for the most complex case (IIc10),
where a reduction of the average TRE is achieved by the multi-objective method, this,
however, still stayed above 5 mm.

In conclusion, the additional in-vivo experiment has revealed the necessity of using
a stable local search method within the memetic search multi-objective approach. It
also demonstrated the generality of the proposed approach by showing the improved
performance with a di�erent local search component.

6.5 Global Optimization Method

The choice of using only the few points provided by the pyramidal registration scheme
was made under the assumption that the local search is able to provide robust results
in most cases. The PSO update phase can then e�ciently detect outliers as it was
demonstrated in the synthetic data experiments and by the in-vivo experiments on
subject 1. As discussed in the previous section on the example of the RSGD optimizer
in the special case of the severely artifacted in-vivo dataset, a local search unable
of locating the minimum precisely will have an impact on the performance of the
complete memetic search, especially because it provides the �nal candidate solution set.
Still, the multi-objective method achieved a partial correction of registration outliers,
which leaves room for expectations in a stronger emphasis of global PSO update phase.
This is also motivated by the improvement of the average TRE in the synthetic data
experiments with increasing number of particles used, which is one of the central
parameter choices improving the exploration capabilities provided by the global phase
on one hand, but also the parameter with a strong in�uence on the processing time on
the other. The preliminary results of the correction performance in the presence of a
weak local search discussed in the previous section allowed also to inspect the e�ects
of higher global search emphasis in such con�gurations. Increasing the number of
particles resulted in a further outlier reduction especially in the higher b-shell, however,
the resulting alignment is not satisfactory as documented in Figure 6.3.

Hence, the poor performance of a weak local search method cannot be fully com-
pensated by the increase of particles used and this cannot be expected either from
increasing the number of global phase steps which would more and more resemble
the pure PSO approach, which is known to lack the precision in locating the global
minimum [112]. However, with a suitable local search, the proposed multi-objective
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Figure 6.3: Preliminary results of the correction performance of a weak local search (RSGD
optimizer) in dependency to di�erent number of particles used in the global
update phase. All �gures show the additional, more severely artifacted in-vivo
dataset at 75% motion corruption level after correction. (A) Visible multiple regis-
tration outliers in the both b-shells for N= 6 particles. (B) Improved correction in
both shells with N= 12, but incomplete outlier reduction and (C) further outlier
reduction in the lower shell with N= 24 particles, still uncorrected outliers in the
higher shell. The contrast in the high b-value part was enhanced for printing.

method provides an improved precision already with low numbers of particles and
with the global phase updates at the end of each pyramid level.

The maximal number of pyramid levels strongly depends on the matrix size and the
number of acquired slices. A typical di�usion Magnetic Resonance (MR) head acquisi-
tion with 2-2.5 mm isotropic voxel spacing will comprise of at least 40 slices, which
allows for a pyramid construction with 3 (or even 4 levels) as described. This condition
is not necessarily ful�lled in other acquisitions like a thick-slice di�usion MR of the
spinal cord, where the small number acquired axial slices would be strongly limiting
the pyramid construction. However, in such cases an anisotropic pyramid schedule
could be used to still allow for at least 3 pyramid levels.

Together with the number of particles, the number of pyramid levels �gures as one
of factors in the additional term of the global phase time complexity. However, for
the presented con�gurations using only few particles, the prevalent in�uence on the
overall runtime remains in the linear increase with the number of particles.



96 Chapter 6 Discussion

6.6 Relevance for Di�usion MRI Analysis

The NODDI-based indices evaluated in the in-vivo experiments were already used as
biomarkers in group studies on neuro-degenerative diseases: Kamagata et al. [56] have
considered the ODI and ICVF values in Parkinson’s diseased patients and the evaluated
regions were signi�cantly altered with mean group di�erences of 0.06 for the ICVF
index and 0.03 for the ODI index. With this result, the discriminative values lie within
the range of the voxel-wise errors produced by the correction schemes. Thus, the choice
of motion and distortion correction method is of critical importance in this context.

Although the processing time of the multi-objective correction scheme increases with
the number of particles, the applications in micro-structural tissue analysis or in
connectomics are in the most cases not time-sensitive and rather valuing precise
evaluation. Furthermore, the particles’ local search phases are independent of each
other and thus allow for a reduction of the processing time through highly-parallel
implementation.

The multi-objective method will provide only a little improvement for DTI acquisitions
with single shell and moderate b-values. For such data, the unweighted reference
objective is capable of providing a robust distortion correction, which is mirrored by
the popularity of this correction approach in DTI studies.

For another popular imaging technique, the single-shell HARDI acquisition with dense
q-space sampling, the nearest-neighbor objective in the presented de�nition would co-
incide with the unweighted reference objective. However, the objective is not restricted
to gradient similarity across b-shells and the dense sampling of the gradient directions
in the HARDI-case allows a di�erent de�nition of the similarity operator selecting the
nearest-neighbor on the same b-shell.

6.7 Outlook and Further Work

Very recently, the research in the motion and distortion correction have brought forward
a novel extrapolation method [79], which could also improve the proposed multi-
objective approach either as a further objective function or as a replacement of the
currently employed model-based metric. In combination with the recently published
result on simulation of di�usion MRI validation data with improved simulation of
non-white-matter areas [43] (note: at the time of writing, the data was not available),
this could provide a further insight on the presented memetic search based approach.
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In the application to motion and distortion correction in di�usion MRI, the proposed
method can fully utilize the di�erent intensity relationships and thus the di�erent
registration objectives. However, the method itself is not only restricted to applications
where di�erent image metrics between the moving and the �xed image are available.
For example in case of registering images with locally mis-matching contrast areas,
like in the presence of lesions, the di�erent objectives for the memetic settings could be
formulated by restricting the metric computation only to a sub-region of the original
domain. In this way, some of the sub-regions will not contain the critical area and likely
provide a better transform estimate.





Chapter 7

Conclusion

Robust data preprocessing becomes increasingly important in di�usion-weighted MR
imaging as a consequence of the growing number of acquired images per subject
that need to be processed to provide a stable data basis for the higher-order signal
models. Application of such models becomes increasingly common in dMRI analysis
as they provide a better insight into micro-structural tissue properties. Beside the
steadily growing number of acquired images, which directly increases the acquisition
time and the proneness to subject’s motion, these models also require acquisitions
at higher b-values, which are �rst more susceptible to eddy-currents-caused artifacts
and second come with lower signal-to-noise ratios. Altogether, a robust motion and
artifact correction becomes a critical prerequisite for all subsequent dMRI analysis
steps. In consequence of the challenging image contrasts at high b-values, current
retrospective correction approaches, which are based on pairwise image registration,
can easily produce a remarkable amount of registration outliers.

Central objective of this work was to address this behavior by proposing a novel
multi-objective registration scheme based on the memetic optimization principle. The
memetic formulation of the approach, that is based on alternating local search (pairwise
image registration) and a global update (particle swarm optimization) phases, allowed
to simultaneously follow all available image metrics without any a priori weighting.
The design of the method followed the main hypothesis of this thesis, that a more
consequent exploration of the di�erent intensity relationships between the gradient
volumes of a di�usion-weighted acquisition could enhance the capabilities of solving
such challenging registration problems. An optimal method would be able to prevent
registration outliers by choosing the right combination of the di�erent objectives and
e�ciently lead the way towards the global minimum.
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The precision and the signi�cantly reduced amount of registration outliers on realistic
synthetic data, simulated with di�erent levels of motion and artifacts distortion, sup-
ported the main hypothesis. The proposed method can successfully correct for outliers
even when the single registration objectives yielded an average registration error above
the double voxel size. The dynamically changing role of the di�erent objectives within
the multi-objective settings, depending on the resolution and the level of corruption,
could not be achieved when considering only an a priori weighting instead of the
memetic search approach.

The improved precision in the in-vivo data correction, particularly at higher b-values,
had an impact on scalar indices derived from the higher-order NODDI model as well
as on �ber tracking. While the NODDI model is increasingly applied in the search for
biomarkers for disease-induced tissue alterations and the correction is likely to a�ect
the discriminative value of such, uncorrected artifacts in the �ber tracking can in�uence
the network-graph construction and following evaluations as done in connectomics
studies.

One of the most noteworthy issues to consider in the con�guration of image registration
based on memetic search is the choice of a suitable local search method. With a well-
working local search phase, the memetic search allows a conservative parametrization
of the global PSO phase, including the employment of only few particles, to provide
a robust registration result. A poor performance of a weak local search method, as
was observed on some of the severely artifacted datasets, can be corrected to a certain
degree through a higher emphasis of the exploration capabilities provided by the global
PSO update phase. However, this issue manifested itself only in the correction of
highly artifacted synthetic and in-vivo datasets. Hence, this issue is important rather
from a general methodical point of view than for practical considerations in dMRI-
based evaluation studies. In these, such artifacts would lead either to exclusion of
the subject or to a re-acquisition, since a subject’s motion of such magnitude leads
also to signal loss across the complete slices. For the moderately artifacted evaluation
data, which are far more likely to appear in typical in-vivo acquisition, the proposed
conservative parametrization successfully achieved the main goal of the thesis and
provided a reduction of the registration outliers.

There are still possible intensity relationships between the gradient volumes of a
di�usion-weighted image that were not yet exploited in the multi-objective settings.
Taking advantage of the straightforward extensibility, inclusion of new objectives could
further improve the robustness of the presented method.
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The presented multi-objective approach to retrospective motion and artifact correction
in dMRI datasets enables the application of recent higher-order di�usion models in
a robust and stable fashion. This will play an important role not only for advanced
characterization of micro-structural tissue properties but also for the subsequent di�u-
sion MRI analysis approaches like �ber tractography and connectomics, including the
clinical implication of such studies.

The robustness of the multi-objective approach could further prove valuable in the
registration of medical image data with non-trivial intensity relationships, like in the
presence/absence of lesions in pre- and post-operative acquisitions.

Thanks to the general formulation as a meta-heuristic approach, the presented method is
not only restricted to retrospective correction of di�usion-weighted images. Hence, this
research will hopefully inspire future work in meta-heuristic optimization in di�usion
MRI as well as image registration in general.
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Own Publications

The proposed multi-objective method and some of the results shown in this thesis
were published in the journal IEEE Transactions on Medical Imaging [A]. Further, a
preliminary approach to the construction of realistic validation data with motion
artifacts was presented on a conference and published within the proceedings [B].

[A] Jan Hering, Ivo Wolf, and Klaus H. Maier-Hein, Multi-objective Memetic Search
for Robust Motion and Distortion Correction in Di�usion MRI, IEEE Transactions
on Medical Imaging (2016), [ePub ahead of print].

[B] Jan Hering, Peter F. Neher, Hans-Peter Meinzer, and Klaus H. Maier-Hein, Erzeu-
gung von Referenzdaten für Kopfbewegungskorrektur in Di�usion-MRI, Bildverar-
beitung für die Medizin 2014 (Thomas Martin Deserno, Heinz Handels, Hans-
Peter Meinzer, and Thomas Tolxdor�, eds.), Informatik aktuell, Springer Berlin
Heidelberg, January 2014, pp. 342–347.

The following publications present preliminary results or related studies in the �eld of
dMRI processing.

Peer-reviewed conferences

Jan Hering, Ivo Wolf, Taw�k Moher Alsady, Hans-Peter Meinzer, and Klaus H. Maier-
Hein, A Memetic Search Scheme for Robust Registration Of Di�usion-Weighted MR Images
in Bildverarbeitung für die Medizin 2015 (Thomas Martin Deserno, Heinz Handels,
Hans-Peter Meinzer, and Thomas Tolxdor�, eds.), Informatik aktuell, Springer Berlin
Heidelberg, 2015, pp. 113–118.
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Jan Hering, Ivo Wolf, Hans-Peter Meinzer, and Klaus H. Maier-Hein, Model-based
motion correction of reduced �eld of view di�usion MRI data in SPIE Medical Imaging
2014 (Robert C. Molthen and John B. Weaver, eds.), International Society for Optics and
Photonics, p. 90381L.

Jan Hering, Peter F. Neher, Bram Stieltjes, and Klaus H. Maier-Hein, DTI Tractog-
raphy Challenge 2014 - MITK Global Tractography in Proceedings of 2014 MICCAI
Tractography Challenge, Boston, USA.

Jan Hering, Ivo Wolf, Hans-Peter Meinzer, Bram Stieltjes, and Klaus H. Maier-Hein, A
Quantitative Evaluation of Errors Induced by Reduced Field-of-View in Di�usion Tensor
Imaging, Computational Di�usion MRI and Brain Connectivity, Springer, 2014, pp. 35–
44.

Conference abstracts

JanHering, Peter F. Neher, Hans-Peter Meinzer, and Klaus H. Maier-Hein, Construction
of ground-truth data for head motion correction in di�usion MRI in Proceedings of
International Society of Magnetic Resonance in Medicine (ISMRM), 2014.

Co-authored publications

Caspar J. Goch, Bram Stieltjes, Romy Henze, Jan Hering, Luise Poustka, Hans-Peter
Meinzer, and Klaus H. Maier-Hein, Quanti�cation of changes in language-related brain
areas in autism spectrum disorders using large-scale network analysis, International
Journal of Computer Assisted Radiology and Surgery 9 (2014), no. 3, 357–365.
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