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Abstract

C
ontext-aware systems aims at the development of computational systems that process
data acquired from di�erent datasources and adapt their behaviour in order to provide

the 'right' information, at the 'right' time, in the 'right' place, in the 'right' way to the
'right' person (Fischer, 2012). Traditionally computational research has tried to answer
these needs by means of low-level algorithms. In the last years the combination of numeric
and symbolic approaches has o�ered the opportunity to create systems to deal with these
issues. However, although the performance of algorithms and the quality of the data directly
provided by computers and devices has quickly improved, symbolic models used to represent
the resulting knowledge have not yet been adapted to smart environments. This lack of
representation does not allow to take advantage of the semantic quality of the information
provided by new sensors.

This dissertation proposes a set of extensions and applications focused on a cognitive
framework for the implementation of context-aware systems based on a general model in-
spired by the Information Fusion paradigm. This model is stepped in several abstraction levels
from low-level raw data to high level scene interpretation whose structure is determined by
a set of ontologies. Each ontology level provides a skeleton that includes general concepts
and relations to describe entities and their connections. This structure has been designed
to promote extensibility and modularity, and might be re�ned to apply this model in speci�c
domains. This framework combines a priori context knowledge represented with ontologies
with real data coming from sensors to support logic-based high-level interpretation of the
current situation and to automatically generate feedback recommendations to adjust data
acquisition procedures.

This work advocates for the introduction of general purpose cognitive layers in order to
obtain a closer representation to the human cognition, generate additional knowledge and
improve the high-level interpretation. Extensibility and adaptability of the basic ontology
levels is demonstrated with the introduction of these traverse semantic layers which are able
to be present and represent information at several granularity levels of knowledge using a
common formalism.

Context-based system must be able to reason about uncertainty. However the reasoning
associated to ontologies has been limited to classical description logic mechanisms. This
research also tackle the problem of reasoning under uncertainty circumstances through a
logic-based paradigm for abductive reasoning: the Belief-Argumentation System.

The main contribution of this dissertation is the adaptation of the general architecture
and the theoretical proposals to several context-aware application areas such as Ambient
Intelligence, Social Signal Processing and surveillance systems. The implementation of pro-
totypes and examples for these areas are explained along this dissertation to progressively
illustrate the improvements and extensions in the framework. To initially depict the general



model, its components and the basic reasoning mechanisms a video-based Ambient Intelli-
gence application is presented. The advantages and features of the framework extensions
through traverse cognitive layers are demonstrated in a Social Signal Processing case for the
elaboration of automatic market researches. Finally, the functioning of the system under
uncertainty circumstances is illustrated with several examples to support decision makers in
the detection of potential threats in common harbor scenarios.
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1
Introduction

1.1 Motivaton

During the last decades the world has su�ered a frantic technological transformation due to
great advances in hardware and the generalization of the economies of scale. The emergence
of a huge amount of new devices, their availability in the market at low price and their capacity
to generate relevant data have fueled future expectations in context-aware application areas
such as Ambient Intelligence (AmI), Social Signal Processing (SSP), Ambient Assisted Living
(AAL) and others which were frequently limited by the lack of contextual information.

All along these years, most disciplines involved in computer sciences have performed
a huge e�ort to improve the e�ciency and the accuracy of these systems using low level
algorithms. Typically, the resulting data strongly based on numerical methods did not provide
support to obtain, understand and manage semantically enriched or high level data. On the
other hand, approaches focused on knowledge have traditionally tried to extract semantic
descriptions using a higher abstraction perspective, however, none of these approaches could
only by itself cover the entire problem. The growing number of context data sources such as,
devices, networks, embedded sensors, users and so forth, require novel abilities to represent
and retrieve information of interest.

Increasingly low level and knowledge approaches are being used in a synergistic way taking
into account their abstraction levels. However, these mixed approaches are not normally
prepared to accept di�erent kinds of measures form di�erent kinds of devices, to fuse all
the data generated and to make inference reasoning over these. In addition, normally with
these solutions it is not possible to deal with speci�c problems at di�erent abstraction levels
specially those refered to higher levels.

Data and Information Fusion (DIF) architectures have always advocated for systems
organized in di�erent abstraction levels. In these levels the detection and identi�cation of
real world entities and characterization of activities and threats require assessing the states
of situational items and their relationships within a speci�c context. From the perspective of
fusion processes, context can be informally de�ned as the set of background circumstances
that are not of prime interest to the system, but have potential relevance towards optimal
estimation (García et al., 2012). When a context is activated (i.e., some circumstances
hold), more information is available to obtain and improve estimations on entities. This
contextual information, expressed in the form of complementary knowledge or constraints,
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encompasses information about objects, processes, events, and relationships between them,
as well as particular goals, plans, capabilities, and policies of the decision makers. Such
diversity makes formal context representation a signi�cant challenge.

In order to handle such a diverse dataset is necessary to provide well-de�ned models
to represent the context and perceptual semantics in complex scenarios and also provide
and adequate formalism compatible with any reasoning mechanisms. Current symbolic data
representations allow to develop cognitive models able to represent accurately the scenes'
complexity and perform inferences. According to Vernon's de�nition �Cognitivism asserts
that cognition involves computations de�ned over symbolic representations, in a process
whereby information about the world is abstracted by perception, represented using some
appropriate symbol set, reasoned about, and then used to plan and act in the world.� (Vernon,
2008) These models can analyze systematically the knowledge of the scene to discover and
describe data related with activities developed by a subject fusing its representation with
high-level context knowledge. In this context, the use of ontology models o�er several
advantages at a low cost. Formal models establish a common symbolic vocabulary to describe
and communicate scene data while providing support for logic-based reasoning. Symbolic
language is closer to human language, and therefore it is easy to interact and interpret
system inputs and outputs. Logic-based reasoning, in turn, can be applied to check the
consistency of the models and to infer additional knowledge from explicit information.

Despite the advantages of ontology models, the state of the art in this technology presents
serious drawbacks both in the availability of standards, languages, libraries and developing
tools as in the reasoning capabilities, mainly as a consequence of the open world assumption
�any statement that is not known to be true is unde�ned on unknown. Along the last
years these disadvantages are being mitigated by the World Wide Web Consortium (W3C)
which periodically publish new drafts and recommendations and by educational institutions,
companies and open source projects which provide support for modeling tools, reasoners,
libraries and so forth. Furthermore, the possibility of endow new features to the reasoning
procedures bypassing the limitations of descriptive logics has encouraged researchers to start
new challenges regarding reasoners and reasoning techniques. Some works have been carrying
out at di�erent levels, from the rede�nition of description logics based on arti�cial intelligence
techniques such as fuzzy logic, to the imbibe of Bayesian probability theory to the classical
�rst-order logic.

Beacuse of theses drawbacks this work aims to outline a dual purpose: (i) explore the im-
plementation of applications on the basis of an existing general cognitive framework provided
with reasoning capabilities by means of Arti�cial Intelligence and DIF techniques; (ii) update,
create and promote knowledge representation layers in in order to extend the representation
and reasoning capabilities of context-aware systems.

1.2 Thesis proposal

The use of situation-aware systems aims to automatically detect the behavior of the detected
objects in a scene. Providing additional information to this system, namely, context knowl-
edge, make this task more feasible also introducing certain complexities. Context knowledge
comprises any external knowledge used to complete the information about the computed



1.2. Thesis proposal 3

scene, among other categories context includes: (i) environment of the scene, such as struc-
tures, static objects or behavior features; (ii) devices' parameters; (iii) historical records; (iv)
data coming from human-computer interaction. The classical techniques �based on data
coming from observations and a priori knowledge models� have been insu�cient to recognize
situations in complex and unpredictable scenarios.

On the other hand, sensor fusion architectures are commonly known to provide data orga-
nized in multi-level structures. Despite this valuable way of organizing data, most researches
in the sensor fusion literature have only taken into account the measures of the local context
to achieve a more accurate understanding of the scene. This circumpstance makes these
methods barely extensible to other domains since oftentimes perform application dependent
and heuristics calculations.

In contrast to these approaches, multi-level cognitive approaches propose symbolic models
at di�erent abstraction levels which de�ne the domain in a logic language able to represent the
semantics of objects and relationships in the environment. As cognitive practical approaches
are scarce or nonexistent this thesis proposes the construction of a set of applications based
on a general purpose cognitive framework inspired in a symbolic multi-level architecture.
The architecture of this system is based in the ontological model based on DIF presented in
(Gómez-Romero et al., 2011a). The objective of this dissertation is predominantly practical.
The approaches presented in this thesis will o�er detailed explanation of the implementa-
tion issues and practical demonstrations executed over developed prototypes. Due to the
increasing amount of sensor technologies it has been decided to design the solutions under
the ontology standards of generality, modularity and extensibility. Compliance with these
requirements, implementations are demonstrated using di�erent datasources in a variety of
application �elds. The reasoning capabilities the framework will be progressively showed with
new representation and reasoning capabilities. These capabilities will be demonstrated in
di�erent example scenarios dealing with complex situations.

1.2.1 Classi�cation, rule-based and spatial reasoning with ontologies

This document will cover the current representation and reasoning needs in context-aware
approaches through the ontological representation of general concepts. This representation
is not just a conceptual map to store data coming from sensorized environmet systems, but
also is a powerful tool to carry out reasoning processes. The standard reasoning procedure
in ontologies can be apply to infer additional knowledge from explicit facts detected in the
scene. Through the use of an inference engine, the subsumption mechanism can carry out
classi�cation tasks such as, determine the concept hierarchy or check the membership relation
between instances and concepts.

Rules is the most extended deductive reasoning mechanism supported by ontologies.
Standardized languages such as SWRL for rule-based reasoning with OWL ontologies, as well
as, rule languages for speci�c reasoners such as the new RACER Query Language (nRQL)
are tools able to maintain the consistency of the knowledge base and carry out individual
classi�cation tasks beyond the subsumption mechanism.

A huge quantity of knowledge that characterize situations lies in the spatial con�guration
of scene objects. Symbolic representation of spatial entities allow the use of reasoning
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formalisms based on qualitative spatial relationships. The result of these processes can
be aggregated to an ontological model since reasoning and their outcomes is performed in
linguistic terms.

1.2.2 Cognitive layers in knowledge representation

The formulation of models based on abstraction levels has led to the implementation of
noncohesive systems which are not able to �uently communicate among themselves. For
this reason, it is necessary to provide new common and transverse knowledge layers among
these levels including new semantic relationships. The goal of this strategy is the close
interaction among semantically similar layers to the automatic generation of new knowledge.
With the advent of new sensors which will allow a more accurate detection of scene objects,
we advocate for the addition of representation layers based on mereology and meronymy.
The idea of employing a part-based layer to support the statements of the scene object
abstraction level in a cognitive framwork has been previously suggested by Pinz et al. (Pinz
et al., 2008). This proposal goes further and seeks to provide a symbolic layer based on
the formal de�nition, development patterns and implementation of spatial and part-whole
relationships.

Symbolic data representations allow to develop cognitive models able to represent more
accurately the complexity of the scene. These models can analyze systematically the knowl-
edge of the scene to discover and describe data related with activities developed by a subject
fusing its representation with high-level context knowledge. A key part of such analysis is
currently supported by the approaches emerged from a cognitive view of the traditional com-
puter vision techniques. The ties between meronymy and the current qualitative approaches
(Randell et al., 1992), (Allen, 1983) in cognitive vision �mainly focused on a qualitative
description of spatio-temporal aspects (Renz, 2002)� must be regarded as crucial to narrow
the gap of knowledge in context-based approaches.

1.2.3 Reasoning under uncertainty

Reasoning procedures presented in 1.2.1 are able to carry out classi�cation or consistency
checking tasks. However, there are no reasoning mechanisms associated to ontologies able
to abduct new knowledge from the existing one and reason under uncertainty conditions.
Abductive reasoning automatically infer suitable hypotheses that explain a set of input facts,
in some cases, with degrees of uncertainty.

For the above reasons an extension of the reasoning capabilities of ontological approaches
will be proposed with the goal of assessing situations in complex environments. These envi-
ronments usually managed by people overwhelmed by the huge quantity of data coming from
di�erent sources and the duty of make decisions under pressure, require an approach which
automatically recognizes anomalous situations and handles the derived threat with a level of
certainty which support the decision making.

If we consider context and observed facts the inputs of the process and the situations
explaining these facts the resulting hypotheses, the situation assessment can be understood as
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an abductive process. A Belief Argumentation Systems (BAS) (Rogova et al., 2006) �a logic-
based paradigm used in combination with the Dempster-Shafer (DS) theory� can be used
for this purpose. DS is an appropriate theory for uncertainty representation in this speci�c
environment because generally in real-world complex situations the a priori probabilities of
anomalous and threatening behaviors are not available. In addition this theory provides
di�erent mechanisms to fuse the hypotheses through combination rules.

1.3 Structure of the document

The rest of the document is organized as follows:

� Chapter 2: General architecture. Presentation of a multilevel cognitive framework
inspired in high level Information Fusion models and guidelines.

� Chapter 3: Video based AmI. A starting approach for classi�cation, rule-based and
spatial reasoning applied to a CV smart home prototype.

� Chapter 4: Model extensions for video based AmI. Extension of previous proposals with
additional cognitive layers presented using a market research case study.

� Chapter 5: Reasoning extensions. A proposal for reasoning under uncertainty with
ontologies applied to a harbor surveillance prototype.

� Chapter 6: Conclusions and future works. Include a review of the main contributions
of the document and a summary of the future trends of work.

� Apendix A: Context. Formal de�nitions of context for context-aware systems and the
evolution of the context representation formalisms.

� Apendix B: Qualitative Spatial Representations (QRS). Review of the QRS formalisms
applied to ontologies.

� Apendix C: Uncertainty and ontologies. General review of the approaches mixing any
kind of uncertainty with ontologies. Special attention is paid to Bayesian Networks,
Fuzzy Logic and Dempster-Shafer. An introduction to theoretical foundations of Belief
Argumentation Systems (BAS) and Probabilistic Argumentation Systems (PAS) is also
given due to its relevance to understand 5.

1.4 Note on thesis evaluation

The assessment of research works have to be founded on objective evaluation criteria. Most
of the current frameworks and metrics try to measure the e�ciency, accuracy, etc. of quanti-
tative approaches while the description of the qualitative advantages is just mentioned. Since
the approaches and models presented in this proposal are not just focused in quantitative
aspects, as a general rule a qualitative evaluation will be performed for each proposal based
on the new features and advantages added to the current thesis.
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Assessment of high-level Information Fusion proposals is usually a task full of obstacles.
Determine the quality of the results can be di�cult since they can be based on non objective
foundations. e.g. the application of subjective probabilities to decision making approaches.
There is a lack of publicly available datasets mainly due to safety issues �the required infor-
mation comes from sensors and infrastructures adhered to privacy protocols. The absence of
common evaluation frameworks for high-level Information Fusion systems is being mitigated
by the Evaluation of Techniques for Uncertainty Representation Working Group (ETURWG)
1, however, current proposals are not enough to make a reliable comparison of current sys-
tems.

The problem of the absence of common evaluation frameworks, datasets and imple-
mentations have been addressed di�erently depending on the situation. If available, proper
evaluation methods, tools and public datasets have been used, otherwise prototypes and
synthetic datasets have been built.

1Evaluation of Techniques for Uncertainty Representation Working Group (ETURWG). http://eturwg.
c4i.gmu.edu/ Last accessed December 2015



2
General achitecture and core model

2.1 General architecture

This chapter present the general architecture shared by all the prototypes presented in this
disertation. The overall architecture depicted in Fig. 2.1 is a general purpose knowledge
approach for symbolic data representation coming from any source. The goal of the archi-
tecture is to carry out a comprehensive knowledge analysis extracting all the semantics at
di�erent abstraction levels in order to achieve a complete scene interpretation. Checking data
consistency, creation of new knowledge and re�nement tasks through inference processes are
the tools employed to obtain a higher understanding of the scene. The architecture is divided
in three layers; data adquisition, core model and reasoning procedures.

The data adquisition layer is resposible of receiving perceptual and contextual data coming
directly from a sensor, multisensor and heterogeneous datasources; i.e., this layer collects
data from raw resources and low level algorithms mainly circumscribed in the Information
Fusion area.

The core model of the architecture presented is based on the Joint Directors of Labo-
ratories (JDL) fusion model. This symbolic model is stepped in several levels from low-level
track data to high level situations whose structure is determined by a set of ontologies (see
2.2).

The reasoning layer is divided in three features; an ontology based module, a cognitive
layers reasoning module and a Belief Argumentation System (BAS) module.

The concept of ontology is equivalent to the representation of Description Logic (DL).
Ontologies presented an optimum trade-o� between representation and reasoning capabili-
ties, adding support for consistency checking and subsumption reasoning mechanisms �given
two concepts which one is more general� to its inherent features of expressiveness and in-
teroperability. Usually reasoners also add support for abductive and deductive rule-based
inference. Abductive rules de�ned in a sub-ontology create new instances in the same level
or to an upper level. Deductive rules, are used to maintain the logical consistency of the
scene.

Cognitive layers reasoning represent a key aspect for scene interpretation. These layers
provide common and transverse knowledge among multi-level structures. Qualitative spatial
relations and mereology provide a close interaction among semantically similar layers to the
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automatic generation of new knowledge. These layers allow to organize space in a more 
comprehensible way and also can serve as a basis to develop other semantic layers into the 
core model. A huge quantity of implicit re lations can emerge from the combination of the 
knowledge associated to these layers. 

BAS is a logic-based paradigm for abductive reasoning under uncertainty circumstances 
which encompasses the creation of hypotheses to explain the state of the world, the compu-
t ation of the credibi lity of t hese hypotheses, and the selection of the most credible hypotheses 
C.4. 

These reasoning processes al low the abduct ion of local and inter-level interpretations and 
the generation of low- level recomendations to update de conf iguration of the system be-
haviour in order to improve the quality of the data. The robustness of t he data is guaranteed 
due to the reasoners consistency checking mechanism. 
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Figure 2.1: General architecture and core model 
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2.2 Core model: A JDL-based knowledge representation 

Data and Informat ion Fusion (DIF) research area studies theories and methods to effectively 
"combine data from multiple sensors and related information to achieve more specific infer-
ences that could be achieved by using a single, independent sensor" (Hall and Llinas, 2009) . 
The JDL model classifies fusion processes into five operational levels corresponding to differ-
ent stages of t he transformation from input signals to decision- ready knowledge (Steinberg 
and Bowman, 2004) (Ll inas et al. , 2004): signal feature assessment (LO), entity assessment 
(Ll), sit uation assessment (L2), impact assessment (L3), and process assessment (L4). 

During the last years, the f irst levels (LO, Ll) , aimed at the development of low level 
algoritms, has received considerable attention and succesful results. However, in the last 
t imes the higher level fusion procedures (L2, L3) have started to generate a growing interest. 
These levels aim at obtaining a descript ion of the relations between the objects in the scenario. 
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These relations are expressed in symbolic terms (actions, intentions, threats), instead of the
numerical measures (density functions, movement vectors) computed in L0 and L1.

Context-aware systems aims at the development of computational systems that process
data acquired from di�erent datasources and adapt their behaviour in order to provide the
'right' information, at the 'right' time, in the 'right' place, in the 'right' way to the 'right'
person (Fischer, 2012). Modern applications must be able to work in problems where the
world-behavior is very complex and unpredictable, and where contextual in�uences are impor-
tant or even critical. This requires the implementation of �exible and dynamic models, able
to adapt to unexpected situations, as well as the exploitation of context knowledge. Cogni-
tive approaches propose building a symbolic model of the world, expressed in a logic-based
language, to abstractly represent scene objects and their relations. Cognitive approaches are
more robust and extensible than quantitative proposals, but they require the development of
suitable interpretation and reasoning procedures, which is not assumable or even possible in
all cases. In addition, cognitive models must implement procedures to bridge the gap between
abstract representations in the symbolic language and concrete measures acquired by sensors,
which is known as the grounding problem. In this sense, ontologies have recently received a
considerable attention as proper formalisms to create symbolic models. Ontologies support
formal information representation and reasoning while promoting knowledge reuse. These
properties make ontologies very suitable in this context, which entails the use of a common
communication language between the actors involved in the process, and the integration of
several heterogeneous information sources.

The core model, based on the JDL, is stepped in several levels ranging from low-level
track data to high-level scene situations. These levels are:

� Tracking Entities (TREN) level, to model input data coming directly from sensors or
tracking algorithms: track information (color, position, speed) and time to support the
temporal consistency.

� Scene Objects (SCOB) level, to model real-world entities, properties, and relations:
moving and static objects, topological relations, etc.

� Activities (ACTV) level, to model behavior descriptions: grouping, approaching, picking
an object, and so forth.

� Impact (IMPC) level, to model the association between a cost value and an activity
description.

� Process assessment (RECO) leve, to model the feedback process between high-level
conclusions and low-level con�guration changes.

These abstract ontologies are the building blocks of application-speci�c knowledge mod-
els. Each ontology level provides a skeleton that includes general concepts and relations to
describe very general entities and relations, in such a way that they can be extended with
more concrete concepts and relations to suit to the requirements of a speci�c domain. It
is interesting to note that the amount of data in lower level ontologies is larger than higher
levels. The model has been designed to promote extensibility and modularity. This means



10 2. General achitecture and core model

that the general structure can be re�ned to apply this model to a speci�c domain. Local
adaptations should not cause cascade changes in the rest of the structure.

This structure of ontologies may contain both perceptual and contextual data. Perceptual
data is automatically extracted by sensors and tracking algorithms, while the context data is
external knowledge used to complete the comprehension of the scene. Context data includes
but is not limited to information about scene environment, information previously computed
and user-requested information. For example, the description of a static object in the scene
(size, position, kind of object, etc.) is regarded as context data.

Next subsections indicate general concepts and design principles for each ontologies.
These basic information will be widely extended and discussed in the subsequent chapters.
More details about the structure of the core model described in this section can be found
in (Gómez-Romero et al., 2011b) (Gómez-Romero et al., 2009), (Gómez-Romero et al.,
2011b), (Gómez-Romero et al., 2011c) (Gómez Romero et al., 2013).

2.2.1 Tracking data (L1)

The TREN (TRacking ENtities) ontology includes axioms about concepts and relations to
symbolically represent raw data directly obtained by sensors or by low-level recognition algo-
rithms.

An ontology design pattern proposed by the W3C Semantic Web Best Practices and
Deployment Working Group to de�ne ternary relations in OWL ontologies1 allow the repre-
sentation of tracks' temporal evolution, and not only its state in a given instant. In order to
keep all the information related to a track during the complete sequence (position, size, ve-
locity, etc.) various set of property values must be associated to each track that are valid only
during some timestamps, represented through the OWL-Time DateTimeDescription2).

Additionally, track properties must be de�ned as general as possible, in such a way that
they can be easily extended. To solve this issue, we have followed the qualia approach,
used in the upper ontology DOLCE (Gangemi et al., 2002). This modeling pattern dis-
tinguishes between properties themselves and the space in which they take values. This
way, we have associated properties to ActiveTrackSnapshots, such as TPosition or
TSize. TPosition is related with the property TpositionValue to a single value of
the TPositionValueSpace. A 2DPoint is a kind of TPositionValueSpace. The
de�nition of geometrical entities has been developed according to the proposal described
in (Maillot et al., 2004), which de�nes primitive concepts such as Point, PointSet, Curve (as
a subclass of PointSet), or Polygon (a kind of Curve).

Additional axioms or rules to calculate complex properties of tracks (e.g. distances), as
well as spatial relationships (inclusion, adjacency, etc.), could also be considered and created
in TREN.

1De�ning n-ary relations on the semantic web. W3C semantic web best practices and deployment working

group note. http://www.w3.org/TR/swbp-n-aryRelations/ Last accessed December 2015
2Time ontology in OWL. W3C working draft. http://www.w3.org/TR/owl-time Last accessed

December 2015
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2.2.2 Scene objects (L1-L1/L2)

The SCOB (SCene OBjects) ontology includes axioms about concepts and relations to
symbolically represent real-world objects and their correspondence with detected tracks.

The root concept in the SCOB ontology is SceneObject. Scene objects have proper-
ties; e.g. position, illumination, behavior, etc., which may vary in the sequence. To represent
properties, we have applied the same combined snapshot/qualia approach as in the TREN
ontology. It can be noticed that tracked object property values may be di�erent from the
property values of the associated track snapshots, but most of these object property values
will be easily inferred from the associated track.

2.2.3 Activities (L2)

The ACTV (ACTiviTies) ontology includes axioms about concepts and relations to describe
relations between objects that last in time. This ontology includes axioms involving concepts
and relations to describe simple and complex activities. For convenience, these relations
have been rei�ed as classes descending from a top concept named Situation. In order
to establish the temporal duration of the situations, some properties that follows the same
pattern based on snapshots described for the lower layers of the model have been introduced.

2.2.4 Impacts and threats (L3)

The IMPC (IMPaCts) ontology has been de�ned on top of the ACTV ontology. This ontology
includes relations to associate situations (instances of the Situation concept) and impact
evaluations (instances of the IMPC concept Impact). This value is a simple numerical
assessment or, more probably, a complex expression suggesting or predicting future actions.
The qualia approach has been also applied in this ontology.

2.2.5 Process assessment (L4)

Process assessment knowledge includes certain metainformation about the functioning of the
framework that is used to improve it. Accordingly, the RECO (RECOmmendations) ontology
includes concepts and relations to represent actions that must be carried out to modify either
the instances of the ontologies or the behavior of the system. The main concept in RECO
is Action, which abstractly represent any action that can be understood and carried out by
the framework.
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3
Video based AmI: A smart home

prototype

A
mbient Intelligence (AmI) aims at the development of computational systems that pro-
cess data acquired by sensors embedded in the environment to support users in everyday

tasks. Visual sensors, however, have been scarcely used in this kind of applications, even
though they provide very valuable information about scene objects: position, speed, color,
texture, etc. This chapter shows an adaptation of the cognitive framework presented in 2
for the implementation of AmI applications based on visual sensor networks. The framework
combines a priori context knowledge represented with ontologies with real time single cam-
era data to support logic-based high-level local interpretation of the current situation. In
addition, the system is able to automatically generate feedback recommendations to adjust
data acquisition procedures. Information about recognized situations is eventually collected
by a central node to obtain an overall description of the scene and consequently trigger AmI
services. The extensions and adaptations of the approach are showed through a prototype
system in a smart home scenario.

3.1 Introduction

Ambient Intelligence (AmI) envisions a future information society where users are �proactively,
but sensibly� provided with services that support their activities in everyday life (Augusto,
2007). AmI scenarios depict intelligent environments capable of unobtrusively recognize the
presence of individuals and seamlessly react to them. To achieve this goal, AmI systems
embed a multitude of sensors in the environment that acquire and exploit data in order to
generate an adequate response through actuators. Di�erent sensor and network technologies
are frequently applied: shortrange (e.g. RFID, NFC); medium-range (e.g. Wi-Fi, Ultrawide-
band); and large-range (e.g. 4G cell networks). Nevertheless, visual sensors have received
less attention, despite the large amount of interesting data that they can obtain from the
environment. This gap is mainly due to two reasons: (1) processing visual data is compu-
tationally expensive and needs powerful equipment, including a considerable bandwidth to
transmit captured images; (2) interpreting visual data is a complex task which may require
the use of complex data models, as well as the incorporation of heterogeneous and maybe
distributed data sources.
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Classical techniques �those strongly based on observational data and a priori knowledge
models� have proved to be insu�cient to successfully recognize situations in unpredictable
and complex scenarios (Gómez-Romero et al., 2010). A solution to overcome these prob-
lems has been to provide image-processing algorithms with additional knowledge not directly
provided by the cameras; i.e., context knowledge. In video processing, context encompasses
any external knowledge used to complete the quantitative data about the scene computed by
straightforward image analysis algorithms, including (Bremond and Thonnat, 1996): (1) the
scene environment: structures, static objects, lighting and other behavioral characteristics,
etc.; (2) the parameters of the recording: camera, image, and location features; (3) stored
information: past detected events; (4) soft information provided by human users.

This chapter present an AmI framework that jointly manages visual sensor data and
contextual information to support the construction of a symbolic description of the current
scene. The knowledge model of the framework is an ontology (Gruber, 1993), which allows
representation and reasoning with these types of knowledge. Visual data is �rstly processed
at single smart cameras to achieve a local interpretation of the situation expressed with
instances of the scenario ontology. Di�erent procedures to obtain this local interpretation
can be plugged into the framework; in this case, rules involving terms of the ontology are
used. The con�guration or the behavior of low-level image processing algorithms may be
modi�ed according to the local interpretation. Eventually, these interpretations are sent
to a coordination agent, which manages the global view of the scene. Information fusion
is performed at two levels: (1) heterogeneous data (contextual and sensor based) is used
to obtain local scene interpretations; (2) multi-camera information is gathered to build the
overall picture of the scenario.

3.2 Proposal

Most research works in the Computer Vision literature have only taken into account local con-
text measures (computed from the pixel values surrounding an object) to accomplish scene
recognition (Yilmaz et al., 2006), (Yang et al., 2009). These methods are hardly extensible
to di�erent domains, since they often apply application-dependent heuristic calculations. In
contrast, cognitive approaches (Vernon, 2008), (Pinza et al., 2008) like the one presented
here propose to build a symbolic model of the world expressed in a logic-based language
to represent environment objects and relations. Thus, the latter are more extensible, al-
though they require the development of suitable data acquisition and information processing
procedures.

The chapter proposal is the implementation of the architecture presented in 2.1 for a
video based AmI application and the adaptation of the ontology based cognitive model to
data, context and situations from a visual sensor network (VSN) environment. The model
allows symbolic manipulation of scene data, in contrast to the classical numerical proposals.
Objects and relations-particularly, spatial and topological are abstractly represented. Sym-
bolic representations may lack the precision of numerical approaches, but this is not crucial
in most AmI applications. A qualitative representation of the objects' relative positions is
enough in most cases to obtain a convenient interpretation of the scenario. Moreover, low-
level calibration of the cameras may not be necessary. The model could be populated by
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other sensor systems in addition to the VSN, as long as they are able to express acquired
data in terms of the ontology, thus providing support to multi-modal AmI. Di�erent activity
interpretation procedures can be used within the framework as well.

It is important to highlight that the hierarchical architecture implemented in the frame-
work allows task distribution among the cameras while minimizing the amount of exchanged
information. This reduces computational requirements and bandwidth consumption of the
system.

3.3 Related work

Most works in the literature on general AmI systems tackle the problem of representing and
exploiting context information.

Nevertheless, few of them deal with visual information, as previous surveys show (Hong
et al., 2009). Currently, there are some promising approaches resulting from the syner-
gies between AmI and the video-surveillance research area a typical application domain of
video-based systems, since both of them are concerned with the monitoring of complex
environments. Some of these proposals combine multimodel information to achieve scene
recognition (Turaga et al., 2011), although they usually apply numerical techniques, which
are less �exible and sometimes hardly extensible. Not surprisingly, the need of integrating
heterogeneous sensor/context data and the existence of several distributed data sources has
resulted in the application of DIF paradigms and techniques to the problem (Steinberg and
Rogova, 2008), (Remagnino and Foresti, 2009).

This section focus on research works that apply ontologies to model situations recognized
from visual data in AmI applications. One of the most notable contributions is presented
in (Snidaro and Foresti, 2007). The authors describe some issues and methodologies for
the creation of ontologies supporting AmI applications focused on surveillance and security.
Rules are used to create expressions to detect complex events. Some of the main problems
that appear in this kind of systems are tackled: event representation, spatial reasoning, un-
certainty management, etc. Previously, other approaches �such as PRISMATICA (Velastin
et al., 2005)� had also studied the problems that appear in surveillance-related AmI applica-
tions, though they are more focused in the management of the VSN, instead of the possible
contributions of this technology to AmI.

More recently, ontologies and visual inputs have been combined to detect abnormal behav-
iors, also in the surveillance domain. The research works in (Vallejo et al., 2009), (Albusac
et al., 2010), describe a multi-agent knowledge-based system to characterize and detect
abnormal situations in surveillance areas. Interestingly enough, this proposal incorporates
imprecise and vague information in the knowledge representation. Multi-agent systems are
also used in GerAmi, an AmI environment to supply care and support to elderly people which
strongly relies on RFID and Wi-Fi technologies (Corchado et al., 2008).

Insofar as general and high-level ontology-based scene recognition is concerned, an ad hoc
proposal for scene interpretation based on DL is presented in (Neumann and Möller, 2008).
The paper shows how the reasoning features of the Renamed Abox and Concept Expression
Reasoner (RACER) provide functionalities that support scene recognition. The approach
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is hardly extensible, but it illustrates the expressivity of DL for such tasks, as well as the
existence of appropriate tools. DL are also used for modeling and reasoning about complex
situations in (Springer and Turhan, 2009). This paper discusses the features required to an
ontological model for context-based situation recognition from sensor data, as well as the ar-
chitectural and implementation details of the corresponding AmI applications. The proposed
representation is very similar to the upper levels of our model, but the grounding problem
is also solved (Pinza et al., 2008); i.e., the gap between real-world signals and high-level
symbolic representations is bridged. This problem is not tackled in (Springer and Turhan,
2009), which does not explain how high-level ontological descriptions are obtained from cam-
era data. Alternatively, probability theories, such as Markov logic networks, have been also
used in fusion-based object and scene recognition. The hybrid approach presented in (Wu
and Aghajan, 2011) successfully combines low-level image processing and high-level situa-
tion description. In contrast, the framework presented emphasizes the role of the cognitive
knowledge model, which facilitates reasoning and human interaction, while promoting knowl-
edge reuse. However, we require the creation of proper abduction procedures, which may be
di�cult in some cases, and it assumes the existence of accurate tracking and identi�cation
modules, which is not always possible.

3.4 Data and Information Fusion in visual sensor networks for

AmI

A VSN involves the deployment of a certain number of cameras in a wide area �probably
with overlapping �elds of view� which acquire visual data from the environment. Necessarily,
suitable procedures to interpret data captured by single cameras must be developed, in order
to obtain an integrated and high-level view of the situation. The DIF research area studies
the problems arisen from the combination and interpretation of multiple data sources, at
di�erent abstraction levels, and speci�cally those that appear when data sources are video
cameras. As stated in 2.2 the JDL model establishes �ve operational levels in the transfor-
mation of input signals to decision-ready knowledge, namely: signal feature assessment (L0),
entity assessment (L1), situation assessment (L2), impact assessment (L3), and process as-
sessment (L4). Below, some of most important problems that appear in VSN-based AmI
systems at each JDL level are summarized and the techniques, algorithms, and procedures
that are considered in our framework to solve them are brie�y presented.

3.4.1 Level 0

3.4.1.1 Camera calibration and data alignment

Information in a VSN must be aligned to a common reference frame. Camera calibration, or
common referencing, is the process to calculate the homography matrix that converts from
the local coordinates of each camera to a global coordinate space. Calibration can be an o�-
line procedure (based on the correspondence of the position in the camera plane and in the
global plane between of prede�ned landmarks) or an on-line procedure (based on the analysis



3.4. Data and Information Fusion in visual sensor networks for AmI 17

of in-use system data; e.g., correspondences between automatically detected corners, edges,
etc.).

Numerical calibration of the cameras may not be required in this framework. As explained
in 3.5, the smart cameras only interchange high-level descriptions of the perceived situation
in terms of topological relations between entities; for example, a person is close to couch_1.

If the same identi�er couch_1 is assigned in every camera that is detecting this object,
a rough correspondence between their view �elds is established. This correspondence may
serve as an implicit calibration to align data in the central node. Obviously, this approach is
too far to completely solve the problem of calibration, but may be su�cient in several AmI
domains where high precision is not required.

3.4.2 Level 1

3.4.2.1 Object detection

The most elemental information that can be extracted from a video sequence is that of the
discovery of moving objects. There are various techniques for object detection: (1) temporal
di�erencing, based on the calculation of the pixel-by-pixel di�erence between consecutive
frames; (2) background subtraction, based on the calculation of the di�erence between the
current frame and a prede�ned background image; (3) statistical methods, based on the
di�erence of additional features extracted from the image; (4) optical �ow, based on the
computation of the �ow vectors of moving objects; and (5) classi�cation, based on the
identi�cation of a pattern in the image with trained classi�ers.

Object detection is not trivial, since in most cases the conditions of the watched envi-
ronment change. For example, changes in the lighting and the shadows of the objects during
daytime (especially in outdoors applications) and moving objects that become static must
be taken into account. Object detection is performed in the framework by the tracking layer
(see 3.5), which relies on a tracking procedure. The framework can be con�gured to use
di�erent tracking algorithms.

3.4.2.2 Object tracking

Detected objects must be tracked over time; i.e., the system must segment the moving
objects and assign consistent labels during their complete lifecycle. Speci�cally, a track is
de�ned as a set of groups of connected pixels that represent a moving object with some
properties: size, color, speed, etc. In the simplest case, a track includes a single group
of connected pixels. Tracking is de�ned as the estimation of the number of objects in a
continuous scene, together with these properties: locations, kinematic states, etc. Object
tracking has been tackled by applying statistical prediction and inference methods, such as
Kalman or particle �lters, adapted to visual data association. The tracking layer of the
framework performs the complete tracking procedure, as explained in 3.5.

Estimation techniques are very sensitive to the particular conditions of the scenario,
and therefore they may be insu�cient in some applications. The incorporation of context
knowledge has been regarded as essential to deal with complex scenarios with occlusions,
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lighting changes, and object deformations. In our framework, object and situation information
at levels 2 and 3 (obtained by applying context knowledge) is used to change the parameters
of the tracker according to the current scenario and past events.

3.4.3 Level 2

3.4.3.1 Classi�cation

Object identi�cation and activity recognition are two fundamental classi�cation tasks that
must be performed in an AmI application (VSN-based or not). Object identi�cation aims
at determining the type of a tracked object; e.g., person, bottle, etc. Thus, it can be
considered halfway between L1 and L2. In the framework, a priori rules are used to classify
objects according to their features �mainly the size (see 3.7.2). This approach should be
extended with more advanced techniques and/or machine learning enhancements, in order
to automatically classify tracks according to other features: color, histogram, etc.

Activity recognition, in turn, aims at discerning that an activity is taking place. Usually,
two types of activities are distinguished: basic activities �i.e. simple activities that cannot be
decomposed into more simple actions (e.g., walking), and composite activities �i.e., activities
that are the result of various simple actions (e.g., laying the table).

Activity recognition is an open problem in general applications, since it requires systems
to develop cognitive capabilities close to human understanding. In this chapter, pre-de�ned
rules are used to identify activities from moving object properties and context information.
The main strength of rules is that we can express almost any condition by using terms de�ned
in the ontological model. In contrast, at its current state, they must be manually created,
which requires a considerable e�ort. In addition, other methods could be applied in the
framework in combination to rules to identify complex activities. The use of the symbolic
models facilitates the integration of these di�erent techniques, since any procedure can be
plugged into the framework as long as its output (i.e., recognized activities) is expressed with
the same ontology language.

3.4.4 Level 3

3.4.4.1 Situation assessment

Level 3 focuses on the estimation of the impact of a situation of the application domain.
In other words, situation assessment is the process of detecting and evaluating particular
situations that are of special relevance to the scenario because they relate to some type
of threatening, critical situation or any other special world state. This JDL level includes
procedures for the identi�cation of abnormal and hazardous situations, which is especially
relevant in some AmI domains; for example, Ambient Assisted Living applications require
implementing proper mechanisms to react to an emergency situation if the user does not
follow the normal sequence of activities, it falls down, or it abruptly interrupts an ongoing
activity. The framework applies the same rule-based mechanism explained for Level 2 tasks:
rules with terms of the lower abstraction level are used to create instances representing
information at this level.
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3.4.5 Level 4

3.4.5.1 Process enhancement

Process enhancement �also known as active fusion� is aimed at the modi�cation of the
data acquisition and processing procedures after DIF to enhance results quality. Generally
speaking, process enhancement consists in improving a fusion procedure by using feedback
generated at a more abstract level. For instance, the behavior of a tracking algorithm can be
changed once a general interpretation of the scene has been inferred; if the system recognizes
that an object is moving out of the camera range through a door, the tracking procedure
could be informed to be ready to delete this track in the near future. As previously mentioned,
the framework includes a general mechanism to generate recommendations for the tracking
procedure based on rule triggering. In their basic form, these recommendations are direct
manipulations of the parameters or the data stored by the tracker, as it is exemplify in 3.7.3.

3.5 Framework architecture for AmI applications

The architecture of the VSN framework is depicted in Fig. 3.1. The schema shows the two
types of nodes that are de�ned in the VSN: the smart cameras and the central node.

Smart cameras are video cameras able to perform DIF tasks. Cameras capture data,
which is processed by a low level tracker. Tracking information is then introduced into the
abstract scene model as ontology instances. Rules are activated as a result of the changes of
scene objects detected by the tracker. Eventually, as a result of the model-building process,
these rules create instances corresponding to situations. Situations detected by single smart
cameras are sent to the central node. The contents of the messages between smart cameras
and the fusion node are encoded with the same ontology used for the smart camera scene
model. The central node processes the situations detected by the cameras in order to obtain
a more complete view of the scene.

Smart cameras process data at two logical levels: (1) the tracking layer; (2) the cognitive
layer. First, each camera is associated with a process that acquires video frames. Next,
the tracking sub-system sequentially executes various image-processing algorithms to detect
and trace all the targets within the local �eld of view. The tracking layer is arranged in
a pipelined structure of several modules, which correspond to the successive stages of the
tracking process (Besada et al., 2005), (Patricio et al., 2007): (1) detection of moving
objects; (2) region-totrack multi-assignment; (3) track initialization/deletion; (4) trajectory
analysis.

Tracking data is introduced into the cognitive layer to initiate more complex high-level
information fusion procedures. Smart cameras implement an a posteriori schema for context
information exploitation (Gómez-Romero et al., 2010). This schema proposes the imple-
mentation of a processing layer on top of the tracking procedure. In this layer, abstract
ontologies are used to describe abstract entities. The tracking layer and the cognitive layer
communicate through an interface, which o�ers methods to revise the ontological model
in the update and initialization/deletion steps. In the next section, the structure of the
ontologies and the processes to create ontology instances in the cognitive layer is described.
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Communication between t he smart cameras and t he central node is st arted when a new 
sit uat ion is detected -i .e ., when a new instance of the concept t hat represents a situation is 
created in t he symbolic model (see 3.6) . The detected situation is sent to the centra l node, 
expressed in the suitable situation ontology. The use of a formal ontology to communicate 
sit uation information facilitates the incorporation of heterogeneous cameras - or even other 
sensors- to the system, as long as they are able to use the same situation ontology to 
communicate information. 

The central node gathers camera information to bu ild a unif ied view of the scene. This 
unif ied view is represented with instances of the same ontologies used for smart cameras. The 
combination of local camera information has been implemented with a ru le-based mechanism, 
as explained in 3.8. 

COOtdlnotlon 
Cognitive Layer 
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Tracker 

General Tracking Layer 

Figure 3.1: Architecture of the Ami framework: Smart Cameras and Central Node 

3.5.1 Model construction 

Scene interpretation consists in obta ining a symbolic model of the scene activities. Ontolo-
gies support t he definit ion of a forma l vocabulary to create t hese symbolic models. This 
vocabu lary includes t he terminological axioms (i .e., axioms about classes and relations) that 
are used to delimit t he possible realizations of t he model. In DL nomenclature, t he set of 
axioms defining concepts is t he TBox of t he ontology, whereas the set of axioms defining 
properties is the RBox of the ontology. T he concept and relation instances of t he ontology 
are defined wit h axioms about individuals, which represent the evolution in t ime of t he scene 
tracks, objects, sit uations, etc. These axioms about instances of t he ontologies compose 
t he ABox. Essentially, scene interpretation is a model-building procedure in which instances 
of t he concepts and relations defined in t he scene vocabulary are created. 
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3.6 Knowledge representation and reasoning 

The ontological model of the cognitive layer encodes the context information provided, the 
perceptions acquired by cameras, and the model obt ained after reasoning processes. To man-
age these three types of scene knowledge, a set of layered interrelated ontologies organized 
according to t he abstraction layers defined in 2.2 is proposed. 

The overall st ructure of the VSN ontologies is depicted in Fig. 3.2. It is important 
to take into account t he differences between the general knowledge (i.e., very abstract 
knowledge t hat is common to any context-aware application) and the specif ic knowledge 
(i. e., knowledge specif ic to a concrete Ami application) . Accordingly, the upper ontologies 
that contain terminological axioms defining basic concepts and relat ions are TREN, SCOB, 
ACT V , IMP( and RECO. 
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Figure 3.2 : UML excerpt of the high-level ont ologies: main concepts and grounding 

The concepts and relations defined in these upper ontologies must be specialized in each 
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application. As can be shown in �gure 3.2, the new ontology SMARTHOME has been de�ned
by re�ning the concepts included in the general ontologies. The purpose of this separation
is to provide �nal application developers with a general knowledge frame with well-de�ned
building blocks, in such a way that they only need to extend it to model new scenarios. For
example, the SCOB ontology de�nes the OccludingObject class, which �for the sake of
simplicity� is a type of StaticObject. In SMARTHOME, the concept Couch is de�ned
as a subclass of OccludingObject, and consequently it inherits all its properties.

It is interesting to note that these ontologies are closely related between them. In fact,
they represent the transformation from low-level tracking data to high-level situation knowl-
edge. An ontology of an upper abstraction level is linked (or grounded) to an ontology of
a lower abstraction level. Accordingly, the ontology for scene objects de�nes the property
hasAssociatedTrack to associate instances of scene objects to instances corresponding
to track data. Thus, information at object level is described in terms of objects and objects'
relations, but objects are associated to the tracks obtained by the tracking layer. Similarly, a
more abstract ontology is de�ned to represent scene situations; these situations are grounded
to the involved objects represented in the scene objects ontology.

Contextual knowledge is introduced into the model as instances of the proper ontologies,
which is known as scenario annotation. Annotations include object position and size, pos-
sible occlusions, enter and exit zones, or any other convenient contextual knowledge. This
zeropoint knowledge is used in the reasoning process that is activated when moving objects
are detected in the scene.

Additionally, reasoning rules (deductive or abductive) are introduced into the knowledge
model (see 3.7). The combined use of ontology specialization and rules allows the def-
inition of very general rules that are triggered with objects of the classes and the sub-
classes. For instance, a general rule to detect proximity between a TrackedObject and an
OccludingObject will be �red not only with direct instances of these concepts, but also
with instances of their subclass; e.g., Person and Couch, respectively. In this way, a new
entity can be described as a subclass of many existing classes, and consequently it de�nes
its behavior as the composition of the behavior of its superclasses.

In the remainder of this section some details about the structure of the terminological
part of the ontologies provided with the framework are explained and the nature and the
implementation of reasoning procedures within the representation model are discussed.

3.6.1 Adaptation of knowledge representation

3.6.1.1 Tracking data (L1)

Instances of the TREN ontology are created as a result of the initialization and the update
stages of the low level tracking algorithms (see Fig. 3.3). The core concepts in TREN
are Frame and Track. A Frame is identi�ed by a numerical ID and is marked with a
timestamp using an OWL-Time DateTimeDescription, this allow the association of a
set of Snapshots to each Track. Each Snapshot, representing track feature values, is
asserted to be valid in various Frames.
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Figure 3. 3: UM L excerpt of the T REN ontology: representat ion of t rack properties and t rack snapshots 

3.6.1.2 Scene objects (Ll-Ll/L2) 

The SCOB ontology includes both st at ic and dynamic objects. St at ic objects ( class Stat i cObject) 
are scene objects defined a priori. Not surprisingly, most of contextual entities are inst ances of 
t he StaticObje c t class. Dynamic objects (class Tracke dObje c t ) are scene objects de-
tected during t he f unct ioning of t he framework. Inst ances of dynamic objects are created as a 
result of correspondence and reason ing procedures. St aticOb ject and Tra cke d Object 
are subclasses of Sc e neObje ct , t he root concept in t he SCOB ont ology. 

3.6.1.3 Activit ies (L2) 

As mentioned in 3.4, this ont ology is used for communicat ion between smart cameras and 
t he fusion node of t he architecture. Simple activit ies, expressed as inst ances of t he ACTV 
ontology, are sent to the cent ra l node to be combined wit h other inferences to eventually 
detect a complex sit uat ion. Complex sit uations are also introduced as instances of ACTV, 
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in this case in the local instantiation of the ontology managed by the central node.

3.6.1.4 Impacts and threats (L3)

Impact and threats are the most application-dependent knowledge of the ontological model;
therefore, they must be conveniently specialized in a given domain. In this case, as the
application example does not require impact evaluations no further adaptations or extensions
are required.

3.6.1.5 Process assessment (L4)

In the example application in 3.7 these recommendations are instances generated as a result
of rule triggering. Once a recommendation is created, it is synchronously executed, since
delaying the modi�cation may be unproductive or error-prone. A more complex policy for
handling recommendations could be developed; as a matter of fact, the basic mechanism
could be extended to implement a priority queue to asynchronously retrieve, interpret, and
carry out the procedures speci�ed by Action instances.

3.6.2 Deductive and abductive reasoning

Standard ontology reasoning procedures are performed within the ontologies to infer addi-
tional knowledge from the explicitly asserted facts. To name some of them, the inference
engine supports tasks such as classi�cation (i.e., to determine the class hierarchy of an
ontology) and instance checking (i.e., to determine the classes which an instance belongs
to).

Ontology Web Language standard does not directly support deductive rules, but sev-
eral extensions have been proposed. One of the most extended is SWRL (Semantic Web
Rule Language) (Horrocks and Patel-Schneider, 2004), which allows deductive inference
within OWL ontologies. Rule-based formalisms can be used with limitations, since reason-
ing with models combining rules and OWL is decidable only under certain safety restric-
tions (Motik et al., 2005). Deductive rules are used to maintain the consistency of the
ontology and to explicitly assert axioms involving existing instances. An example of deduc-
tive rule would be �the position of a Track must be the same as the position of the last
associated TrackSnapshot�.

Monotonicity of ontology languages forbids adding new knowledge to the models while
reasoning, which is required in scene interpretation. Actually, scene interpretation is a paradig-
matic case of abductive reasoning, in contrast to the DL deductive reasoning (Elsenbroich
et al., 2006). Abductive reasoning is de�ned as a form of reasoning that takes a set of
facts as input and draws a suitable hypothesis that explains them �sometimes with an as-
sociated degree of con�dence or probability. This type of reasoning is also called Inference
to the Best Explanation (IBE). Visual data interpretation can be regarded as an IBE process
where the objective is to �gure out what is happening in the scene from the observed and
the contextual facts. In terms of the knowledge model presented in the previous section,
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scene interpretation can be seen as an abductive process to generate ontology individuals of
a higher-level ontology from instances of a lower level ontology.

Abduction is not directly supported by DL ontologies, but it is simulated in some reason-
ing engines by de�ning non-standard inference rules. These rules allow the creation of new
instances in the consequent, which is forbidden in standard rules to satisfy the safety condi-
tion. The RACER (Haarslev and Möller, 2001) engine, which is used in this work, supports
abductive reasoning through extension rules that create or modify instances of the ontology
representing scene interpretations. Please note that these rules do not directly support rep-
resentation of uncertain knowledge. As shown in the next section, uncertainty management
may not be essential in simple AmI scenarios, but it must be considered in more complex
domains involving scene recognition (García et al., 2011) (see 5)

This framework allows two types of non-standard rules: bottom-up rules and top-down
rules. Bottom-up rules are used in scene interpretation, and as mentioned, they obtain
instances of upper-level ontologies from instances of lower-level ontologies. For instance,
some rules could be de�ned to identify objects from track measures; i.e., to obtain instances
of the scene objects ontology from instances of the tracking data ontology. An example of
simple rule is �create a Person instance when an unidenti�ed Track larger than a prede�ned
size is detected inside a region of the image�.

Top-down rules are used to create instances of the Action concept in RECO from
the current interpretation of the scene, the historical data, and the predictions. Topdown
rules may result in corrections to the low-level fusion procedure: tracking parameters, data
structures, etc. A simple rule would recommend �to ignore a Track associated to a Person
which is inside an area previously annotated as a mirror�.

3.6.3 Spatial reasoning

One key aspect of our model is representation and reasoning with qualitative spatial prop-
erties. Ontologies do not directly support spatial reasoning, which has given rise to the
development of joint approaches that incorporate suitable additional constructors (Katz and
Grau, 2005b), (Grütter et al., 2008) (see B).

RACER includes support for RCC through the activation of an extended reasoning layer,
namely the RCC substrate, which allows the use of RCC predicates in representations and
queries while preserving RCC semantics. In addition, user-de�ned relations can be extended
with RCC semantics; in the simplest case, this means to make a user-de�ned relation equiv-
alent to a RCC predicate.

Region Connection Calculus predicates (and RCC equivalent user-de�ned properties)
must be instantiated in the knowledge base. This implies the creation of an instance of
a RCC relation between two instances to represent that the corresponding scene entities are
disconnected, partially overlapping, etc. To calculate the instantiation of RCC properties,
calculations must be performed to obtain the distance between the bounding boxes of two
tracks (or objects). This can be alternatively achieved: (a) by using supported lambda calcu-
lus expressions to be executed by RACER (Gómez-Romero et al., 2009); (b) by performing
a topological analysis in a pre-processing step (Serrano et al., 2011). Our experiences prove
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that the second approach is more appropriate; otherwise the performance of the reason-
ing process is seriously compromised, because RCC properties of moving objects must be
often recalculated. Additionally, pre-processing facilitates the implementation of additional
optimizations and the use of third-party tools supporting topological calculations.

The framework includes a pre-processing module to instantiate RCC properties. This
module is executed when a new contextual object is annotated in the scenario (infrequent)
or when a tracked object changes its position (very frequent). The module is based on the
OpenGIS Simple Features standard, which is a speci�cation for storage of geographical, spa-
tial, and non-spatial attributes and operators1. OpenGIS is implemented in the programming
interface Java Topology Suite (JTS)2. RCC and OpenGIS are not directly compatible, but
translations between both speci�cations can be easily carried out.

Additional improvements could be implemented in the pre-processing module to increase
the computation speed. It is interesting to highlight that checking object spatial relations,
and particularly RCC relations, has a complexity O(n2) �the test must be performed between
each pair of elements. Thus, it would be convenient to build a data structure able to maintain
a hierarchical spatial partition on the Euclidean space. Tree structures, such as R-Tree, R*,
and quad-trees can be applied, though it must be taken into account that applications with
large number of dynamic objects and frequent updates will require very often tree rebuilding.
Currently, our framework does not support these improvements, which remains as a promising
line for future work.

3.7 Application example

In this section, an example of the use of our framework in a smart home application is
provided. Firstly, depicting how the knowledge model is adapted to the scenario; i.e., the
creation of contextual rules and ontology instances. Secondly, describing the reasoning
procedures performed by the framework: object identi�cation, tracking enhancement, and
single camera scene identi�cation. Video sequences included in the LACE dataset of the
University of Rochester 3 are used to illustrate this example. This dataset includes footage
taken from several cameras covering a room that reconstructs the living room and the kitchen
of a studio. Only one moving person is present in the videos. For the sake of simplicity, the
output of three cameras located in the room is used, as depicted in Fig. 3.4, which have
considerable overlapping �elds of view.

The framework allows interoperation between the General Tracking Layer and the Cog-
nitive Layer through the implementation of a Java interface based on ViPER-GT (Video
Performance Evaluation Resource-Ground Truth authoring tool) (Doermann and Mihalcik,
2000), (Serrano et al., 2010) and OWLAPI 2 (Horridge and Bechhofer, 2009). The interface
stores the ontological model, facilitates scenario annotation, communicates with the low-level

1OpenGIS implementation speci�cation for geographic information�simple feature access. http://www.
opengeospatial.org/standards/sfa/ Last accessed December 2015

2Java Topology Suite web page. http://www.vividsolutions.com/jts/JTSHome.htm Last De-

cember 2015
3LACE dataset. http://www.cs.rochester.edu/*spark/muri/ Last accessed December 2015

(Not available)



3. 7. Application example 

Camera 2 

+++ 
+++ 
+++ 

~ ... t-++ 
::::i t-++ 0 u +++ 

+++ 
+++ 
+++ 

Camera 1 

Figure 3.4: Scenario plane: camera and static objects location 

:0:: ;:. 
n 
;;r 
Ill 
::::i 

~ ~ 

27 

tracking procedure(s) , interacts with the RACER reasoner to perform inference tasks, and 
graphically presents the information generated by t he framework (tracks, scene objects, etc.) 
along with the video sequence. In combination wit h RacerPorter (a graphical user interface 
to RACER), t he software allows t he operator to check the results provided by t he t racking 
procedure and t he outcomes of t he f usion process. The system has been tested with the 
trackers presented in (Patricio et al. , 2007) , (Garcia et al. . 2005). Notice that each camera 
runs an instance of the software and has a different context model. 

3. 7.1 Scenario annotation 

Before starting the processing, the framework must be configured; particularly, the sce-
nario viewed by each camera must be annot ated. The application-specif ic ontology, namely 
SMARTHOME (see 3.6), is extended from general ontologies of the framework. Among 
others, SMARTHOME includes new concepts for situations and objects: 

• Concepts: 

Objects: Person, Door, Couch, Table, Fridge 

Scenes: Eating, Us ingFridge 

• Axioms: 
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Person v TrackedObject (a person is a tracked object)

Table v OccludingObject (a table is an occluding object)

Couch v OccludingObject (a couch is an occluding object)

Fridge v StaticObject (a fridge is a static object)

Figure 3.5 shows the use of the annotation tool to create the context object instances
that are initially inserted into the ontology. The same objects are marked in cameras 1, 2
and 3: exit door, couch, table and fridge. The tool automatically inserts proper instances of
the respective concepts in the ontology, and assigns property values �mainly, position points.
The �gure depicts the correspondence between ontology instances and scenario information.
The excerpt of the OWL code corresponds to the de�nition of fridge1 as an instance of
the Fridge class with a point of the bounding polygon at position (687, 144).

This procedure must be repeated to initialize the context model of each camera. It is
interesting to highlight that the same identi�er is assigned to an object regardless of the
camera scenario that is being annotated (Fig. 3.6). For example, the fridge has the object
identi�er 1 in camera 1 and camera 2.

3.7.2 Context-based object identi�cation

After initialization, the SMARTHOME ontology (with corresponding instances) is loaded into
the RACER reasoning engine running on the contextual layer of a smart camera. Contextual
rules (abductive and deductive) are also introduced into the reasoning engine in this step.
These rules can be either general reused rules from the proposed top level ontologies, or
particular rules only applicable to the �eld of view of the camera.

An example rule that introduced in the reasoning engine is: �if a Track is bigger than a
prede�ned size, then it corresponds to a Person� (Fig. 3.7). This rule is used to identify
people appearing on the camera view. The syntax of the rule, is expressed in the Lisp-based
nRQL language of RACER. The rule has been created in the context model managed by
camera 3 to create a new person instance when a non-identi�ed track larger than (20 x 50)
is detected. This value could be stored in the ontology itself as a property of the camera.
To do so, the rule checks if there is a track not associated to an object that is currently valid
and whose size properties are appropriate. (Notice that terms preceded with ? are variables
that are bound to instances of the ontologies.)

The rule is triggered in frame 45 (Fig. 3.8) consequently, a new instance of the Person
class is created. The name of this instance is automatically generated by RACER from the
provided pre�x (person-ins) and the su�x (?t). The property hasAssociatedTrack
is assigned to the new instance to point to the track that has caused the rule �ring, and
the previous association is removed from the knowledge base. The formulation of the rule
shows that retrieving the property values of the current snapshot is not trivial as a result
of the qualia approach used to represent generic relations. Nevertheless, RACER o�ers the
possibility of de�ning stored queries to be re-used in subsequent rules or queries. Therefore,
a convenient stored query has been created to retrieve the properties of the current snapshot
of a given track.
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<! -- .fr:idge1 instance --> 
<owl:Th ing r df :abo ut=114fridgel"> 

<rdf : type rdf:resouroe="IFridge" /> 
<scob:hasObjectSnapshot rd.f:resource= 11 f.osn_ frid ge1 11 /> 

< /owl:Thing> 

<!-- object snapshot o:f fridqel --> 
<owl:Thing rcl.f : about="iosn_ fridgel" > 

<rdf:type rdf:resource="&scob;SceneObjectSnapshot"/> 
<scob:hasObjec-t.Properties rdf:resource= 11 #fri dgel_props 11 /> 
<·tren: isValidinEnd rdf: resource="&t.i:en ;unknown_ frame" /> 

</owl:Thing> 

<!-- properties o :f fridgel snapshot (position) --> 
<owl:Thing rdf : about= 11 #fridgel props"> 

<rdf:type rdf:resource= "&scob; ObjectSnapshotProperties" /> 
<scob:OhasPosition rdf:resource="#fridgel position"/> 

</owl :Thing> -

<~ -- fridge1 position - -> 
<owl:Thing rd.f :about="4fridgel-po3ition"> 

<rdf:type rdf:resource="&scob;OPosition" /> 
<scob:Oposit:ionValue rdf:resource=11 lp1"/> 
<scob:Oposit:ionValue rd.f:resource= 11 1p2"/> 
<scob:Oposit:ionValue rd.f:resource= 11 #p3" /> 
<scob:Oposit:ionValue rd.f:resource=11 #p'4" /> 
<scob: Oposit:ionValue rd.f:resource=11 #p5" /> 
<scob:Oposit:ionValue rd.f:resource=11 lp6" /> 

</owl:Thing> 

< ! -- fridqel point! coordinates --> 
<owl :Th ing r df : about="lpl"> 

<rdf:type rdf:resourc e="&tren ;2DPoint " / > 
<~ren:y rdf : datatype="&xsd; f loat:" >687 . 0</tren : y > 
<tren:x rdf : da"tat:yp.e="&.xsd; fl oat" >14'4. 0</tren :x> 

</owl : Thing> 

Figure 3.5: Camera 1: contextual objects annotation 
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Figure 3.6: Camera 2: contextual objects annotation

;;; Correspondence rule [1] 

(firerule 

 (and 

   (?t    #!scob:unknown_object #!scob:isAssociatedToObject) 

   (?t    ?tsn                  #!tren:hasSnapshot) 

   (?tsn  #!tren:unknown_frame  #!tren:isValidInEnd) 

   (?tsn  ?tsnp                 #!tren:hasActualProperties) 

   (?tsnp ?tpos                 #!tren:ThasPosition) 

   (?tpos ?p                    #!tren:TsizeValue) 

   (?p    (>= #!tren:w 20)) 

   (?p    (>= #!tren:h 50))) 

   ( 

 (instance 

   (new-ind person-ins ?t)   #!smarthome:Person) 

   (forget-role-assertion   

   ?t #!scob:unknown_object #!scob:isAssociatedToObject) 

   (related 

  (individual person-ins) 

   ?t #!scob:hasAssociatedTrack))) 

    ) 

) 

Figure 3.7: Correspondence rule
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Figure 3.8: Camera 1: correspondence rule is �red

3.7.3 Tracking enhancement

Rules have been as well de�ned to create actions to enhance the functioning of the low-
level tracking procedure. A typical case is �nding that a tracked object is overlapping with
an occlusive object, in order to predict that it will be only partially detected (or even not
detected) in the next frames. As a matter of example, in this section a rule that detects
that a person track is overlapping with an occluding object is presented (Fig. 3.9). This rule
creates an instance of the Action class stating that an occlusion situation has started. If
the tracker detects a dramatic change of the size of the track involved in the overlapping
situation between consecutive frames while the occlusion is active, it is recommended to keep
the previous size of the track.

;;; Occlusion detection rule [2] 

(firerule 

 (and 

   (?track    #!tren:Track) 

   (?person    #!smarthome:Person)  

   (?person     ?track          #!scob:hasAssociatedTrack) 

   (and         (?object        #!scob:OccludingObject) 

                (?*track        ?*object        :po))) 

  ( 

 (instance 

   (new-ind ind)       #!reco:Occlusion) 

   (related (individual ind) ?object   #!reco:isOccluder) 

   (related (individual ind) ?person   #!reco:isOccluded)) 

   ) 

) 

Figure 3.9: Occlusion detection rule
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This rule combines context knowledge, dynamic knowledge, and RCC-based reasoning
(with the 'partially overlaps' PO predicate). It is assumed that the: po predicate is instan-
tiated as a result of the spatial reasoning performed by the pre-processing. It can be seen
that variables involved in RCC predicates must be noted with a special symbol (?*)

4.

The rule is triggered in frame 118 of the sequence, being person1 and couch1 the
objects that match the rule antecedent. (Notice that couch1 is not a direct instance of
OcluddingObject, but an instance of the Couch subclass.) Therefore, an instance of
the Occlusion class is created (Fig. 3.10).

Figure 3.10: Camera 3: occlusion detected

After the new Occlusion instance is created, and while the situation is not �nished,
the framework watches the changes in the size of the occluded object in order to keep the
consistency and avoid the e�ects due to the occlusion. In this example, the procedure is
con�gured to reassign the size and the position of the track to the previous observation
when a size change over 80detected. Figure 3.11 shows the bounding box of the track as
calculated by the tracker without context and the bounding box as estimated by the cognitive
layer as a result of the reasoning procedure.

Figure 3.12 shows a comparison between the positions of the person as detected by
the tracking procedure and the positions as recalculated by the cognitive layer during the
occlusion �the ground truth has been manually obtained. It can be seen that the use of the
context layer considerably improves the results of the tracker.

The Root Mean Square Error (RMSE) of the track size obtained by the general tracking
layer and the cognitive layer are, respectively, 940.4 and 486.6 (Fig. 3.13). The modi�cation
applied by the cognitive layer is quite conservative, which is correct in this sequence since the
changes in the person are not very signi�cant. The graphs show that if actual position changes

4Additional information to represent when the recommendation has been created and the starting and

ending frames should be added. For the sake of simplicity, this information is omitted.
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(a) 

(b) 

Figure 3.11: Camera 3: occlusion correction. (a) Tracker output, (b) Cognitive layer output
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occurs (e.g., the person fa lls behind t he couch) , t his policy will lead to errors. Nevertheless, 
addit ional rules can be easily created t o model t hese situations and react conveniently. 
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The context model includes a similar ru le t o detect the end of the occlusion. Conversely, 
t he ru le for t he end of occlusion uses t he RC( predicate DC (disconnected) . T he occlusion 
is f inished, which means that t he valid period is closed. In t erms of t he ontological model, 
t hat means assigning a frame ot her than unknown frame t o t he isValid End property of 
t he situation. Subsequent ly, t he framework st ops watching t he size of the track involved in 
t he occlusion. In addit ion, it must be taken int o account t hat t he occlusion detection rule 
will be also triggered when the person is in front of t he couch. Nevertheless, in t his case 
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the tracker does not detect any noticeable change in the track size, and therefore the track
size is not corrected. The creation of a false occlusion instance, as well as other problems
resulting from the 2-dimension information managed by local cameras, is avoided by using
the information of more than one camera, as described in 3.8.

3.7.4 Single-camera simple scene recognition

Additional rules have been de�ned in the model to interpret what is happening in the scene
from tracking and object data acquired by a single camera. Our framework focuses on dis-
covering RCC-based spatial relations between annotated objects. These simple situations
are represented in the model as instances of the Situation class in the ACTV ontol-
ogy. Therefore, single-camera rules for scene interpretation include object conditions in the
antecedent and instructions for ACTV instances creation in the consequent.

For example, a rule (Fig. 3.14) de�ned in camera 2 detect if a person is enclosed into
the fridge object (RCC NTPP predicate) �that means that the person is operating the
fridge. If the rule is triggered, a new instance of the Enclosing situation (de�ned in
the SMARTHOME ontology) is created, as well as a relation between the involved objects
via the enclosed and enclosing properties. This rule is �red in camera 2 at frame 39
of the test video (Fig. 3.15). At this point of the execution, a new Situation instance is
created in the knowledge model of the camera.

;;; Single-camera simple scene recognition (camera 2) [3] 

(firerule 

 (and 

   (?track    #!tren:Track)  

   (?person    #!smarthome:Person) 

   (?person     ?track          #!scob:hasAssociatedTrack) 

   (and         (?object        #!smarthome:Fridge) 

                (?*object       ?*track    :ntpp))) 

  ( 

 (instance 

   (new-ind ind ?person ?object)     #!smarthome:Enclosing) 

   (related (individual ind) ?person #!smarthome:enclosed) 

   (related (individual ind) ?object #!smarthome:enclosing)) 

   ) 

) 

Figure 3.14: Simple scene recognition enclosing rule

Additional AmI services may be launched as a result of this situation; for example, if
there is an unsafe equipment instead of the fridge as the touched object, a warning could
be launched to the person or to the remote operator. The situation is �nished when the
termination rule is �red. This second rule also uses the RCC relation DC to detect that the
person is no longer overlapping with the fridge.

Besides, the new situation information �i.e., the new instances of the Action class and
other related instances� is sent as soon as detected to the central node. This knowledge is
processed and combined with situations detected by other cameras, as described in the next
section.
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Figure 3.15: Camera 2: simple scene recognition (enclosing)

Similar rules have been de�ned for other cameras. For example, the rule de�ned for
camera 1 (Fig. 3.16). In this case, the goal is detecting the overlapping between the person
and the fridge bounding boxes, which is represented with the RCC predicate PO (partially
overlap). In this manner, the system detects when the person is inside the fridge area, which
frequently means that he or she is interacting with the object (Fig. 3.17).

;;; Single-camera simple scene recognition (camera 1) [4] 

(firerule 

 (and 

   (?track    #!tren:Track)  

   (?person    #!smarthome:Person) 

   (?person     ?track          #!scob:hasAssociatedTrack) 

   (and         (?object        #!smarthome:Fridge) 

                (?*object       ?*track    :po))) 

  ( 

 (instance 

   (new-ind ind ?person ?object)     #!smarthome:Touch) 

   (related (individual ind) ?person #!smarthome:touch) 

   (related (individual ind) ?object #!smarthome:touch)) 

   ) 

) 

Figure 3.16: Simple scene recognition touch rule

3.8 Multi-camera scene identi�cation

In the simple camera recognition example, it is described how a single camera detects the
situation when a person is operating the fridge as a result of the instantiation of the RCC
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Figure 3.17: Camera 1: simple scene recognition (touch)

property PO. Nevertheless, this situation might be also detected when the person is in front
of the fridge, because the rule antecedent is also true. As shown in Fig. 3.18, that results in
the misinterpretation of a situation.

There are two main solutions for this problem. On the one hand, it is possible to perform
a low-level calibration of the cameras and use a numerical procedure to fuse object positions
in local coordinates acquired by di�erent cameras to obtain a combined position in global
coordinates. On the other hand, consistently with our architecture, it is possible to process
local scene interpretations at the central node. The ACTV ontology is used to communicate
local scenes to the central node. This information is encoded as instances of the Situation
concept of ACTV, besides additional instances that may be interesting �e.g., the objects
involved in the action. The Situation instances are tagged to identify the camera that has
detected them with the capturedBy property. When the detected situations are received
by the central node, they are also asserted as instances as the Recent concept, which
includes all the situations in the current temporal window. Periodically, the central node runs
an update procedure to retract situations as Recent and assert them as NotRecent, in
such a way that they are marked as outdated and will be no longer able to trigger certain
reasoning procedures.

After receiving situation information, the central node applies rule-based reasoning to
discard or con�rm the information provided by single cameras. In the example depicted in
Figs. 3.15 and 3.17, the central node receives the situation information obtained by camera
1 and camera 2 at the same temporal window. Camera 1 informs of a Touch situation
involving person1 and fridge1. Camera 2 informs of an Enclosing situation involving
person1 and fridge1. A rule to create a proper ConfirmScene instance of the RECO
ontology has been created in the context model of the central node (rule 3.19).

Notice that the rule implicitly assumes that there is only one person on the scenario. The
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Figure 3.18: Camera 1: bad scene recognition (touch)

;;; Scene confirmation (central node) [5] 

(firerule 

 (and 

   (?s1    #!smarthome:Touch) 

    (?s1    #!tren:camera1  #!tren:capturedBy) 

   (?s1     #!smarthome:fridge1 #!smarthome:touch) 

  (?s2    #!smarthome:Enclosing) 

    (?s2    #!tren:camera2  #!tren:capturedBy) 

   (?s2     #!smarthome:fridge1 #!smarthome:enclosing) 

  (?s1     #!reco:Recent) 

  (?s2     #!reco:Recent))) 

  ( 

 (instance 

   (new-ind ind ?s1 ?s2)        #!reco:ConfirmScene) 

   (related (individual ind) ?s1   #!reco:confirm) 

   (related (individual ind) ?s2  #!reco:confirm)) 

   ) 

) 

Figure 3.19: Central node scenecon�rmation rule
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rule creates a new instance of ConfirmScene related with the situations sent by camera 1
and camera 2. In this case, no further processing is performed, since cameras are by default
con�dent with their local interpretations. The fusion node behaves as a high-level tracker,
since it calculates a better estimation of the position of the person from situation information
provided by single cameras. The consequent of the rule can be easily extended to assert the
con�rmed scene as an instance of the UsingFridge class as well, thus creating a uni�ed
view of the scenario.

Likewise, similar rules can be created to discard scenes when they change to the NotRecent
state and have not been con�rmed. In this case, the cameras are noti�ed to retract the un-
con�rmed situations from their context model. A RetractScene instance would be sent
back to the cameras to adapt their behavior to the global situation, in a similar way as it has
done for tracking enhancement. That means that the camera is recommended to remove
the instances of its cognitive model representing the uncon�rmed situation �for example, the
Touch situation involving person1 and fridge1 in camera 1 detected in Fig. 3.18, thus
preventing the execution of the rules with matching situation conditions in their antecedent.
The local instantiation of the context model is therefore adapted without modifying the rule
base.

These features of the central node are envisioned to provide support for more complex
scene recognition procedures. For instance, imagine that camera 2 detects that a milk bottle
has been left on the table after the UsingFridge situation. At this point of the execution,
two previous situations are states in the knowledge model: a) the person was using the fridge
(previous situation con�rmed by camera 1 and camera 2); b) the bottle is on the table. A
simple rule could be asserted: if the �person has been using the fridge� and the �bottle on
the table�, then it can new inferred that the person is preparing breakfast. Obviously, this
rule is too simple and should be improved to avoid false positives (e.g., daytime can be also
considered), but it shows the potential of the cognitive model and how the system can be
compositionally extended with new situation detection heuristics. Extending and testing the
framework to deal with hese situations is the most promising direction for future research.
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4
Framework extensions for visual

sensor networks: A Social Signal

Processing example

R
ecent advances in technologies for capturing video data have opened a vast amount of
new application areas in visual sensor networks. Among them, the incorporation of light

wave cameras on Ambient Intelligence (AmI) environments provides more accurate tracking
capabilities for activity recognition. Although the performance of tracking algorithms has
quickly improved, symbolic models used to represent the resulting knowledge have not yet
been fully adapted to smart environments. This lack of representation does not allow to
take advantage of the semantic quality of the information provided by new sensors. This
chapter advocates for the introduction of a part-based representational level in cognitive-
based systems in order to accurately represent the novel sensors' knowledge. The chapter
also reviews the theoretical and practical issues in part-whole relationships proposing a speci�c
taxonomy for computer vision approaches. General part-based patterns for human body and
transitive part-based representation and inference are incorporated to a the ontology-based
framework previosly presented in 2 and 3 to enhance scene interpretation in the area of
video-based AmI. The advantages and new features of the framework are demonstrated in a
Social Signal Processing (SSP) application for the elaboration of live market researches.

4.1 Introduction

AmI develops computational systems that apply Arti�cial Intelligence techniques to process
information acquired from sensors embedded in the ambience in order to provide helpful
services to users in daily activities. AmI objectives are: (i) to recognize the presence of
individuals in the sensed scene; (ii) to understand their actions and estimate their intentions;
(iii) to act in consequence.

The use of visual sensors in AmI applications has received little attention (Remagnino and
Foresti, 2005), even though they can obtain a large amount of interesting data. However in
the last decade, new visual sensor technologies have updated the established concepts of the
computer vision approaches. Time-of-Flight (ToF) technology provides both intensity and
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distance information for each pixel of the image, thus o�ering 3-dimensional imaging (Foix
et al., 2011), (Kolb et al., 2009). Structured light imaging allows to obtain an accurate
depth surface for objects with an unprecedented resolution. Recently, the cost of these
sensors has been dramatically reduced, which has lead to a widespread adoption of these
technologies, now even present in consumer electronics like the KinectTM peripheral for
Microsoft XBoxTM system.

Novel computer vision algorithms have been proposed to detect and track human move-
ments from structured light and ToF sensors (Ganapathi et al., 2010). These works are
mostly based on the de�nition of a model and motion of the human body. To name some
application areas, ToF-based systems have been used in tracking algorithms for the detec-
tion of moving people (Kahlmann et al., 2007), nose detection algorithms (Haker et al.,
2007), body gesture recognition (Holte et al., 2008), hand tracking proposals (Breuer et al.,
2007), (Soutschek et al., 2008), SSP to classify human postures (Wientapper et al., 2009)
and Ambient Assisted Living (AAL) to detect people falls (Leone et al., 2011).

Unfortunately, current approaches do not provide a well-de�ned model to represent the
semantic details of the data, such as relationships or constraints, coming from new algo-
rithms. The use of a conceptual model o�ers several advantages at a low cost. Formal
models establish a common symbolic vocabulary to describe and communicate scene data
while providing support for logic-based reasoning. Symbolic language is closer to human
language, and therefore it is easy to interact and interpret system inputs and outputs. Rea-
soning, in turn, can be applied to check the consistency of the models and to infer additional
knowledge from explicit information.

The formulation of models based on abstraction levels has led to the implementation of
non-cohesive systems which are not able to �uently communicate among themselves. For
this reason, it is necessary to provide new common and transverse knowledge layers among
these levels including new semantic relationships. The goal of this stategy is the close
interaction among semantically similar layers to the automatic generation of new knowledge.
With the advent of new sensors, we advocate for the addition of a representation layer based
on mereology and meronymy. Meronymy studies part-whole relations from a linguistics and
cognitive science perspective. Mereology is a close concept, which concerns the formal
ontological investigation of the part-whole relation and it is formally expressed in terms of
�rst-order logic. The idea of employing a part-based layer to support the statements of the
scene object abstraction level in a cognitive architecture has been previously suggested by
Pinz et al. (Pinz et al., 2008). This proposal goes further and seeks to provide a symbolic
layer based on the formal de�nition, development patterns and implementation of part-whole
relationships.

Symbolic data representations allow to develop cognitive models able to represent more
accurately the complexity of the scene. These models can analyze systematically the knowl-
edge of the scene to discover and describe data related with activities developed by a subject
fusing its representation with high-level context knowledge (see A). A key part of such analy-
sis is currently supported by the approaches emerged from a cognitive view of the traditional
computer vision techniques. The ties between meronymy and the current spatial qualitative
approaches (Randell et al., 1992), (Allen, 1983) in cognitive vision �mainly focused on a
qualitative description of spatio-temporal aspects (Renz, 2002)� must be regarded as crucial
to narrow the gap of knowledge in activity recognition approaches.
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This chapter describes an ontology-based model for data acquired from recognition algo-
rithms through light wave technology. This model is incorporated into a cognitivist framework
for contextual fusion of 2D visual information previously proposed in 2.

A general taxonomy of part-whole relationships for computer vision is proposed. The
relationships are distributed along the levels of the model according to their abstraction.
Several general pattern based on transitive part-whole relationships are proposed to cover
the representation of the data to the level of accuracy currently achieved and to improve the
quality of the inference process.

To illustrate the functioning of the extended framework a case study based on a SSP
environment is presented. SSP aims at providing computers with the ability to sense and
understand human social signals (Vinciarelli et al., 2009). The example depicts a novel
application of structured light cameras for live market researches. The goal is the formal
representation of complex activity recognition and the automatic reasoning through ontolo-
gies. The example incrementally describes the activities representation through the presented
model and the automatic structuring of event knowledge along the part-based level. Straight-
forward rules corresponding to a logic inference engine are attached to the example sections
to demonstrate the feasibility of the proposal.

4.2 Theoretical issues in part-based representations

Meronymy has been subject of researches in linguistics, philosophy, and psychology. From a
philosophical point of view parts have been characterized as single, universal and transitive
relations used to model, among others, the spatio-temporal domain (Girju et al., 2006).
This de�nition stay open since it was criticized using an axiomatic representation which
considers part-of a partial ordering relation (Simons, 1987). Afterwards the representation
was completed with the addition of new axioms (Simons, 1991).

Representations of part-based relations are founded on the Ground Mereology theory.
The Ground Mereology establishes three principles (Varzi, 2011):

� Re�exive: Everything is part of itself.

8x(part_of (x , x))

� Antisymmetric: Two distinct things cannot be part of each other.

8x , y((part_of (x , y) ^ part_of (y , x)) �! x = y)

� Transitive: Any part of any part of a thing is itself part of that thing.

8x , y , z((part_of (x , y) ^ part_of (y , z)) �! part_of (x , z))

These principles have been a source of discussions in meronymy due to the need to con-
sider di�erent kinds of part-whole relations and because of some of them must be intransitive.
Some examples can be found in (Odell, 1994).

The variety of semantic senses in part-whole relations drove researchers to look for a
collection of part-whole relations. Winston et al. (Winston et al., 1987) developed a tax-
onomy founded on three linguistic and logical characteristics: functional, homeomerous and
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separable. These characteristics de�ne a set of six meronymic relations: component-integral
object, member-collection, portion-mass, stu�-object, feature-activity and place-area.

Part-whole relation 

part_of 
(Mereological part-of relation) 

mpart_of 
(Meronymic part-whole relation) 

s-part-of spatial-part-of involved-in member-of constitutes sub-quantity-of participates-in 

f-part-of member-of 

… … 

… … 

… … 

contained-in located-in 

Figure 4.1: Keet's et al. taxonomy of basic mereological and meronymic part-of relations

Keet et al. (Keet and Artale, 2008) proposed a formal taxonomy of part-whole relations
which implements a compromise solution for the �ontologically-motivated relations useful for
conceptual modeling up to the minimum level of distinctions�. This taxonomy is particularly
relevant since the properties are de�ned using categories of the DOLCE (Gangemi et al.,
2002) upper ontology. The taxonomy by Keet et al. is extended in Section 4.4.1 to be
applied in cognitive vision environments.

Interestingly enough, connectedness is a fundamental concept shared between the foun-
dations of mereological and topological theories. As it is shown in mereotopological ap-
proaches (Varzi, 1996) topology can be de�ned as a domain speci�c subtheory of mereology
and mereology can be de�ned as a subtheory being topology primal. An example of the lat-
ter is the theory developed by Randell et al. (Randell et al., 1992), who propose the Region
Connection Calculus (RCC) (see B.1).

Current capabilities in computer vision systems do not allow an easy recognition of mere-
ological relationships from spatial inclusion assertions. Topological relationships between two
entities, for example, TPP, NTPP, EQ or PO relations are essential clues to detect part-
whole patters; however, it is also necessary the detection of a connection relation among the
content and the container. On the other hand, this proposal advocates for the combined
used of spatial and mereological knowledge at di�erent levels. A separate de�nition of the-
ories can be used to classify and assert new knowledge. A clear example is the classi�cation
of subactivities. The spatial context of a subactivity can determine the relationship with
the overall activity. Comparing products into the supermarket is part of shopping; however,
comparing products can be part of cooking if the subject is into a kitchen. Sections 4.5.1
and 4.6.1 present a practical approach on the combination of topological and mereological
relations and their implementation in our system.
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4.3 Ontology-based computer vision model and light wave tech-

nology integration

Changes are needed to model tracking data coming from novel devices. The priority to adapt
these changes is to maintain the compatibility with the previous approaches. The ontologies
of the initial framework have been extended to include support for light wave data:

� An additional Euclidean dimension for the depth position of recognized objects. This
is easily achieved by relying on the qualia approach (Gangemi et al., 2002) used in the
original ontology model to represent properties and property values.

� A new de�nition of the concepts that represent human entities in the scene. Essentially,
the current description of a subject in the scene, represented by the Person concept,
is now associated with a description of anatomical joints and limbs. This description
has been formalized according to existing patterns to represent part-whole relations
with ontologies and current ToF-based computer vision models for articulated bodies.

The introduction of new devices requires upgrading the capacity of spatial representation
in the model from two to three dimensions. These changes concern both perceptual data
captured by light wave cameras and context data representing physical objects. The previous
model followed the qualia approach used in the upper ontology DOLCE (Gangemi et al.,
2002). This modeling pattern distinguishes between properties themselves and the space
in which they take values. The values of a quality �e.g. Position� are de�ned within a
certain conceptual space �e.g. 2DPoint. To adapt the ontology-based model to this new
quality space, the 3DPoint concept, which represents a position using three coordinates, is
included as a subclass of PositionValueSpace, which represents the space of values of
the physical positions.

Current KinectTM algorithms are able to detect real-world entities; e.g. a person including
data related to the human limbs and joints. Our ontology-based model represents these
kind of real-world data at the scene object level. However, these data also include low
level information that should be represented as tracking entities to support the scene object
assertions. Tracking entities level has been adapted to represent low level data of human
members and joints �position, size, kinematic state, and so on� this information is associated
to the Person concept declared in the scene object level. The inclusion of limbs and joints
is compliant to the previous version of the tracking entities ontology. The applied part-whole
pattern (see Section 4.4.2) allows keeping backward compatibility. In fact, this model can
combine 2D monocular cameras and light wave devices using the same set of ontologies.

4.4 Part-based symbolic layer for cognitive vision approaches

This section presents a part-based taxonomy of properties for cognitive vision environments
based on some approaches discussed in Section 4.2. Afterwards a general ontology-based
pattern to represent the transitive properties of the taxonomy is explained. The semantics
of the human body and its parts are used illustrate this pattern. Thereby a dual purpose is
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ful�lled: the explanation of the general pattern and its application to exploit the detection
of human body structures using novel devices.

4.4.1 Part-based taxonomy of properties for cognitive vision environments

The identi�cation of the underlying characteristics presented in Section 4.2 allows to dis-
criminate between several kinds of part properties. The characteristics by Winston et al. are
appropriate for cognitive vision representation because they are mainly supported by spatio-
temporal foundations. However this set of characteristics is too small and do not allow a
wide specialization of properties. Thus we have also taken into account the classi�cation by
Opdahl et al. (Opdahl et al., 2001) (see Table 4.1).

Spatio-Temporal part-whole relation 

Component / 
Integral Object 

Member / 
Collection 

Object (Subject) / 
Subactivity 

Thing / 
Surroundings 

Physical Member / 
Subgroup  

Essential / 
Integral Object 

Content / 
Volume 

Located / 
Area 

Subactivity / 
Activity 

Dispensable / 
Integral Object 

Active Object / 
Subactivity 

Passive Object /  
Subactivity 

Portion /  
Mass 

Proportion / 
Measure 

Subquantity / 
Quantity 

Essential Subactivity / 
Activity  

Dispensable Subactivity / 
Activity  

Physical Subgroup / 
Group  

Subinterval / 
Interval 

Figure 4.2: Proposed taxonomy of part properties for spatio-temporal aspects in vision-based systems

The resulting classi�cation is focused on properties which can be projected as spatial and
temporal concepts captured by visual devices. Fig. 4.2 shows the proposed taxonomy taking
into account the spatio-temporal aspects in vision-based systems. Below we carry out an
analysis based on characteristics of part properties. This analysis only considers the general
characteristics of each property. An exhaustive list of characteristics is not o�ered for each
property because some of them do not characterize the property. Current classi�cation can
be reconsidered for a speci�c specialization according to a particular domain. It is considered
that all the properties meet the Ground Mereology principles except transitivity.

Component/Integral object (componentOf): This is a functional, separable, resultant
and transitive property. The property is relevant for unidenti�ed entities and scene objects.
Thus it is mandatory to de�ne a set of subactivities where the part can intervene. There
are two subtypes: (i) Essential/Integral object (essentialComponentOf) are those crit-
ical parts to identify a whole, for example, the chest of a body. Their characteristics, in
addition to the inherited, are: mandatory, existential dependency and immutabe. (ii) Dis-
pensable/Integral object (dispensableComponentOf) are those parts that are not crucial
for recognition. Following the previous example, a hand can be regarded as a dispensable
component for body recognition. Their corresponding characteristics are: optional and mu-
table.

Member/Collection (memberOf): This property aims to rede�ne the identity of an en-
tity through its assimilation to a group. The necessary characteristics of this property are
separable, optional, mutability, shareability. Generally this property is intransitive when it is
used for abstract sets of membership, for example, when a person is part of an organization.
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Table 4.1: Set of characteristics to classify part-whole relations

Characteristic De�nition

Functional Parts are in a speci�c spatial/temporal position with
respect to each other supporting their functional role
with respect to the whole.

Homeomerous Parts are visually similar to each other and to the whole
to which they belong. Parts and aggregates belong to
the same class.

Separable Parts can be physically disconnected from the whole to
which they are connected and can be detected without
being part of a particular aggregate object. The oppo-
site characteristic is Invariance.

Resultant A part provides at least one property that extends to
the whole.

Mandatory An object of a particular class must be detected to de-
clare the existence of an aggregate object. The opposite
characteristic is Optional.

Existential dependency A single and always the same occurrence of an object is
critical for the life of the aggregate.

Mutability A particular part object can be replaced in the aggre-
gate object by another equivalent part without losing its
identity. The opposite characteristic is Immutability.

Shareability An object can be part of more than one aggregate object
at the same time.

Transitivity An object A is part of an aggregate B, the aggregate
B is in turn part of another aggregate C, then A is also
part of C. The opposite characteristic is Intransitivity.
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The subproperties are specialized in the spatio-temporal level where can be detected ac-
cording to proximity measures or similar kinematic features: (i) Physical member/Subgroup
(physicalMemberOf) which meets the mandatory characteristic because the parts only
can be scene objects corresponding to context data or detected entities with physical fea-
tures; (ii) Physical Subgroup/Group (physicalSubGroupOf) which meets transitivity,
homeomerousity and mandatory characteristics because parts only can be clusters of physi-
cal members.

Thing/Surroundings (settledIn): This property de�nes a content relationship and
an invariant connection between the part and the whole. It is only applicable between ob-
jects and entities with spatial or temporal representation. The general characteristics of
this property are: homeomerousity, invariance, optional, immutability, shareability and in-
transitivity. The transitive, mandatory and existencial dependency subproperties are: (i)
Content/Volume (containedIn) is exclusively used by spatial representations based on
3D points; (ii) Place/Area (locatedIn) is exclusively used by spatial representations based
on 2D points; (iii) Subinterval/Interval (intervalOf) is used by temporal representations
based on time intervals.

Object (Subject)/Subactivity (involvedIn): This intransitive property de�nes the sub-
jects who are involved in an activity. Its characteristics are functional, non homeomerous,
separable, optional and shaerable. Objects and subjects with functional part properties in
their de�nition are the main candidates to instantiate this property. The identi�ed subproper-
ties are not based on any characteristic but in our knowledge about the activity recognition:
(i) Active Object/Subactivity (activelyInvolvedIn) is instantiated when the object
performs the activity; (ii) Passive Object/Subactivity (passivelyInvolvedIn) is instan-
tiated when the object is passively involved in the activity.

Subactivity/Activity (participatesIn): Represents the relation among straightfor-
ward activities which participates in more complex activities. The main characteristic of
this property are: functional, separable, homeomerous, transitive and shaerable. The prop-
erty can be divided in: (i) Essential Subactivity/Activity (essentialSubActivityOf)
if the subactivity is mandatory for the recognition of a more complex activity. Its speci�c
characteristics are: mandatory, existential dependency and immutability. (ii) Dispensable
Subactivity/Activity (dispensableSubActivityOf) if the subactivity is not crucial to
recognize a more complex activity. Its speci�c characteristics are: optional and mutability.

Portion/Mass (portionOf): Necessary characteristics of this property are: homeomer-
ousity, separability and intransitivity. Two transitive subproperties have been identi�ed: (i)
Proportion/Measure (proportionOf) if the property is countable with a spatio-temporal
measure. For example, a second is the sixtieth part of a minute. The corresponding char-
acteristics are: functional, mandatory and existential dependency. (ii) Subquantity/Quantity
(quantityOf) if does not exist a visual proportion between the part and the whole. For
instance, the part of the water spilled from a cup. The inherent characteristic of this subtype
is mandatory.

Stu�/Object (madeOf): The constituent material can help to identify an object avoiding
false positives in the entity detection process. This property is typically used in part-based
taxonomies; however it can not be detected in the scope of vision systems.

Some other characteristics from (Opdahl et al., 2001) classi�cation have not been men-
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tioned because they are already de�ned in the (Winston et al., 1987) set of properties (e.g.
abstraction and homeomerousity), have the same name but a di�erent meaning (e.g. sepa-
rability) or are not general (e.g. shareability). It is interesting to note that shareability can be
seen as a cardinality restriction for speci�c cases of some relationships. For example, a chest
only can be part of one body. These kind of situations become a problem if the relationship is
transitive. In Section 4.4.2 we present a pattern to manage the semantic of these situations.

Some of the properties shown in the previous taxonomy are intransitive, for example,
involvedIn and physicalMemberOf. Sometimes there are complementary transitive
relations that can be used to propagate a property along another property. The corresponding
properties of the previous examples would be participatesIn and physicalSubGroupOf.
To illustrate this, let us suppose a person who is a physical member of a group and the same
group is part of a bigger group. This procedure only requires to declare the physicalMemberOf
property along the physicalSubGroupOf property to automatically assert that a person
is a physical member of the bigger group. A wider and strongly related vision of this issue
is the table developed in (Sattler, 1995) which de�nes the conditions for the overall set of
transitive interactions between di�erent types of properties.

4.4.2 General model for ontology-based human skeleton representation

There are several existing ontologies designed to share and reason with structured data
representing human anatomy (Rosse and Jr, 2003). Unfortunately, these ontologies have
been developed in biomedical environments and de�ne a complex conceptualization which is
not useful to our needs. There are also other ontologies that represent the human body in
a more simpli�ed way (Gutiérrez et al., 2007); however these ontologies are not designed
to deal with sensor data in a cognitive environment. A general pattern based on part-whole
relationships is proposed to cover the semantic representation of data captured using light
wave sensors. The designed ontology adapts the patterns presented in (Rector et al., 2005)
and follows the conceptualization of articulated bodies shown in (Knoop et al., 2005) while
keeping compatibility with DOLCE. The proposal can be broadly adapted to other �elds.

Real-world knowledge achieve a more comprehensive representation organized through
mereological relationships. A clear example is how the human mind divides the structure of
a body in subjective parts. The current capabilities of KinectTM skeletal view (see Fig. 4.31)
allow the description of a detected person in terms of two kinds of attributes: (i) body
members �hands, feet, thigh, and so forth; (ii) joints �shoulders, elbows, wrists, knees, and
so forth. A conceptualization of the attributes detected and the limbs composed by these
attributes is represented in the tracking entities level. Resulting concepts represent the parts
of the human body which are embodied in the Person concept.

The properties named below (partOf and partOf_directly) correspond to the
componentOf subtype of properties. The names have been modi�ed to present the pattern
in a general way since it can be applied to the rest of properties de�ned in Section 4.4.1.

Two properties are used to represent the part-whole relationships: (i) partOf; (ii)
partOf_directly �a partOf subproperty. partOf is a transitive property whose goal
is establishing the correspondences between the parts and all the entities containing them.

1Fig. 4.3 source. http://embodied.waag.org
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Figure 4.3: Joints captured by KinectTM skeletal view

partOf_directly de�nes the subjective relation among a part and the next direct level of
composed entities. These properties are necessary since cardinality restrictions over transitive
properties, such as partOf, are not allowed by OWL-DL. Therefore, partOf_directly
is used to de�ne restrictions to maintain cardinality consistency, and partOf is used to infer
both direct and indirect parts by means of transitivity and partOf_directly property
instances.

The previous ontology is extended with classes to represent direct parts �e.g. PersonPartDirectly�
and the overall set of part-whole relationships �e.g. PersonPart. PersonPartDirectly
subsumes direct parts of a Person such as Head, UpperLimb and LowerLimb. The
classes hosting direct parts state existential range restrictions over partOf_directly
properties �e.g. partOf_directly some Person. On the other hand PersonPart
subsumes the set of parts of the Person concept. In this case, the direct parts of an
UpperLimb concept, namely Arm, Forearm, Hand, Shoulder, Elbow and Wrist, are
classi�ed as subclasses of PersonPart; however they are not considered subclasses of
PersonPartDirectly. The classes hosting direct and non direct parts state existential
range restrictions over partOf properties �e.g. partOf some Person.

To improve the consistency, cardinality restrictions �exactly 1� are stated over partOf_directly
as necessary conditions into the concepts corresponding to body members and joints. This
means �a part only belongs directly to the next level entity and just to that entity".

The combined use of the part properties and the restricted classes leads reasoners to
automatically infer new taxonomies derived based on part-whole relationships. Fig. 4.4 illus-
trate an example of a taxonomy inferred from a explicitly stated taxonomy. Unfortunately,
adding cardinality restrictions on each concept could signi�cantly a�ect the performance of
the reasoner. Some other con�gurations for this pattern are possible and also valid. This
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implementation tries to reduce the classi�cation time while complying to the semantics of
the human body domain.

Explicit data taxonomy:  Inferred data taxonomy: 

Asserted Conditions 

Figure 4.4: An example of explicit and inferred taxonomies

Considering the combination of the taxonomy presented in Section 4.4.1 and the pat-
tern above, we obtain a taxonomy to tackle with the spatio-temporal issues of a cognitive
vision system. Fig. 4.5 shows the implemented taxonomy, notice that some of the transitive
properties do not include a direct property because it is implicit when the superproperty is
transitive, for example, dispensableComponentOf and essentialComponentOf are
regarded as direct properties because componentOf is transitive. Each subtaxonomy of
properties is assigned to one or several level forming a transverse layer through the model
showed at the beginning of Section 4.3.

The classi�cation of joints is inspired by the virtual model shown in (Knoop et al., 2005).
There are three types of joints (see Fig. 4.6) depending on the degrees of freedom (DoF): (i)
UniversalJoint, three DoF; (ii) HingeJoint, one DoF and two restricted DoF; (iii)
EllipticJoint, three restricted DoF. Joint concepts store important data such as the
articulated body members and the angle between them. These data is basic to mantain the
consistency and to improve the semantic capacity of the model.

The model is designed by taking into account future changes in the granularity of the
obtained data. New devices able to o�er an accurate de�nition of the body members �e.g
the �ngers of a hand� are easily adaptable. The larger the number of levels in the model,
the greater amount of data is inferred.
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Tracking Entities 
Scene Objects 
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Scene Objects 
Activities 

Scene Objects 

Tracking Entities 

Tracking Entities 
Scene Objects 

Tracking Entities 
Scene Objects 

Figure 4.5: Spatio-temporal taxonomy with pattern representation

4.5 Part-based data extraction and propagation

There is an important amount of implicit knowledge surrounding the part-based approaches
which should be extracted and used as a basis of the cognitivist models to improve the
semantic richness and robustly justify the knowledge base reasoning.

4.5.1 Expliciting hidden relationships between subclasses, parts and locations

The research by Winston et al. (Winston et al., 1987) shows the power to �nd implicit
relationships using deductive reasoning based on syllogisms. The conclusion of this study in-
dicates that there is a hierarchical ordering respectively between class inclusion, mereological
inclusion and spatial inclusion which implies that �syllogisms are valid if and only if the con-
clusion expresses the lowest relation appearing in the premises�. Syllogism are a kind logical
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Joint taxonomy:  Body member taxonomy: 

Figure 4.6: Explicit taxonomies for joints and body members

argument in which one proposition is inferred from two or more premises. A huge quantity of
implicit relations can emerge from these inferences. The following example illustrates these
assertions:

(1a) Peter is a physical member of a tourist group. (Mereological inclusion)

(1b) The tourist group is into the shop. (Spatial inclusion)

(1c) Peter is into the shop. (Spatial inclusion)

Ontologies have several advantages to carry out this kind of deductive reasoning because
of: (i) the hierarchical structure of ontologies is strongly related to the idea of class inclusion
since terminological boxes represent concepts as general classes which host more speci�c
or specialized classes; (ii) the mereological patterns to represent and reason with parts and
the current reasoner's support for qualitative spatial approaches (Stocker and Sirin, 2009)
provide the semantic support to apply this kind of arguments; (iii) the OWL 2 construct
ObjectPropertyChain allows a property to be de�ned as the composition of several
properties. Compositions enable to propagate a property (e.g.; placedIn) along another
property (e.g.; partOf). The previously described syllogism is automatically handled by the
following statement:

SubPropertyOf( ObjectPropertyChain( :partOf :placedIn) :placedIn)2

2Composition feature in OWL 2. http://www.w3.org/2007/OWL/wiki/New_Features_and_
Rationale#F8:_Property_Chain_Inclusion Last accessed December 2015
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Table 4.2: Composition of properties


 hasClass partOf placedIn

hasClass hasClass partOf placedIn
partOf partOf partOf placedIn
placedIn placedIn placedIn placedIn

Table 4.2 (Hornsby and Joshi, 2010) shows the syllogisms hierarchical ordering described
through properties composition. Notice that the table's main diagonal compositions do not
need to be declared since the properties are transitive.

4.5.2 Automatic data propagation of events of interest

Sometimes the knowledge originated in a entity component should be represented as knowl-
edge directly attributable to the overall entity. A pattern for data propagation along the parts
and to the whole can be deployed based on the pattern explained in 4.5 Another pattern
from (Rector et al., 2005) is adapted to distribute the data concerning the events developed
in the human body members. This pattern requires: (i) the creation of the hasEvent
property, which indicates that a subject is the source of an event �these property can be
also specialized to address more speci�c events; (ii) new classes �e.g. EventInBody or
EventInUpperLimb� to classify events, which comprises all the events carried out by the
body and their parts; (iii) the characterization of the partOf property as re�exive. As it is
shown in 4.2 re�exivity is one of the principles of Ground Merology theory and dictates that
�Everything is part of itself�. These principles allows to include the whole entities in the tax-
onomy of parts. This causes the subsumption of the Person concept by the PersonPart
class.

Classes which host instances of events state existential range restrictions over hasEvent
properties, for example, EventInBody declares the restriction hasEvent someValuesFrom3

PersonPart and EventInUpperLimb states hasEvent someValuesFrom UpperLimbPart.
To illustrate this, let us suppose the detection of an event in a hand. After the instantiation
of the event and the corresponding property hasEvent, the reasoner propagates the event
to the EventInBody and EventInUpperLimb classes. Thereby, events are classi�ed by
following an organization re�ned by anatomical levels. In addition, this pattern represents
the a�rmation �an event carried out by a person is an event executed by the person or any
of its parts�.

This approach can be extended using a composition between the properties componentOf
and participatesIn. Based on the relationship between an event and a body part, the re-
lationships between parts of higher order that contains them and the event are automatically
inferred. The following example syllogism and the Fig. 4.7 depicts this extension:

(2a) Upper limb is component of Robert. (Explicit)

3someValuesFrom restriction. http://www.w3.org/TR/2004/REC-owl-features-20040210/
#someValuesFrom Last accessed December 2015
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(2b) Robert 's upper limb participates in embraces a lamp. (Explicit) 

(2c) Robert participates in embraces a lamp. (Conclusion) 
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Figure 4.7: Inferred prop€rties using composition between hasEvent and part Of 

4.6 Implementation 

The architecture presented in Section 4.3 has been implemented as a system prototype. The 
system's basic inputs are three: a variable amount of a priori knowledge. sensor data corning 
from different information sources and data formalisms represented with ontologies. The 
ontologies include a set of terminological boxes (TBoxes) each of which contains sentences 
describing concept hierarchies. In turn, an assertional box (ABox) conta ins facts about 
individuals of the domain of discourse. T hese T Boxes make up the structure of the vision-
based Arni symbolic representation. The ABoxes of these levels are f illed with assertions 
from predefined context knowledge, previous inferences and sensor data. 

The overa ll system is based on the RACER4 reasoner. The reasoner hosts t he levels 
of the ontology-based computer vision rnodel explained in 2.2; namely, tracking ent it ies, 
scene object and activit ies. RACER has been chosen because it includes support for different 
kind of inference rules t hrough t he new Racer Query Language (nRQL), such as deductive, 
abductive, spatial and tempora l (Gomez- Romero et al. , 2011b) . 

Beyond the standard ontology reasoning mechanism based on subsurnption, RACER also 
supports abductive and deductive rule-based inference. During t he execution , abductive 

4 RACER engine web page. http : //www . ifis . uni-luebeck . de/ - moeller/racer/ Last accessed 
December 2015 
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nRQL rules defined in a subontology create new instances that are asserted into the same 
level or into an upper level. Eventua lly, the creation of new instances as defined in the 
consequents of the ru les draws instances corresponding to an interpretation of the scene in 
terms of the activity ontology. Deductive rules, in turn, are used to maintain the logical 
consistency of the scene . The consistency verifies whether all concepts in the TBox adrn it 
at least one individual in t he correspond ing ABox. 

The output of the system is a coherent and readable interpretat ion of the scene logically 
justif ied from the low-level data to the high-level interpretation. 

4.6.1 Spatio-temporal support 

RACER is the f irst inference engine able to manage the spatial knowledge through an im-
plementation of the RCC (Randell et al. , 1992) (see B.1 as an addit ional substrate layer. 
A substrate is a complementary representation layer associated to an ABox. The RC( sub-
strate offers querying facilit ies, such as spatial queries and combined spatial and non-spatial 
queries. Although spatial instances from the ABox are not automatically connected with the 
RCC substrate, there is an identifying correspondence between them and the objects stored 
in the substrate. 
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Figure 4.8: System implementation 

A significant amount of knowledge of scene objects and activity levels is obtained by ab-
duct ive rules that include spatial properties in their antecedent. Fig. 4.8 shows the integration 
of a geometric model in the system to dynamically calcu late qualitative spatial relationships 
between scene objects. The geometric model receives spatial data from the scene object 
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level. These data is instantiated into the Java Topology Suite (JTS)5. The JTS is an open
source Java software library of two-dimensional spatial predicates and functions compliant
to the Simple Features Speci�cation SQL published by the Open GIS Consortium. JTS
represents spatial objects in a Euclidean plane and obtains spatial relationships between two-
dimensional objects quickly. Although OpenGIS spatial predicates and RCC-8 are not directly
compatible, the output from the geometric model can be easily mapped from the OpenGIS
format, in some cases, it only involves translating the name of the relationships. A corre-
lation table between OpenGIS spatial predicates and RCC-8 can be found in (Schuele and
Karaenke, 2010).

Additional improvements could be implemented to increase the computation speed. It is
interesting to highlight that checking object spatial relations, and particularly RCC relations,
has a complexity O(n2) �the test must be performed between each pair of elements. Thus, it
would be convenient to build a data structure able to maintain a hierarchical spatial partition
on the Euclidean space. Currently, our framework does not support these improvements,
which remains as a promising line for future work (Serrano et al., 2011).

The temporal dimension is represented as timestamps and time intervals. As it is stated
in 2.2.1 timestamps are represented using snapshots of capturing data. Time intervals
representation is directly supported by the RCC substrate thanks to their proper relation-
ships (Gómez-Romero et al., 2009). The temporal dimension can be applied in both ways
into the antecedent of rules.

4.7 Case study: Live market research

Learning about relationships between the customer and the product at the point of sale is a
very interesting knowledge in many economic �elds, such as sales or marketing. Body gestures
and spatial relationships contain useful knowledge about the sensations and intentions of
shopping experiences. The model hereby presented can be used to automatically build live
market researches based on the reactions and interactions of customers with the products.

Next subsections describe our system instantiation procedure and the expressiveness of
the ontology model by presenting an activity recognition representation and a data propa-
gation example. These subsections are depicted with rules to show its applicability in real
environments.

4.7.1 Gesture instantiation procedure

A data set containing the skeleton representation of several �11� people was designed to test
the new representation. These body structures were captured by using a KinectTM sensor.
For each person �ve types of upper limbs gestures were stored: down, open, up, diagonal and
akimbo. A control system based on the OWL API6 functionalities automates the assertion of
data in the form of axioms from the capture device to the ontology formalism. The control

5Java Topology Suite web page. http://www.vividsolutions.com/jts/JTSHome.htm Last ac-

cessed December 2015
6OWL API web page. http://owlapi.sourceforge.net/ Last accessed December 2015
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system manages the classi�cation of the individuals received from the KinectTM sensor,
the explicit property instantiations such as partOf_directly and the instantiation of
properties that represent the articulation of body member through a joint. The control
system also manages the automatic calculation of data values from the received data, such
as the size of the body members and angles formed between them.

A data instantiation example to describe a left upper limb with down gesture for the
person in Fig. 4.9, would include: (i) classi�cation of joint instances (see Fig. 4.6); (ii)
partOf_directly property instantiations (see Fig. 4.4); (iii) joint positioning data.

Figure 4.9: Gesture instantiation and action example

4.7.2 Activity recognition example: Touching a product

Activity recognition usually requires composition of simple activities along the time. There-
fore temporal analysis is required in order to recognize complex activities (Holte et al., 2008).
Our ontology model is expressive enough to represent the temporal dimension of the activ-
ities. The representation capabilities resulting from the combined use of KinectTM and the
ontology-based model o�er simple but very expressive tools to detect interesting activities
for a market research confection.

Relevant activities for current market researches may be: stand in front of, look at, point
at and touch a product. Recognition of simple interactions between di�erent body members
and objects regarded as context data can be detected �nding the spatial relationship between
these elements. The process becomes more robust if the object includes sensors (e.g. RFID
and accelerometer) able to provide di�erent kinds of features �id, location and kinematic
state.

In order to demonstrate the expressiveness of our representation, a syntactically relaxed
nRQL �the query language of the RACER reasoner� rule is presented. Rule's variables are
denoted with a question mark at the beginning of their names (?), variables belonging to the
RCC substrate are labeled adding a star (?*), concept types start with a hash (#) and RCC-
8 relationships are labeled with a colon (:). To the existing namespaces, tracking entities
(#!tren:), scene objects (#!scob:) and activities (#!actv:), a new one is added to group all
the speci�c information related to market researches (#!mkrs:). The syntax of nRQL has
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1. (firerule 

2.   (and 

3.       (?currentFrame #!tren:CurrentFrame) 

4.       (?hand #!tren:Hand) 

5.       (?product #!mkrs:Product) 

6.       (?person #!scob:Person) 

7.       (?staff #!mkrs:Staff) 

8.       (?product (> #!tren:acceleration 0)) 

9.       (not (?*product ?*hand :dc)) 

10.      (?hand ?person #!tren:componentOf) 

11.      (?person ?place #!scob:placedIn)  

12.      (not (?person ?staff #!scob:memberOf)) 

13.( 

14.      (instance (new-ind ?touchingAct) #!actv:Touching) 

15.      (related (?touchingAct ?currentFrame #!tren:isValidInBegin))  

16.      (related (?touchingAct "unknown_frame" #!tren:isValidInEnd)) 

17.      (related (?touchingAct ?place #!scob:placedIn)) 

18.      (related (?product ?touchingAct #!actv:passivelyInvolvedIn)) 

19.      (related (?hand ?touchingAct #!actv:activelyInvolvedIn))) 

20.) 

Figure 4.10: Rule to exemplify expressiveness

been slightly simpli�ed to make them more readable. The following rule detects touching
activities between people and sensorized objects.

First, di�erent variables that act along the rule are declared (3-7). The rule checks if the
object involved in the situation is currently moving (8). This statement can also be used as a
trigger of the rule. Afterwards, the rule checks if there is a spatial relationships between the
moving Product and a Hand (9). The place of the person is assessed in (10-11). Finally,
to discriminate between clients and employees, the rule considers if the person involved in
the action is member of the sta� (12). This identifying capability is referred in future work.
If the antecedent conditions are satis�ed, the consequent is applied. The consequent creates
a Touching activity (14) with a known beginning (15) and an unknown ending (16). The
spatial location of the activity is bounded by the location of the person who perform the
activity (17). passivelyInvolvedIn and activelyInvolvedIn relationships among
the new activity with the passive object (18) and the active subject (19) are also stated in
the consequent. The resulting activity has been de�ned according to spatio-temporal criteria
and part-based relationships.

The Touching activity is candidate to be classi�ed as a subactivity of Shopping. To
recognize the Shopping activity it is required to recognize a sequence of subactivities (e.g.
touching the product, trying the product, interacting with the sta�, paying the product)
where the same active subjects and passive objects are involved in the same place and time.
For the sake of simplicity a rule which only recognizes the spatial dimension of a Touching
and a Paying activity is showed in Fig. 4.11.

At the beginning of the antecedent a set of variables are declared (3-6). Then, the same
objects, subjects and places are identi�ed in the subactivities (7-12). Finally, the starting
and ending timestamps of the activities sequence are retrieved (13-14). The consequent
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1. (firerule 

2.   (and 

3.       (?touching #!actv:Touching) 

4.       (?paying #!mkrs:Paying) 

5.       (?person #!scob:Person) 

6.       (?product #!mkrs:Product) 

7.       (?product ?touching #!actv:passivelyInvolvedIn) 

8.       (?product ?paying #!actv:passivelyInvolvedIn) 

9.       (?person ?touching #!actv:activelyInvolvedIn) 

10.      (?person ?paying #!actv:activelyInvolvedIn) 

11.      (?touching ?place #!scob:placedIn) 

12.      (?paying ?place #!scob:placedIn)) 

13.      (?touching ?startFrame #!tren:isValidInBegin) 

14.      (?paying ?endFrame #!tren:isValidInEnd) 

15.( 

16.      (instance (new-ind ?shoppingAct) #!mkrs:Shopping) 

17.      (related (?shoppingAct ?startFrame  #!tren:isValidInBegin)) 

18.      (related (?shoppingAct ?endFrame  #!tren:isValidInEnd)) 

19.      (related (?shoppingAct ?place #!scob:placedIn)) 

20.      (related (?touching ?shoppingAct  #!actv:essentialSubActivityOf)) 

21.      (related (?paying ?shoppingAct  #!actv:essentialSubActivityOf)) 

22.)  

Figure 4.11: Simpli�ed rule to recognize shopping

creates a Shopping activity whose validity time interval is bounded by the starting point of
the former activity and the ending point of the latter activity (16-18). The coincident place
of the subactivities and the mereological properties between the subactivities and the overall
activity are eventually asserted (19-21).

Crucial data is inferred from the former to the latter rule. Thanks to the interaction
between the mereological and the geolocalized layers rules acquires more �exibility and the
amount of relationships between concepts grows improving the completeness of the model.
Imagine that the subactivities are detected in di�erent places.

� touchingAct placedIn GroundFloor

� payingAct placedIn FirstFloor

The system can store mereological data stated to describe invariant context relationships
such as:

� GroundFloor containedIn Shop

� FirstFloor containedIn Shop

In both cases, using the compositions described in Table 4.2, new relationships are in-
ferred.
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• tou chi ngAct placedi n Shop 

• p ay i ngAc t place d i n Shop 
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Even though the activities have been detecteded in different places, the latter rule is 
fi red because t here is a common location for both activities (see Fig. 4. 12) . Following t he 
reasoning , an appropriate spatial environment (Sh op) is allocated to t he overall activity (19). 

4.7.3 Data propagation example: Touching a product 

Many data relationships are automatically propagated from t he consequent's assert ions of 
t he previous section. In t he f irst rule (19) of t he previous section, a Ha nd is declared as 
active subject of t he Touch i ng subactivity. However, in the latter rule (9-10) a previously 
unst ated assertion includes a Person as active subject of t his subactivity. T he pattern 
explained in 4.5.2 justif ies t he propagation of activit y relationships for all t he parts which 
contains the part performing t he activity. When t he Hand was declared as an active subject, 
t he objects containing it were also inferred as active subjects. 

• upperlimb a ctive lyinvolvedin t ouchingAct 

• person activelyinvolvedi n touchingAct 
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Data propagation enable to choose the level of granularity of the information retrieval
tasks and to assess data from multiple perspectives. The following query would retrieve the
interactions among the people and the upperlimbs, and the products during a campaign (it
is assummed that, during a campaign, the products are located in the same place).

The query in Fig. 4.13 retrieves di�erent levels of active subjects (Person and UpperLimb)
of Touching activities for all the products on sale (1). Then query variables are declared
(3-6). The Product, Person and UpperLimb of the same Touching activities are re-
trieved (7-9). From these set of activities there are only chosen those whose validity time
interval is into the validity time interval of the campaign (10-12).

1. (retrieve (?person ?upperlimb ?product) 

2.   (and 

3.       (?upperLimb #!tren:UpperLimb) 

4.       (?product #!mkrs:Product) 

5.       (?person #!scob:Person) 

6.       (?campaign #!mkrs:Campaign) 

7.       (?product ?touching #!actv:passivelyInvolvedIn) 

8.       (?person ?touching #!actv:activelyInvolvedIn)  

9.       (?upperLimb ?touching #!actv:activelyInvolvedIn) 

10.      (?touching ?touchInterval #!scob:hasInterval) 

11.      (?campaign ?campInterval #!scob:hasInterval) 

12.      (?touchInterval ?campInterval #!scob:intervalOf)) 

13.) 

Figure 4.13: Query for di�erent interactions during a campaign

The extracted information is helpful to answer with accountant criteria abstract questions
such as: �What is the visibility of this product?� A very rough answer would be the number
of people who have interact with it. The level of doubts involved in the purchase decision
can be also measured if we count the number of interactions of each user with the product.
An extended model able to distinguish between right and left limbs, could be used to assess
the quality of the product accessibility.

Another example of propagation is the automatic assignment of subjects and objects in
composed activities. The �rst rule of the previous section states a Person and a Product
as the active subject and passive object of a Touching subactivity. The system automat-
ically connects these individuals as active subject and passive object of the shoppingAct
individual when the touchingAct subactivity is detected participating into a Shopping
activity individual. This process is repeated, thanks to the composition explained in Sec-
tion 4.4.1, each time a participatesIn property is instantiated.
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5
Reasoning with uncertainty: A harbor

surveillance prototype

H
arbor surveillance is a critical and challenging part of maritime security procedures. Build-
ing a surveillance picture to support decision makers in detection of potential threats

requires the integration of data and information coming from heterogeneous sources. Context
plays a key role in achieving this task by providing expectations, constraints and additional
information for inference about the items of interest. This chapter proposes a framework for
context-based situation and threat assessment and its application to harbor surveillance. As
in previous chapters, the framework uses the ontological model to formally represent input
data and to classify harbor objects and basic situations by deductive reasoning according to
the harbor regulations. The higher level applies Belief-based Argumentation to evaluate the
threat posed by suspicious vessels. The functioning of the system is illustrated with several
examples that reproduce common harbor scenarios.

5.1 Introduction

Maritime security is an area of strategic importance for the international community. As
stated by Collins et al.1, �a terrorist incident against a marine transportation system would
have a disaster impact on global shipping, international trade, and the world economy in
addition to the strategic military value of many ports and waterways.� For that reason,
one of the principal goals of strengthening maritime security is to �increase maritime domain
awareness� by building a �surveillance picture as complete as possible to assess the threats
and vulnerabilities in the maritime realm.� In particular, harbor surveillance is a critical part
of maritime security procedures because of its multiple objectives: recognition of terrorist
threats, prevention of maritime and ecological accidents, detection of illegal immigration,
�shing and drug tra�cking, and so forth. However, it is nowadays mostly developed by human
operators (Liebhaber and Feher, 2002), who have to evaluate an overwhelming amount of
information. This makes it very di�cult to attend to the event stream with the required

1Statement on transportation security before the Committee on Commerce, Science, and Transportation

http://www.globalsecurity.org/security/library/congress/2004_h/040324-collins.
pdf Last accessed December 2015
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level of attention due to distraction, fatigue and oversight. In addition, their decisions may
be strongly a�ected by sensor data imprecision and subjective judgment.

Next-generation harbor surveillance systems are envisioned to automatically identify po-
tential threats with a high degree of con�dence (Guard, 2007). Their objective is obtaining
not only tracking information about vessels, but also an abstract picture of the situation to
make informed decisions. According to the JDL data fusion model, the latter task belongs
to the domain of Situation Assessment, de�ned as the estimation of �sets of relationships
among entities and their implications for the states of the related entities.� (Steinberg et al.,
1999) In this domain, it requires understanding the intrinsic information provided by coastal
sensors in the context determined by extrinsic factors, like harbor environment, operational
regulations, tra�c data and intelligence reports.

The increasing interest in higher-level information fusion has led to several proposals
for context management. Detection and characterization of activities and threats require
assessing the states of situational items and their relationships within a speci�c context
(see A). This contextual information, expressed in the form of complementary knowledge
or constraints, encompasses information about objects, processes, events, and relationships
between them, as well as particular goals, plans, capabilities, and policies of the decision
makers. Such diversity makes formal context representation a signi�cant challenge.

Ontologies are an appropriate formalism to represent contextual and factual knowledge in
higher-level fusion (Nowak, 2003), (Little and Rogova, 2009), (Kokar et al., 2009) However,
ontology languages based on Description Logics, and in particular the standard ontology
web language (OWL 2)2, present several unsolved challenges when applied to Situation
Assessment because: (i) they do not allow for reasoning with uncertain knowledge; (ii) they
do not directly support abductive reasoning to create and validate situational hypotheses that
change in time.

This chapter describes an Information Fusion system that uses contextual knowledge rep-
resented with ontologies to detect and evaluate anomalous situations. By contextual knowl-
edge we mean knowledge about external information that completes, in�uences or constrains
the situations or events of interests; e.g. physical characteristics of the environment such as
terrain or weather, or knowledge about the expected behavior of the objects. The system is
arranged in two processing levels. Firstly, the system applies deductive and rule-based reason-
ing to extend tracking data and to classify objects according to their features. Secondly, the
Belief-Argumentation System (BAS) �a logic-based paradigm for abductive reasoning (Ro-
gova et al., 2006) �is used in combination with the Transferable Belief Model (TBM) (Smets
and Kennes, 1994) to determine the threat level of situations involving objects which are not
non-compliant to a normality model. A prototype implementation of this system adapted to
the harbor surveillance problem is available for experimental evaluation in a public repository
3.

To the best of our knowledge, this is the �rst attempt to combine ontologies and TBM
based uncertain reasoning to implement multi-level information fusion. Similar approaches in
the literature have focused on alternative probabilistic models (see C). Ontologies facilitate

2W3C OWL Working Group, OWL 2 Web Ontology Language Document Overview. http://www.w3.
org/TR/owl2-overview Last accessed December 2015

3Harbor simulator project. https://github.com/meditos/HarborSimulator Last accessed De-

cember 2015
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the creation of a computable model representing complex situational context (problem enti-
ties, scenario geometry, spatial relationships, etc.), since they can be formally encoded in a
logic-based expressive language. The examples show that this integrated approach reduces
the number of false alarms with respect to purely ontological proposals through quantifying
the threat level.

5.2 Context and Ontologies in Information Fusion

This chapter follows the de�nitions given in (Powell et al., 2006), (Kandefer and Shapiro,
2008) which refers that context is any external knowledge that is useful or in�uences the
fusion processes, including background knowledge (e.g. tactics, doctrine), situation-speci�c
knowledge (e.g. terrain), existing reports and databases, and so forth. In this case we
create a model of the scenario and use background, situational and expert knowledge to
drive the high-level fusion process. Speci�c contents of the context model for the harbor
surveillance problem are described in section 5.3. Context can thus be used to explain
observations, to de�ne hypotheses, to identify areas of interest to focus new data collection,
to re�ne ambiguous estimations, and to provide for interrelationship between di�erent fusion
levels (Sycara et al., 2009), (Gómez-Romero et al., 2010).

The complex uncertain harbor surveillance scenario calls for a hybrid context represen-
tation combining ontology and logic-based models enriched by uncertainty consideration.
We propose a fusion system in which the description of the domain entities, such as vessel
types and harbor areas, the relations between them, and applicable regulations are modeled
as a certain set of ontological concepts, relations, instances, axioms and rules. Deductive
reasoning is applied to detect inconsistencies between the situations obtained as a dynamic
instantiation of the scene model and the situational patterns de�ned in the normalcy model.
Normalcy rules are local to a navigational context, which depends in most cases on the
geographical situation of the vessel (as in (Snidaro et al., 2015)). Inconsistencies denote
abnormal situations that may indicate a potential threat. A probabilistic reasoning process is
then triggered to investigate whether these inconsistencies are the result of insu�cient qual-
ity of observations, contextual knowledge, and fusion processes, or the result of the change
of context; e.g. discovered potential or imminent threat.

5.2.1 Ontologies, Logic and Uncertainty in Higher-Level Fusion

During the last decade, several approaches using ontologies have emerged in the higher
level Information Fusion research area. The SAW Core ontology represents general con-
cepts used in situational awareness (Matheus et al., 2005). It was used as a meta-model
in (Baumgartner et al., 2010), which applied deductive reasoning for Situation Assessment
in a tra�c-management scenario. The Situation Theory Ontology (STO) has been recently
proposed as a formal upper model to represent the abstract concepts involved in Situation
Awareness under the semantics of Barwise and Perry's situation theory (Kokar et al., 2009).
In the harbor domain, ontologies have been also used to represent a priori and contextual
information. In (Roy and Davenport, 2010), a MDO (Maritime Domain Ontology) was cre-
ated to automatically classify vessels and situations from perceived situations by applying



68 5. Reasoning with uncertainty: A harbor surveillance prototype

deductive reasoning. Similarly, in (Van den Broek et al., 2011) the authors showed that on-
tologies are useful to capture ancillary knowledge on the elements of the application domain
and behavioral patterns.

In these works, situation recognition is mostly achieved by instance classi�cation as fol-
lows. Context models include ontological descriptions of categories of entities and situations.
When a new object is created or its property values are modi�ed, a deductive reasoning pro-
cess �nds matches to these descriptions and determines the class or classes to which the new
instance belongs. However, this procedure is insu�cient in complex Situation Assessment
problems, because there is an inherent uncertainty in this process that is not considered,
and more than one hypothesis may explain the current situation, but only one is generated.
In general, ontologies are not suited for abductive inference and reasoning under uncer-
tainty (Lukasiewicz and Straccia, 2008). In addition, they are not particularly e�ective to
represent perdurants; i.e., entities that change in time. This requires the creation of arti-
�cial representational patterns (Gómez-Romero et al., 2011b) or the use of non-standard
extensions to the standard languages (Motik, 2012). As introduced in the beggining of this
chapter, an extension of the typical deductive reasoning with probabilistic abductive reason-
ing.

One of the most common approaches to incorporate uncertain, unreliable and imprecise
knowledge to Web ontologies is PR-OWL 2, an extension of the OWL language with Bayesian
probability theory (Carvalho et al., 2013), that has been illustrated with examples on higher-
level fusion in the maritime domain (Carvalho et al., 2011), (Laskey et al., 2011). PR-OWL
2 represents factual and contextual knowledge in terms of instances and properties with
associated uncertainty. Currently, there is not any available reasoner that entirely supports
this language. However, the resulting ontologies can be transformed into a probabilistic
network and processed with the UnBBayes 4. tool. The main di�erence regarding this
proposal is that the probabilistic formalism is do not embedded into the ontology. Instead,
ontologies are used as a uni�ed representation in a deductive layer to extend data with
available knowledge, and delegate threat assessment tasks to the upper layer implementing
the BAS-based reasoning process. This adds more �exibility to the system and reduces the
computational cost that is often associated to ontology-based reasoning, which may make
the application unusable under real-time restrictions.

A related proposal is presented in (Snidaro et al., 2015). The authors use Markov Logic
Networks (MLNs) to represent uncertain context knowledge and automatically detect anoma-
lies in the maritime domain. MLNs combine the expressiveness of �rst order logic and the
uncertainty management of Markov Networks, thus providing a very intuitive and powerful
knowledge framework. The treatment of context information is very similar as in this ap-
proach, since it is conveniently integrated into the representation and exploited to properly
interpret the available data. The paper does not study in detail the possible e�ects of the
semi-decidability of �rst order logic, which may be a drawback compared to decidable De-
scription Logics ontologies. Besides, they assume that information is already available and
expressed in a symbolic form, as in (Carvalho et al., 2011), (Laskey et al., 2011). It is not
clear how the raw sensor data is incorporated into the logic model, a problem that is explicitly
tackled in this proposal.

4UnBBayes web page. http://unbbayes.sourceforge.net/ Last accessed December 2015
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Building a common framework for the evaluation of probabilistic higher-level Information
Fusion systems is a research topic that has received considerable attention recently. The
Evaluation of Techniques for Uncertainty Representation Working Group5. (ETURWG),
hosted by the International Society of Information Fusion (ISIF), is an ongoing initiative pur-
posely formed in 2011 to address this problem. The URREF (Uncertainty Representation and
Reasoning Evaluation Framework) ontology is an initial proposal towards the formal descrip-
tion of the concepts involved in a probabilistic fusion system and the applicable comparison
criteria (Costa et al., 2012). Nevertheless, the current state of this proposal makes it still
unfeasible to carry out a detailed comparison among di�erent systems.

5.3 Sensorial and Contextual Information in the Harbor Surveil-

lance Scenario

Surveillance picture formation in the harbor scenario is the result of a multi-level fusion
process, which includes:

� Data acquisition from heterogeneous sources about single objects.

� Object tracking to integrate sensor data and obtain the tracks (location, kinematics,
identi�cation) representing all objects present in the scene.

� Object property estimation for object categorization.

� Utilization of context knowledge about expected object properties, identi�cation, and
behavior to classify objects and to infer basic relationships and situations.

� Matching expected behavior provided by the context of entities to the observed situa-
tion in order to detect a possible anomaly as an initial step towards scene recognition.

� Abductive reasoning to explain inconsistency, to detect possibly threat to alert an
operator, and to improve the overall functioning of the system and the knowledge
base.

Input data encompasses hard and soft sources, ranging from sensor measurements to
intelligence reports. Sensor data is automatically acquired by primary coastal sensors or co-
operatively emitted by ships. The main primary-sensor technology for object detection and
location in the harbor is the coastal radar, which does not require cooperative equipment
installed onboard of ships. Therefore, the low level input of the system is either raw position
measurements (in a centralized architecture) or fused estimates obtained by a processing
node (in a decentralized architecture). In both cases, the fusion node involves three basic
functions: (i) data alignment or common referencing involving coordinate or units trans-
formations, uncertainty normalization, and inter-sensor alignment; (ii) data association to
determine to which measurements are associated to which entities; (iii) state estimation
involving the computation of entity attributes at Level 1 �e.g. location, velocity, and other

5Evaluation of Techniques for Uncertainty Representation Working Group web page. http://eturwg.
c4i.gmu.edu/ Last accessed December 2015
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classi�cation attributes such as size or category. Ships also emit identi�cation data according
to IMO (International Maritime Organization) security protocols, mainly through the Auto-
matic Identi�cation System (AIS). The AIS system broadcasts basic data obtained by the
available navigation equipment (identi�cation, position, course, and speed) together with
extended data (intended route, cargo description, etc.). Other relevant data sources are
the Vessel Tra�c Systems (VTS), which frequently collect all available inputs in an inte-
grated tracking image (Guerriero et al., 2008) and the Port Tra�c Management Systems
(PTMS) (Seibert et al., 2006).

For practical purposes this chapter assumes a preexisting decentralized tracking schema
with a working fusion node located after a set of single-source target tracking systems. This
schema provides vessel tracks with reasonable accuracy already available to be processed.
In general, a decentralized solution is more realistic in the maritime surveillance scenario,
since it allows using the available tracking systems and taking into account the di�erent data
types and update rates of AIS and VTS. The tracking sub-system could also bene�t from
the available context information. For instance, ships trajectories might be constrained to
follow the assigned channels according to deep draught category and water depth. A dynamic
model for vessel track prediction can be used to incorporate this knowledge into the tracker.
Table 1 describes some elements of static �a priori, or con�guration data� and dynamic �a
posteriori, or information inferred at the same time as sensor data is obtained� contextual
information of interest.

5.4 Reasoning Schema

Figure 5.1 depicts the processing layers for dynamic surveillance picture formation. Firstly,
tracking and object identi�cation data is fused to obtain track features and used to update
the scene model. In this layer, the scene ontology de�nes the concepts and relations of
the surveillance problem. Concepts are represented by ontology classes, whereas relations
are represented by ontology properties. Accordingly, tracked entities are asserted into the
model as class instances. Spatial relations among vessels and other elements in the scene
(harbor channels, mooring positions, constrained areas, etc.) are also calculated at this point.
Purposely, topological reasoning is performed to detect and update qualitative topological
relations aomng the scene elements. This procedure is explained in Section 5.5.2.

Once sensor information is symbolically represented in the scene ontology, a classi�cation
procedure is performed to determine the type of the vessels according to their features and
their topological properties. Here we use 'type' in a wide sense, since the outputs of this
process are statements describing vessels by their features (size, �ag, function, etc.) and be-
haviors (stopped, exceeding channel speed, too close to other object, etc.) Next, contextual
information together with all available transient information is used to classify the situations
for each object or group of objects. That is, the behavior of estimated situational items is
compared with the corresponding expected behavior in the context under consideration. This
procedure is explained in Section 5.5.2.

When the estimated situational items are di�erent from expected, it is necessary to
understand the source of this discrepancy. The di�erence can be attributed to the poor
quality of the observations and the limitations of the tracking process (e.g., sensor noise,
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Table 5.1: Contextual information sources in the harbor surveillance scenario

Static context knowledge

Ships characteristics and behavior restrictions, such as speed, functions, etc.

Geographic knowledge with environmental maps: harbor con�guration, coastline,
currents, channel navigability, restrictions, etc.

Navigation knowledge describing how vessels maneuver as they progress along
shipping channels, meet other vessels, and encounter di�erent weather.

Sensor characteristics: areas of poor radar coverage, presence of clutter regions.

Operational rules about coordinated motion of several vessels; e.g., mandatory
use of tug boats to escort the cargo ships from the inner port entrance until the
�nal mooring position.

Allowed proximity to other vessels, protocols for collision avoidance, and rules of
precedence.

Information on intended vessel trajectory: sailing plan or pre-established route,
estimated times of arrival, etc.

Dynamic context knowledge

Environmental parameters: modi�cations of channel navigation restrictions, allo-
wed areas depending on time of day, etc.

Sea conditions, ice.
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bad resolution, continuity problems and association errors), the use of imperfect or erroneous
knowledge, or the existence of a real threat. To make a distinction, the system triggers the
abductive reasoning process aimed at explaining the source of inconsistency and assessing
the possible threats (Section 5.5.3).

5.5 Situation Detection

5.5.1 Detection of Normal Situations

The procedure of deviation detection from the normalcy model is performed in several steps,
as explained before. This section presents a context model for harbor operations representa-
tion based on ontologies, the reasoning procedures that are applied for vessel classi�cation
and expected situation detection based on rules expressed in the Semantic Web Rule Lan-
guage6 (SWRL) rules �the de facto standard for rule-based reasoning with OWL ontologies
and the procedure to encode and instantiate the topological predicates.

5.5.2 Representation of Vessel Characteristics and Harbor Areas

Vessels are represented as instances of the ontological model. Most vessel properties, such as
speed and position are transient; i.e., they change during the existence of the vessel object.
To represent these changes in the ontology, it is necessary to associate vessel snapshots to
vessel instances (see 2.2). More details of the ontological representation of these entities
can be found in (García et al., 2011). For the sake of simplicity, in the remaining sections we
will assume that transient properties are directly assigned to vessel instances without using
snapshots.

Geographic knowledge of the harbor can be represented at di�erent levels of granularity.
Typically, there are two di�erent areas in a harbor: the land area including inner water, which
is the port, and the outer water area, which is called the road. No ship can enter in the
port without the permission of Harbor Master's O�ce after reporting requested details such
as identi�cation code, nationality, length, draught, cargo, and so forth. The anchorage is
the designated area on water where ships wait for the entrance to the port. Inside the port,
di�erent facilities used for ship mooring and berthing can be identify. Harbor authorities
de�ne navigation areas for di�erent categories of vessels, e.g. separated channels for small
power-driven vessels, big power-driven vessels and nonpower vessels. In addition, navigation
near to certain facilities may be restricted or even forbidden.

Figure 5.2 shows an excerpt of the ontology representing a scenario with a vessel, two
navigation channels and a restricted facility. At a basic level, zones are manually described
by means of the global coordinates of their delimiting polygon. Vessel location, in turn, is
represented with a punctual position estimation resulting from fusing radar and AIS informa-
tion. At a higher level of abstraction, vessel relative positions with respect to zones, as well
as zone relative positions with respect to other zones, are represented through qualitative

6SWRL: Semantic Web Rule Language Combining OWL and RuleML. http://www.daml.org/2003/
11/swrl Last accessed December 2015
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Figure 5.2: Representation of harbor zones. facilities and vessels 

These relations require some geometrical calculations to be instantiated. For example, it 
is necessary to determine if the distance between two entities is less than a threshold in order 
to instantiate the property close to. This process is performed by the topological reasoning 
module. For t he implementation of this module, we have used the OpenGIS standard and 
the Java Topology Suite7 • a programming library to calculate geometrical relations between 
positioned entities. It is important to notice that in a f irst 'brute force· approach, topological 
relations are calculated between each pair of entities when one of t hem is updated. This 
requires a considerable amount of computations, and necessarily calls for the implementation 
of optimized geometric models able to segment the space in influence zones, in such a way 
that the number of property calculations would be dramatically reduced (Serrano et al., 2011) . 
In order to express the topological re lat ions t he Region Connection Calculus (RC() has been 
choosen as topological formalism. RC( is a logic theory for qualitative spatia l knowledge 
representation and reasoning (Renz, 2002) . RC( semantics cannot be fully represented with 
ontolog ies ( Grutter et al. . 2008). but typical reasoning engines provide support for them 
through an extended processing layer (see B.1). 

7 Java Topology Suite web page. http : //www . vividsolutions . com/ j ts/ JTSHome . htm Last De-
cember 2015 
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5.5.3 Reasoning for Vessel Classi�cation and Expected Situation Detection

Ontologies provide strong support for deductive reasoning, de�ned as an automatic procedure
aimed at inferring new implicit axioms that have not been represented but are entailed by the
explicit axioms. Basic ontological reasoning is concerned with the inference of subsumption
axioms (i.e., determining the implicit taxonomy according to asserted classes features) and
instance membership axioms (i.e., determining the type of an instance according to asserted
classes and individual features). Reasoning algorithms are implemented by inference engines
like Pellet (Sirin et al., 2007), the one used in the prototype presented in this chapter.

Instance membership inference is used to classify vessel instances. For example, we can
de�ne a class for small boats to include all ships that have a length less than or equal to 15
meters. To do so, an equivalence axiom is used. If a new vessel instance is asserted into the
ontology with length 10 meters, or the length property value of an existing vessel instance
changes to a compliant value, the vessel is automatically inferred as a member of the small
boat class. Accordingly, the boat detected in Figure 2 would be classi�ed as a small boat.
We show a few example class de�nitions to classify vessels in Section 5.6.2.

Context knowledge is included not only to classify vessel types, but also to represent and
reason with the harbor regulations that determine whether a vessel is exhibiting a normal
behavior. This is the normalcy model of the harbor: a collection of rules that are used to
classify vessel behavior as compliant to the navigation rules or not. The model characterizes
predictable behaviors according to harbor rules, rather than describing the features of an
attack, since the complete enumeration of such unexpected events is, by de�nition, incom-
plete. The open world assumption, which stands when reasoning with ontologies, favors this
kind of representation. This assumption states that, by principle, the set of axioms in the
knowledge base is not complete, and therefore, new knowledge cannot be inferred inductively.
In practice, that means that an axiom that is not entailed by the model is not inferred as
false, but as unknown. For instance, according to the previous example, if a vessel instance
has a length larger to 15 meters, trivially the reasoner would not conclude that it is a small
vessel. Nevertheless, it would not either decide that it is not, because there is not enough
knowledge to con�rm the latter inference. If other assertions lead to classify this instance as
a small vessel, then the ontology would be inconsistent.

The normalcy model includes not only the description of �good�, expected, behaviors
(positive information/vessels musts) but also the description of situations that obviously
break the harbor rules (negative information/vessel prohibitions). The former are useful
to directly include harbor rules into the model (compliance conditions), whereas the latter
allows the inference system to check the existence of prede�ned suspicious or threatening
behaviors (violation conditions). This is made to improve system performance, because
selected situations are directly classi�ed as abnormal, and to facilitate modeling, because in
some cases it is easier to express a harbor navigation rule by presenting the cases that are
not compliant to it, instead of those that are. In any case, as mentioned, vessel behavior can
be classi�ed only if there is enough evidence according to its properties. Among classi�ed
behaviors, we have vessels: (i) compliant to harbor rules, (ii) not compliant to harbor rules;
(iii) compliant to some harbor rules and not compliant to some harbor rules. In Section 5.6.2
we show an excerpt of the hierarchy of expected situations of the example.

Harbor rules are expressed in the normalcy model with class inclusion axioms and rules.
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Class inclusion axioms can be used to describe under which circumstances a vessel is included
in the compliant/not compliant behavior classes, in a similar way as it is done for vessel clas-
si�cation from properties. More interestingly, SWRL rules generalize class inclusion axioms
by allowing the use of bounded variables in the antecedent and the consequent of the rule.
SWRL supports deductive inference with OWL ontologies under certain safety restrictions
to guarantee decidability of the representation (Motik et al., 2005). Essentially, the safety
restrictions limit the use of variables in rules to pre-existing named entities. This forbids
adding new factual knowledge (i.e., creating new instances) during reasoning, which also
implies that scene interpretation through abductive reasoning is not directly supported. We
use SWRL rules to classify vessels behavior according to the harbor navigation rules. This
gives an initial description of the scene in terms of the expected situations detected. For
example, we can de�ne a rule to state that a vessel aligned to its enclosing navigation area
is satisfying the navigation direction requirements of the harbor. Note that at huge quantity
of harbor restrictions can be easily modeled by using the concepts de�ned in the ontology as
an abstract vocabulary.

If we consider the processing architecture shown in Figure 5.1 and the ship depicted in
Figure 5.2, the work�ow for object classi�cation and situation deduction is as follows. First,
the topological reasoning module detects that the ship is inside a navigation channel, and
consequently instantiates the property �inside of�. The topological module also detects that
the ship is aligned to the enclosing zone(s) and instantiates the relation �aligned to�. Next,
the corresponding rule is �red and the behavior of the ship is automatically classi�ed as
compliant to the harbor rules. If it were non-compliant, this information would be provided
to the uncertainty module for the construction of threat beliefs.

5.5.4 Hypothesis Evaluation for Situation and Threat Assessment

In previous works, authors have considered two complementary dimensions of context knowl-
edge that are relevant to characterize an entity X (Steinberg and Rogova, 2008), (Gong,
2005): in the Context of X (CO) and Context for X (CF). CO encompasses the sets of
situations or events that form the environment itself; e.g., the context of normal operations
in the harbor (all the rules de�ned by port authorities are obeyed). It de�nes expectations
about the entities, and may be used to predict observations or to trigger abductive reasoning
in case of deviations. On the other hand, CF de�nes the items externally related to and ref-
erenced by X. In the harbor surveillance domain, it includes extraneous characteristics such
as the weather, time of day, harbor geometry, buildings, etc.

Knowledge of the harbor describing objects, their properties, and behavior is used to
de�ne the expected surveillance picture. Detected deviation from the normal surveillance
picture may have several possible explanations, or underlying causes. It can be the result
of insu�cient quality of Level 1 estimations; e.g. inaccurate and unreliable tracking. It
can be also caused by utilization of the wrong environmental conditions �wrong CF� in
processing sensor information (e.g. failure to correctly take into account fog in computing
sensor reliability), or by employment of a certain type of sensors (e.g. a night vision sensor
during day time) leading to incorrect classi�cation of the objects and their behavior (such
as noisy estimation of heading, wrong vessel category, etc.) The deviation may be as well
a consequence of poorly estimated or described characteristics of the current situation, or
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underlying change in the current situation �change in CF. These cases can happen as a result
of possible terrorist or pirate threat leading to the change of the global harbor procedures
and constraints. Therefore, it is important to detect and understand the cause of anomaly to
alert the operator and trigger an appropriate response. This abductive process of inferring the
cause as an explanation of the e�ect encompasses the creation of hypotheses to explain the
state of the world, the computation of the credibility of these hypotheses, and the selection
of the most credible hypotheses (Josephson, 1990), (Thagard and Shelley, 1997). The
hypothesis evaluation process needs to consider: (1) to what extent the selected hypothesis
is better than the alternatives; (2) how credible the hypothesis is, without regarding the
alternatives; (3) the quality of incoming data and information on objects and their behavior,
which requires explanations (see C.4).

In the harbor surveillance problem, the task of hypothesis evaluation is based on the
analysis of:

� Vessel features (speed, direction, type, �ag, etc.).

� Spatio-temporal relations between the vessels and the boats in general and the harbor
areas.

� Beliefs assigned to assumptions based on the observed spatio-temporal relations and
correspondence of the boat behavior to rules and regulations as well as quality of
transient information.

For example, we can consider the following argument pro hypothesis �threat� from a boat:
a boat is too close to a big vessel 'and' the big vessel is a tanker 'and' the boat is increasing
its speed. Thus this argument is a conjunction of three assumptions:

(1) A boat is too close to a big vessel

(2) The boat is increasing its speed

(3) The big vessel is a tanker

In this use case belief measures can be modeled as functions of boat dynamics (increased
speed), type of the vessel (a tanker), and the relation �close� between the boat and a tanker.
Thus, the belief in �too close� can be measured as a function of the di�erence between
the observed and allowed distance between the tanker and the boat; and the accuracy and
reliability of the distance observed. The next section illustrates in detail the utilization of
this approach.

5.6 Example: Tra�c Surveillance in a Harbor Scenario

5.6.1 Description of the Scenario

The case study considers a frame of discernment with two hypotheses �={�1, �2} corre-
sponding to �threat� and �no threat�, which are evaluated for each entity in the scenario.
It has been built from available descriptions of regular operations in real harbors and the
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assoc iated traffic regulat ions of da ily activit ies8 . This frame entai ls a simplif ication of the 
complete procedure explained in C.4, because the number of hypothesis is reduced and we 
do not consider the hypothesis selection procedure. Hence, it is not referred as abduction, 
but just as threat detection. 

Context information includes the geometry of the harbor navigation channels, the rules 
and restrictions related to the normal navigation patterns and the special navigation pro-
cedures allowed in these channels. In particular, it includes specia l navigation procedures 
wit hin inner harbor requiring the use of towing boats for certain size and cargo category of 
commercial vessels. The scenario considers four different kinds of channels (Figure 5.3) : 
special container channels (SC) for ships wit h special cargos that must be towed; harbor ship 
channels (HS) for serving boats; general cargo ship channels (GC) used for transportation 
purposes; and small boats channels (SB), used by recreational boats and ferries. Each chan-
nel is denoted by two letters representing its type, and one or more letters to specify the 
allowed navigation directions (N, S, E, W) . In addit ion , the harbor also includes a restrict ed 
navigation area next to the SC El channel in the surroundings of a liquid fuel terminal (LFT) . 
The operation rules considered are described in Table 5.2. 

GCN GCS KSNS2 SBNS1 

SBFW 

SCE1 

11 I GCE u LJ Li 1_,,~ 
HSNS1 GCNl GCSl GCN2 GCS2 SBNS2 

Figure 5.3: Scenario harbor zones (zones used in the example are highlighted) 

8 Port of Gdansk web page http : //www . portgdansk . pl/events/vts- gul f-of-gdansk Last ac-
cessed December 2015 
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Table 5.2: Example harbor regulations

Speed Limits

General Cargo Channel 15 knots for all ships

Special Containers Channel 10 knots for all ships

Small Boats channel 12 knots for all ships

Harbor Ships Channel 20 knots for surveillance ships
15 knots for other ships

Alignment

North (N) 90o

South (S) 270o

East (E) 0o

West (W) 180o

Ships in crossing areas should be aligned at least with one of the directions

Towage

Ships of 70m and more in length, carrying dangerous cargo, shall be obliged to
use tug service while entering the port (from the road to mooring position at the
port), while leaving the port (from unmooring to the road), and at every change
of berth within the port area. Speci�cally, 2 tugs are required for:

� Ships of length over 170m

� Ships and �oating facilities without propulsion of length over 130m

� Special ships of length over 150m

Tug boats must be into the towing perimeter of the assisted ships and aligned
while towing
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Table 5.3: De�nition of ontology classes to classify vessels according to detected properties

Properties Vessel type

VESSEL AND (LENGTH SOME

(LENGTH AND (LEN SOME DOUBLE[<= 15])))

SMALLBOAT

VESSEL AND (LENGTH SOME

(LENGTH AND (LEN SOME DOUBLE[>=170])))

LARGEPOWERDRIVENVESSEL

5.6.2 Context, Assumptions, Arguments and Beliefs

A simple harbor speci�c OWL ontology has been developed with the Protégé 49 editor
including the classes, properties, axioms and rules necessary for the example. It comprises
32 classes (16 of them for vessel classi�cation purposes) and 30 properties (10 of them
are topological predicates). Table 5.3 shows two class de�nitions used for classi�cation of
small boats and large power driven vessels. In addition, the ontology includes de�nitions for
expected situations, corresponding to behaviors compliant and non-compliant to navigation
rules. Figure 5.4 shows an excerpt of the taxonomy of consistent behaviors and safety
violations.

Table 5.4 describes the rules that de�ne the assumptions and the arguments used to
check the normalcy model of the scenario. Some of these rules are based on predicates that
are instantiated by the topological reasoning module. For example, in the rule referred in
the second row of the table, the normalcy model classi�es a ship as a SPEEDVIOLATION
instance since it is faster than the maximum speed allowed for the area in which it is currently
moving. In the experiments shown, four types of arguments are considered: violations of
speed limit, violations of navigation direction, incorrect towing operations and violation of
protected facilities. For the sake of simplicity, all the arguments considered in the example are
pro hypothesis �threat�. The detected abnormal behavior at time ti triggers reasoning aimed
at explaining inconsistency and deciding whether this inconsistency points to a threatening
behavior.

In the case of speed limit, the argument pro hypothesis �threat� (Arg1) is based on
detected speed violation and represented by a conjunction of two uncertain assumptions
(A11 and A12) and a proposition (P1):

Arg1 = A11 ^ A12 ^ P1

where:

A11 : The boat is inside area X

A12 : The speed of the vessel is greater than Y

P1 : The speed limit in X is Y

Beliefs in the arguments are calculated by combining the belief that the assumptions are
true. We consider the hypotheses 
=fT l ,F lg, where T l is a hypothesis that assumption l

9Protégé web page. http://protege.stanford.edu Last accessed December 2015
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Expected Situation 

Restriction Compliance 

Speed Compliance 

Towing Distance Compliance 

Navigation Direction Compliance 

Rest riction Violation 

Speed Violation 

Facility Perimeter Violation 

Towing Violation 

Towing Distance Violation 

Towing Number Violation 

Figure 5.4: Excerpt of consist ent behaviors and safety violat ions in t he ontology 
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Table 5.4: De�nition of ontology rules to classify vessels behavior according to expected situations

Assumptions and arguments

Ship navigation angle is compliant to the one of the including area or channel

VESSEL(?X),

ALIGNEDTO(?X,?A), INSIDEOF(?X,?A)

NAVIGATIONDIRECTIONCOMPLIANCE(?X)

Ship speed is faster than the maximum speed allowed for the including area

AREA(?A), VESSEL(?X),

SPEED(?X,?S), MOD(?S,?VS),

INSIDEOF(?X,?A), MOD(?A,?VA),

GREATERTHAN(?VS,?VA)

SPEEDVIOLATION(?X)

Perimeter violation of a secured facility

DANGEROUSFACILITY(?F), VESSEL(?X),

CLOSETOFACILITY(?X,?F)

FACILITYPERIMETERVIOLATION(?X)

Large power driven vessels must be towed by a prede�ned number of boats

LARGEPOWERDRIVENVESSEL(?X),

CURRENTTOWINGBOATNUMBER(?X,?Z),

RECOMMENDEDTOWBOATNUMBER(?X,?Y),

NUM(?Y,?A), NUM(?Z,?B),

NOTEQUAL(?A,?B)

TOWINGNUMBERVIOLATION(?X)

A vessel is being towed by two boats, but they are not correctly aligned for this
operation

VESSEL(?X), VESSEL(?Y), VESSEL(?Z),

ISTOWEDBY(?Z,?X), ISTOWEDBY(?Z,?Y),

NONALIGNEDTOTOW(?X,?Y)

TOWINGALIGNMENTVIOLATION(?X),

TOWINGALIGNMENTVIOLATION(?Y)
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is true and F l is a hypothesis that assumption l is not true. The measures of belief for each
assumption are modeled as follows.

� For A11 :

bpa(TA11) = exp(��A11� j DO�W j), bpa(FA11) = 0, bpa(
) = 1� bpa(TA11)

(5.1)

where:

� DO=dleft + dright

� dleft, dright are observed distances to the left and right bound of the channel

� W is the width of the channel

� For A12 :

bpa(TA12) = 1� exp(��A12� j OV�MV j), bpa(FA12) = 0, bpa(
) = 1� bpa(TA12)

(5.2)

where OV, MV are the observed and maximum boat speeds, respectively

(�l 2 (0,1), l=A11,A12 are the scaling parameters for these bpa)

Tug boats and vessels must be aligned to the channels in which they are into. An
alignment violation may indicate threat. For instance, for a boat moving within SCW1,
the argument in support of normal operations Arg2 is based on correct alignment, and is
represented by conjunction of two uncertain assumptions (A21, A22):

Arg2= A21 ^ A22

where:

A21 : the boat is in SCW1

A22 : the boat is going in the right direction

The belief that these assumptions are true is computed based on features representing the
position and direction of the movement, which are obtained from tracking and the allowed
navigation directions. For example, bpa for A22 can be computed as a function of the
di�erences between observed and allowed angles:

bpa that the boat is going in the right direction is de�ned as follows:

bpa1(T
A22) =

1 + cos(�)

2
�122, bpa1(F

A22) = 0, bpa1(
) = 1� bpa1(T
A22) (5.3)

where � is the angle between the observed and allowed directions
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bpa that the boat is moving in the opposite direction is de�ned as follows:

bpa2(T
A22) =

1 + cos(�)

2
�222, bpa2(F

A22) = 0, bpa2(
) = 1� bpa2(T
A22) (5.4)

(�1
22
, �2

22
are the scaling parameters for these bpa)

Another argument pro �threat� is based on the number of observed boats within a required
towing distance from a vessel under consideration, and the type of the vessel de�ning the
number of towing boats required. For a vessel type requiring two tug boats, the argument
Arg3 pro �threat� (�the number of towing boats is not the allowed one�) is a conjunction of
the following assumptions:

A31 : Tug boat 1 is within the prescribed distance for a tug boat

A32 : Tug boat 2 is within the prescribed distance for a tug boat

A33 : Tug boat 3 is within the prescribed distance for a tug boat

A34 : The vessel requires 2 tug boats

The belief in the argument is a combination of beliefs that there are 3 boats detected
within the prescribed towing distance, and beliefs in the number of allowed boats, which
comes from credibility of vessel ID recognition based on vessel characteristics. Beliefs that
boats are within the towing distance is computed by an expression similar to Equation 5.2.

We also consider Arg4 related to the rules of towing operations; speci�cally, �alignment
of the towing boats is not correct�. It is a conjunction of three assumptions based on the
alignment of the boats. The beliefs on the assumptions are computed with expressions similar
to Equations 5.3 and 5.4. Arg5, in turn, is a pro �threat� argument based on the fact that
one of the boats is breaking a security perimeter. It is a conjunction of an assumption A51
and a proposition P5 :

A51 : Boat is close to restricted access facility

P5 : The facility perimeter must be protected

The bpa for A51 is a function of the distance between the boat and the secured facility.
To model de belief it is used an equation similar to Equation 5.2.

5.6.3 Results

This subsection shows simulation results on the scenario depicted in Figure 3. In the simula-
tion, three tug boats (s1, s2 and s3) seem to be towing a power-driven vessel (s4) of length
180m. The operation is carried out from the south of the GCN channel to the dock at the
end of the SCW1 channel. Harbor rules state that s4 only requires 2 tug boats, but in the
simulation we have three candidates. s1 and s3 are not compliant to the harbor requirements
in several stages of the trajectory, which makes it di�cult to determine which one is a real
tug boat. The most noticeable misbehaviors happen at the middle of the operation, where
s3 increases its speed over the limits allowed for the navigation channel, and at the end,
where s1 heads to the secured facility. Simulation data includes position, size, angle and
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Figure 5.5: Simulated trajectories and behaviors in the harbor scenario 
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speed for each ship during 42 time instants (168 registers). Figure 5.5 shows in detail the
ship trajectories and labels their behavior in order of appearance.

In Figure 5.6 we can see the tug boat s3 increasing its speed at t=6 and exceeding the
speed allowed for the channel. s3 accelerates at t=[5, 9], and maintains a stable speed at
t=[9, 13]. From t=14, the belief of the argument Arg1 into hypothesis �threat� due to speed
violation decreases, since the behavior is no longer incorrect. Similarly, s1 accelerates at
t=[36, 39] and then maintains a stable speed increasing the value of the belief. As expected,
the actual belief values in these two cases are di�erent, since the di�erence between the
maximum allowed speed in the channel and the boat speed is larger in the latter.

Figure 5.6: Dynamics of belief in Arg1 (speed violations)

To bring the vessel to the dock, all the ships must turn left into the overlapping area
of the GCN and SCW1 channels. During this maneuver, the ships are not aligned to the
channels in which they are into. This causes an increment in the value of the beliefs into
the argument pro �threat� hypothesis Arg2, corresponding to the violation of the navigation
channel direction, at t=[13, 18], as depicted in Figure 5.7. Later, s3 navigates against the
direction of the SCE1 channel, which increases the value of the belief. It is also interesting
to highlight that at the beginning of the simulation, s4 is simultaneously inside GCN and
HSEW. For some time, s4 infringes the alignment with the HSEW channel, but since it is
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aligned with the GCN channel, the value of the belief does not increases.

Figure 5.7: Dynamics of belief in Arg2 (alignment to channel navigation directions)

Figure 5.8 shows the e�ects of the detected high speed of s3 to the values of the beliefs
in the arguments related to towing operations. As a result of s3 acceleration, the distance
between s3 and the towed vessel s4 increases starting at t=20. After a while, s3 is not
considered to be towing s4, because the distance exceeds the maximum value to which a
boat can be involved in a towing operation. Therefore, the belief on the argument pro `threat�
Arg3 decreases because the number of tug boats of s4 is correct when s3 is not considered
a participant of the operation. A similar situation happens at the end of simulation, when s1
moves towards the LFT.

Changes in the alignment of boats with respect to channels do not a�ect very much
the belief in the argument Arg4 related to alignment between towing boats, since boat
trajectories in the simulation are consistent. As shown in Figure 5.9, the most noticeable
situations are the trajectory deviation by s3 at t=[17, 24] and s1 at t=[31, 36]. Figure 5.10,
in turn, depicts the dynamics of the belief in the argument pro �threat� hypothesis related to
facility perimeter violations. As expected, Arg5 quickly increases when s1 approaches to the
protected facility LFT.
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Figure 5.8: Dynamics of belief in Arg3 (number of towing boats)
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Figure 5.9: Dynamics of belief in Arg4 (alignment between towing boats)
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Figure 5.10: Dynamics of belief in Arg5 (close to facility)
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Figure 5.11 shows the overall belief into the hypothesis �threat�. It depicts several situa-
tions of interest through the simulation. At t=16, s4 exhibits a combination of non-compliant
behaviors; namely, number of tug boats and alignment to channel navigation direction. s3,
in turn, has an erratic behavior in t=[5, 24], including violations of speed, direction alignment
and tow alignment violations. Nevertheless, the evidence accumulated in favor of the �threat�
hypothesis does not reach enough relevance to be considered. In contrast, the threatening
behavior of s1 at t=[30, 42] results in triggering an alarm when it approaches the LFT area.

Figure 5.11: Dynamics of belief in �threat� hypothesis
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6
Conclusions and future works

Some of the main tasks of a context-aware systems are to acquire, represent, and reason
with general data to provide high level scene interpretations. This dissertation has described
a framework that covers the required processes to symbolically represent and reason with
context information and sensor data to achieve scene understanding as a �rst step towards
the provision of customized functionalities. The leit motif of this thesis was to demonstrate
the capability of this general framework to act as a basis on which develops novel applications
in a wide range of areas imbibing in it cognitive layers when needed to extend its capabilities.

The cornerstone of the framework consist in an ontological model designed according to
the JDL process model, the canonical speci�cation to describe multi-sensor systems proposed
by the Information Fusion research area. The framework can be included into the category
of multi-level fusion systems, since it achieves a high-level abstract interpretation of the
complete scene in terms of objects and situations using multiple datasources.

One of the main advantages of the proposed framework lies in the use of ontologies to
represent and reason with the cognitive scene model. Ontologies support the creation of a
model skeleton de�ning top-level concepts and relations, thus allowing domain-speci�c appli-
cations to extend and reuse it. In addition, the use of a common cognitive model facilitates
the incorporation of new sensors in the case of working with a network of sensors, since they
can communicate with a central node as long as they use the proper ontology to encode
information. Information coming from contextual datasources can also be easily incorpo-
rated. In general, processing algorithms and techniques could be transparently replaced,
which makes the framework more extensible. Besides, symbolic scene representations are
more interpretable, which facilitates participation of human users in the system, as well as
debugging and adjusting the algorithms.

As the formulation of models based on abstraction levels has led to the implementation of
non-cohesive systems. This work has proposed new common, general and transverse knowl-
edge layers among these levels with the goal of obtain a close interaction among semantically
similar layers and the automatic generation of new knowledge. More speci�cally the proposal
updates the cognitivist models towards qualitative spatial and mereological layers. These
new layers had speci�c implementations as a dynamic topological approach, a theoretical
taxonomy of mereological relations and the ties between them through data propagation
patterns.



94 6. Conclusions and future works

A key aspect of the framework is the di�erent reasoning capabilities that is able to develop:
Ontology-based reasoning to perform consistency checking and subsumption, engine support
to develop deductive processes and abduct new knowledge using rules, spatial and part-whole
reasoning for a more complete representation and understanding of the scene and BAS to
deal with uncertainty situations. This work demonstrate that all these mechanisms can and
should be orchestrated and each one should have a speci�c role when context-based systems
are created.

According to the increasing reasoning capabilities the framework has been incrementally
presented using applications corresponding to di�erent sub�elds of context-aware systems;
namely, AmI, SSP and surveillance systems.

The AmI prototype presents the framework from the persepective of visual sensor net-
works in a smart home application. The basic reasoning procedures performed by the frame-
work consistency checking and rule base reasoning are applied for object identi�cation, track-
ing enhancement and single/multiple camera scene identi�cation. The graphical tool can be
considered as a �rst step towards the incorporation of the human operator in the system
�which is called Level 5 fusion. Application domain adaptations, such as the smarthome
application speci�c ontologiy have shown that it is possible to take advantage of the general
domain as the basis of a speci�c domain making their de�nition faster, in terms of developing
time, and much more lighter.

To illustrate the functioning of the extended framework, a SSP application case study for
live market research has been described, by presenting some examples of activity recognition
representation and data propagation. These examples are able to represent semantically
complex relationships through the interpretation of the users interactions with the context.
In this regard, a general ontology-based model for formal representation of the human body
is presented. The model has been embedded into the �rst prototype by relying on part-
whole patterns and DOLCE recommendations. The proposal includes KinectTM skeletal
view data representation with backward compatibility with the previous proposal. The main
advantages of this model are the general representation for further domain extensions and
the logical capabilities for automatic inference of high-level relationships. Both advantages
provide support for more sophisticated activity analysis.

The application of the framework to the harbor surveillance example depicts a complete
situation assessment. Contextual information is included into this model in the form of
de�nitional classes, which are used to classify entities, and deductive rules used to infer dis-
crepancies with respect to the normal operations. Rules encode the restrictions de�ned by
the port authorities based on the geometrical con�guration of the harbor and navigational
channels. The system utilizes an uncertainty reasoning method based on the Belief Argu-
mentation System to identify the deviations from the normalcy model that truly correspond
to threatening situations and avoid false alarms due to spurious errors.

Despite all these advantages the proposal presents some limitations. The main one is
that we have shown prototype implementations of the system with simpli�ed rules, but real-
world applications must be still developed and tested. In addition, we have overlooked some
problems that appear in a real application; e.g., errors in the tracking procedure, latency
produced by the reasoning procedures, overhead due to irrelevant minor changes between
scenes and so forth.
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Scalability issues of the topological reasoning module must be addressed as well. Applying
a context selection technique, can optimize context exploitation by allowing the system to
only search in the subset of the context model that is relevant to the current situation.

Building a fully-deployable implementation of the system requires solving several addi-
tional problems that are outside the scope of this thesis. It is necessary to develop a better
integration of higher-level fusion processes (classi�cation of abnormal situations, abductive
reasoning) with lower level tasks (object detection, tracking and identi�cation). This requires
designing a detailed model of inter-level procedures, including processes for quality control
and multiple feedbacks to improve the global performance of the system.

Another interesting research direction is the incorporation of additional uncertain and
vague representation reasoning formalisms. Classical ontologies do not provide support for
this kind of knowledge, which is inherent to applications involving abductive reasoning proce-
dures: sensor data may be imprecise; local scene interpretation procedures may be uncertain;
information fusion might be partially trusted; etc. Furthermore, it may be interesting to
add imprecise knowledge to the cognitive model; e.g., imprecise spatial predicates (RCC
predicates that hold to a certain degree), additional fuzzy entities (imprecise de�nitions of
entities) and spatio-temporal relations (close, far, recently, etc.).

Unfortunately, a detailed comparison of the overall proposal is not possible at this mo-
ment, because public implementations, datasets, scenarios and criteria for the evaluation of
higher-level fusion systems are scarce, if not inexistent. The creation of such evaluation
framework, a task addressed by the ETURWG group, is a prospective direction for future
research.
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A
Context in context-aware systems

and Information Fusion

The Webster dictionary de�nes context as �the interrelated conditions in which something
exists or occurs� or �the parts of a discourse that surround a word or passage and can throw
light on its meaning�1. The concept of context has been studied in many research �elds (see
for example (Bradley and Dunlop, 2005)).

One of the �rst approximations to the formalization of the notion of context in Arti�cial
Intelligence is due to McCarthy (McCarthy, 1993), who proposed the use of the relation
ist(c, p) to represent that a given proposition p is true in the context c. Sowa extended
this theory with the dscr(x, p) relation (Sowa, 1995), which states that p describes entity
x. Since x can be a situation, dscr semantics subsume those of ist. Giunchiglia de�nes a
similar epistemological framework in which a context is a subset of the complete state of
an entity that is used in reasoning to solve a task (Giunchiglia, 1993). It has been proved
that these multi-context logics are more general than ist-based formalisms (Sera�ni and
Bouquet, 2004).

The �rst conceptions of context-aware systems took place at the beginning of the 90s in
several non-related researches (Harter and Hopper, 1994), (Schilit et al., 1993), (Spreitzer
and Theimer, 1993), (Want et al., 1992), (Weiser, 1991), since then, many de�nitions
have emerged trying to give a global view covering the increasing aspects of context. First
de�nition was introduced by (Schilit and Theimer, 1994) in 1994 as �the ability of a mobile
user's applications to discover and react to changes in the environment they are situated in�.
This de�nition was founded on a concept of context which only took into account the identity
of the people, located-objects and services. However, along the years, such enumeration has
been changing becoming more general and accurate. In 1997 Ryan et al. (Ryan et al., 1997)
described context as the computer's environment, such as location, time, temperature or user
identity. Afterward, this de�nition was updated by the notion of user's context including but
not limiting the concept to �emotional state, focus of attention, location and orientation, date
and time of day, objects and people in the user's environment� (Dey, 1998). Unfortunately,
these kind of de�nitions are only subsets of features associated to context and thus they
will never cover future aspects of the concept. Other ways to de�ne context can be found

1Webster dictionary. http://www.merriam-webster.com/dictionary/context Last accessed

December 2015
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throughout the literature, for example, Schilit et al. (Schilit et al., 1994) considered three
aspects of context: where you are, who you are with, and what resources are nearby and
introduced the idea of non-stationary context. Pascoe (Pascoe, 1998) estimated that context
is the subset of physical and conceptual states of interest to a particular entity. Although
these de�nitions are very general, they are still incomplete.

The current starting point to de�ne context is the statement given by Dey et al. (Dey and
Abowd, 2000) �Context is any information that can be used to characterize the situation of
an entity. An entity is a person, place, or object that is considered relevant to the interaction
between a user and an application, including the user and applications themselves.� From
this general conception the classi�cation of the di�erent types of context is more a�ordable.
For instance, Gustavsen (Gustavsen, 2002) considered a non-closed list of categories of
context including the user-context, system-context, application-context, social-context and
historicalcontext. Kappel et al. (Kappel et al., 2002) separated the physical context low level
layer which constantly update the environment state through sensors and the logical context
�abstract data which enrich the semantics of physical context information. This research
also identi�ed three types of physical context: (i) natural context, location and time data; (ii)
technical context, device, network and application data; (iii) social context, the knowledge
about the user.

During the last years new challenges have been established based on the re�nements did
in the context conception. The key aspect of these re�nements is that, from an ubiquitous
perspective, context is part of a process. Context-aware systems should be able to interact
with di�erent agents during this process and adapts its behavior to changing situations by
means of cooperation and reinterpretation rather than sophistication (Coutaz et al., 2005).
This process has to deal with four issues: (i) collect useful and enough information for its
purposes; (ii) choose the smallest set of relevant factors for further analysis; (iii) generate
a response understanding the latent relationships in the data; (iv) evaluate the e�ectiveness
of the results (Yujie and Licai, 2010).

In the Information Fusion community, context has been considered from di�erent points
of view. One of them, which seem to be prevalent, is to refer to external knowledge that
is useful or in�uences the fusion processes, including background knowledge (e.g. tactics,
doctrine), situation-speci�c knowledge (e.g. terrain), existing reports and databases, and so
forth (Powell et al., 2006), (Kandefer and Shapiro, 2008). Sycara et al. state that part
of the context are the signi�cant features or the history of a situation that in�uence the
features of other situation, as well as the expectations on what is to be observed and the
interpretation of what has been observed (Sycara et al., 2009). They also propose the HiLIFE
(High-Level Information Fusion Environment) fusion model for battle�eld management. To
these authors, situational context is a ��rst class entity�, but not exactly in the sense of
McCarthy. In their sense, it is rather a computable description of the terrain elements, the
external resources and the possible inferences that is essential to support the fusion process.

In (Steinberg and Rogova, 2008), (Strang and Linnho�-Popien, 2004), several major
types of context models were considered, of which the three ones most applicable to data
fusion can be characterized as key-value models, ontology based models and logic-based
models. Key-value models are the simplest way of representing context. They provide values
of context attributes as environmental information and utilize exact matching algorithms on
these attributes. These models may su�ce for use in Level 1 fusion to work with data con-
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straints (George et al., 2009), but they lack capabilities for complex context representation
required by higher-level fusion. Ontology based models provide a formal way for specifying
core concepts, sub-concepts, facts and their inter-relationships to enable realistic represen-
tation of contextual knowledge (Nowak, 2003), (Little and Rogova, 2009), (Kokar et al.,
2009). Current approaches to ontology-based context modeling can be classi�ed into three
main areas: contextualization of ontologies, ontology design patterns, and context-aware
systems (Gómez-Romero et al., 2011c). Ad hoc logic-based models can be applied to extend
or replace ontologies in knowledge-intensive applications. They represent context as facts
and information inferred from rules. These models are generally more expressive, and allow
for the development of more sophisticated representations and reasoning procedures.

A.1 The evolution of context representation formalism in context-

aware systems

The desired features for context-aware systems are closely intertwined with the evolution of
context modeling techniques. These techniques should meet di�erent requirements inherent
to the nature of these applications. For example, a well designed context information model
must be able to adapt their behavior to give appropriate response in a variety of scenarios,
has to cope with several types of context, di�erent updating frequencies, semantically leveled
data, and so forth.

In the beginning, context models were based in key-value pairs de�ned over markup lan-
guages such as XML. More complex languages based on graphical models replaced key-value
approaches, such as the Uni�ed Modeling Language (UML); e.g. (Sheng and Benatallah,
2005). The most prominent example was the Context Modeling Language (CML) (Henrick-
sen et al., 2004) whose origins were rooted with the Object Role Modeling (ORM). The
CML provided some modeling constructs to represent di�erent kinds of context facts, non-
perfect data, dependencies between context fact types and historical data. CML worked with
three-valued logic and a grammar for formulation situations (Henricksen and Indulska, 2006).
However CML did not allow to represent the context types using a hierarchical structure, nor
gave support for interoperability between models (Bettini et al., 2010).

Due to these limitations other alternatives were explored ranging from object-oriented
models to logic-based models (Baldauf et al., 2007). The formers, tilted towards knowledge
representation, had to provide communication interfaces for inference systems (Hofer et al.,
2002). The latters, more concerned about the reasoning procedure, had to declare context
as facts and de�ne inference rules (McCarthy and Buvac, 1997).

In those years a new language based on XML, called Resource Description Framework
(RDF)2 was able to represent, relate and constraint context data through hierarchical struc-
tures. These models formally limited and unable of using general purpose reasoning tech-
niques evolved towards ontologies. Ontologies presented an optimum trade-o� between
representation and reasoning capabilities, adding support for consistency checking and sub-
sumption reasoning mechanisms �given two concepts which one is more general� to its
inherent features of expressiveness and interoperability. Since then, many context-aware

2Resource Description Framework (RDF). http://www.w3.org/RDF/ Last accessed December 2015
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approaches opted to represent context data coming from sensors, inference processes and
users in structured description logic (DL) expressions. The DAML+OIL ontology language
(Horrocks, 2002) was used at the beginning to carry out the �rst context-aware approaches
based on ontologies. A good example of the DAML+OIL capabilities is the GAIA middleware
(Ranganathan et al., 2003), which was able to derive new context data by means of rules and
statistical learning. DAML+OIL was substituted by the �rst version of the Ontology Web
Language (OWL)3. The most prominent ontologies in this language were SOUPA (Chen
et al., 2004b) and CONON (Zhang et al., 2005) designed for pervasive and smart home
environments respectively. These ontologies were used later in several architectures for con-
text awareness, such as, the COntext Broker Architecture (CoBrA) (Chen et al., 2004a)
and the SOCAM (Gu et al., 2004b) middleware. The OWL's second version4 is succeeding
their predecessor as the building-block of new context-aware systems. OWL 2 overcome
some important expressiveness limitations of OWL 1 in terms of relationships and rule-based
reasoning. The research by Riboni et al. (Riboni and Bettini, 2011) is an illustrative example
of generational renewal of context-aware approaches towards OWL 2.

3OWL 2 Web Ontology Language Document Overview. http://www.w3.org/TR/owl2-overview/
Last accessed December 2015

4OWL Web Ontology Language Document Overview.http://www.w3.org/TR/owl-overview/ Last

accessed December 2015



B
Qualitative spatial representations

Qualitative spatial representations (QSR) have become a key component to represent and
reason with spatial knowledge because of its proximity to the way humans de�ne the spatial
knowledge. A qualitative spatial knowledge model uses a formal vocabulary to describe the
relations between the entities of the domain in a speci�c aspect of the space. For instance,
abstract representations of spatial and topological properties �'A is inside B' or 'A is above
B'� are close to the natural language, and can be exploited to bridge the semantic gap
between symbolic and numerical representations.

There are several works in the literature that study the cognitive aspects of the space;
e.g. topology, direction and distance, as well as, formal theories that focus on the represen-
tation of their semantics and the properties of these reasoning procedures; e.g. decidability.
Topological approaches aim to qualitatively describe the spatial relations between subsets
(or regions) of a topological space. The �rst formalizations are due to Whitehead (White-
head, 1929) and Clarke (Clark, 1985; Clarke, 1981). These approaches are based on the
extension of the basic connection relationship by applying logical theories to obtain additional
well-de�ned relations.

B.1 Region Connection Calculus in ontologies

The Region Connection Calculus (RCC) is one of this axiomatizations in �rst order logic (Ran-
dell et al., 1992), (Renz, 2002). The basic RCC theory assumes just one primitive dyadic
relation C(x, y) �read as `x connects with y'�, where x and y denote spatial regions. This
relation is re�exive and symmetric. Many di�erent subsets of relations can be de�ned by
using the RCC theory. The most popular is a set of eight base relations called RCC-8, since
it can be encoded in propositional modal logic (Bennett, 1994), and therefore it is decidable.
An alternative approach is the 9-intersection (Egenhofer, 1991), which de�nes nine binary
relations including exterior, interior and boundary relations between regions. Unfortunately,
the 9-intersection has not been proved to be decidable.

The most used version of RCC is RCC-8, which de�nes eight relations: DC (is discon-
nected from), EC (is externally connected with), PO (partially overlaps), TPP (is a tangential
proper part of), NTPP (is a non-tangential proper part of), TPPi (inverse of TPP), NTPPi
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(inverse of NTPP) and EQUAL. These relations have been proved to compose a jointly ex-
haustive and pairwise disjoint set. Similar sets of one, two, three, and �ve relations are also
de�ned (respectively, RCC-1, RCC-2, RCC-3, and RCC-5).

Figure B.1: RCC-8 relations

Not surprisingly, these factors have favored the use of RCC-8 in ontology-based ap-
proaches. First attempt was from Katz and Grau (Katz and Grau, 2005a), who carried out
a translation from the feature relations of RCC-8 to the OWL language. The main problem
was the absence of re�exive roles in OWL, which is one of the key assumptions of the RCC
relations. According to the authors, the problem could be easily solved by using an extension
of the description logic language. However, this kind of approach has additional problems,
as described in (Stocker and Sirin, 2009): a huge amount of TBox axioms are generated as
a result of the de�nition of the RCC-8 roles and the axioms specifying the non-emptiness of
some regions.

Next version of the language, OWL 2 �based on the Description Logic SROIQ (Horrocks
et al., 2006)�, include re�exive roles. In (Grutter and Bauer-Messmer, 2007a), (Grutter and
Bauer-Messmer, 2007b), a translation of the RCC-8 into OWL 2 is presented. This approach
addressed new problems. For example, OWL 2 does not allow the de�nition of a concept as
an individual, and therefore regions have to be represented as individuals. As a result, the
spatial domain cannot be represented as a strict set of concepts and relations. Another issue
is that OWL 2 does not support all the role inclusion axioms used in the composition tables
needed for the RCC reasoning. According to (Hogenboom et al., 2010), RCC-8 also requires
role negation, conjunction, and disjunction, as well as complex role inclusion axioms. Using
SROIQBs logic (Rudolph et al., 2008), which adds role boolean operators to SROIQ,
some of these needs can be covered. Unfortunately, this logic does not support complex role
inclusion axioms on the right hand side nor boolean role operators on complex roles.

Other proposals have faced the problem at a knowledge representation level, instead of
at a formalism level. Speci�c components named RCCBoxes have been de�ned to manage
spatial relationships. These RCCBoxes have prede�ned RCC relationships and composition
tables, and use OWL 2 �they need support for negation roles to de�ne a disconnected
relation if none of the other relations are detected. RCCBoxes have been implemented in
the Pellet (Stocker and Sirin, 2009) reasoner. In addition the RACER (Renamed Abox and
Concept Expression Reasoner) reasoner1 have contributed to the QSR representation by
means of static substrates, unfortunately this solution do not have reasoning capabilities.

Most practical ontology-based approaches that require spatial properties are geographical
information systems (GIS). These systems have a wide variety of applications; e.g. disaster
management (Klien et al., 2006), data retrieval (Wiegand and García, 2007). Nevertheless,

1RACER engine web page. http://www.ifis.uni-luebeck.de/~moeller/racer/ Last accessed

December 2015
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most of them are more focused on representation issues, since they use ontologies to improve
interoperability between heterogeneous systems. In the last years, new systems to query over
spatial objects and features have appeared, though their expressiveness is quite limited; this
is the case of AllegroGraph2 and Geospatialweb3. A more general approach is (Van Hage
et al., 2010), which o�ers a tight integration with OWL reasoning procedures and implements
geometric operations supported by external libraries.

2Geospatial Tutorial for AllegroGraph. http://www.franz.com/agraph/support/
documentation/current/geospatial-tutorial.html Last accessed December 2015

3GeoSpatialWeb. http://code.google.com/p/geospatialweb/ Last accessed December 2015
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C
Ontologies under uncertainty

conditions

Perception of reality has an unambiguous tendency towards incompleteness and vagueness
in its observations. Devices, humans and data transformation processes add imprecision and
errors to measurements taken in the real world. These features associated to data arise when
we try to represent information with a certain accuracy. They are the causes of mistakes,
malfunctions and even contradictions in systems' reasoning.

For the above reasons, di�erent entities in a context-based system must be able to reason
about uncertainty. However, traditionally, the reasoning associated to description logic and
ontologies have been limited by a combination of two factors: i) the lack of suitable inference
mechanisms able to manage imperfect knowledge; ii) the open world assumption. As an
alternative to these limitations, systems founded on these technologies developed hybrid
approaches in which logical or ontological knowledge representation and rule-based reasoning
were executed separately. Some good examples are CoBrA (Chen et al., 2004a) with a loose
integration with Horn clauses rule-based and ontological reasoning are executed separately
and 2*3CM (Yu et al., 2008) tightly integrated with the Semantic Web Rule Language
(SWRL) 1. Unfortunately, even though the rule systems in loose integrations can derive new
knowledge, this knowledge never return to the ontological reasoner. As a result, the rule-
based reasoning cannot be exploited to derive other implicit information. In addition, the
assertion of new knowledge coming from rules, either in tight and loose approaches, causes
consistency and decidability problems.

Uncertainty reasoning in context-based systems has two primary objectives: (i) improve
the accuracy of the context data given; (ii) infer additional context data from higher levels.
There are several reasoning techniques to manage uncertainty such as, fuzzy logic (Zadeh,
1999), Bayesian networks (Pearl, 1988a) and Dempster-Shafer theory (Shafer, 1976). These
techniques, have been mainly applied to speci�c domain problems in context-based reasoning
to carry out improvements in the accuracy level of sensed data. Since our aim is inferring data
from higher levels, we are interested in approaches which combine ontologies and reasoning
with techniques able to manage uncertain context information (Bettini et al., 2010).

1SWRL: A Semantic Web Rule Language Combining OWL and RuleML. http://www.w3.org/
Submission/SWRL/ Last accessed December 2015
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The aim of the W3C Uncertainty Reasoning for the World Wide Web Incubator Group
(URW3-XG) is a full realization of the World Wide Web as a source of processable data and
services demands formalisms capable of representing and reasoning under uncertainty. For
this purpose the URW3-XG published a �nal report2 distinguishing the current techniques
and guidelines to incorporate ambiguity, inconsistency, randomness and vagueness to web
ontologies. The following subsections analyze the current alternative approaches combining
ontology representation and uncertainty reasoning that may be incorporated to Information
Fusion systems.

C.1 Bayesian Networks

Bayesian networks are a powerful graphical language for representing probabilistic relation-
ships among large numbers of uncertain hypotheses. Bayesian networks assume a simple
attributevalue representation in which each problem involves reasoning about a �xed number
of attributes. This theory considers that all hypotheses are exclusive and exhaustive which is
not frequently true in context-based systems. In addition this reasoning technique cannot be
used when the number of random variables changes along the time. This is a major drawback
in environments where the number of entities and relationships is not accurate and even the
own de�nition of these entities and relationships may be uncertain.

First works were focused in allowing a probabilistic de�nition of concepts and roles in
description logics. Unfortunately these approaches did not provide support for assertional
knowledge. Some examples are (Heinsohn, 1994), (Koller et al., 1997) which represented
probabilistic component using a Bayesian network for each class and (Yelland, 2000) which
combines a restricted description logic with Bayesian networks.

The earliest relevant attempts to embed Bayesian reasoning in ontologies were BayesOWL
(Ding and Peng, 2004) and the work by Gu et al. (Gu et al., 2004a). Both tried to extend on-
tologies allowing probability annotations and translating them through rules into the directed
acyclic graph (DAG) of a BN. Unfortunately, standard Bayesian networks lack the expressive
power to fully represent ontologies. This fact limited the use of these approaches to speci�c
problems. Another interesting work was the DL reasoner Pronto which was able to represent
and reason about uncertainty in both, generic background knowledge and individual facts.
The major drawback of this tool was the scalability.

Current research in this �eld is mainly focused in probabilistic ontologies. A probabilis-
tic ontology is a formal knowledge representation which includes among other features: i)
statistical regularities that characterize the domain; ii) inconclusive, ambiguous, incomplete,
unreliable, and dissonant knowledge related to entities of the domain; iii) uncertainty about all
the above forms of knowledge. Some examples include the upper ontology PR-OWL (Costa,
2005) and KEEPER (Pool and Aikin, 1994). The former based on Multi-entity Bayesian
networks (MEBN) �a formal system that integrates First Order Logic (FOL) with Bayesian
probability theory� is one of the few proposals that has an open source project associat-
edXSB3 and includes reasoning implementation packages (Costa et al., 2008).

2Uncertainty Reasoning for the World Wide Web Final Report. http://www.w3.org/2005/
Incubator/urw3/XGR-urw3-20080331/ Last accessed December 2015

3UnBBayes. http://sourceforge.net/projects/unbbayes/ Last accessed December 2015
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C.2 Fuzzy Logic

Fuzzy logic allows for representing and processing data with a certain degree of truth about
an imprecise piece of information. While in uncertainty there is an associated probability
for each possible world, �the probability quanti�es the plausibility that a world is true or
holds with the actual� in fuzzy logic we deal with vague statements and try to measure to
what extent a statement is into a truth value space between false and true. Some functions
generalize the ordinary logical operators namely, conjunction, disjunction, implication, and
negation. To de�ne satis�ability notions in fuzzy knowledge bases, statements and degrees of
truth are related with inequalities: at least (>), at most (6), greater than (>) and lower than
(<). Fuzzy description logics restrict the truth values of concept assertions, role assertions,
concept inclusions, and role inclusions that are true with some degree in the closed interval
[0,1].

The �rst remarkable work in this �eld was due to Yen (Yen, 1991), who generalized the
subsumption mechanism over terminological knowledge. However, a very restricted version
of the ALC sublanguage is used and no fuzzy assertional knowledge is addressed in this work.
Similar drawbacks were noted in (Tresp and Molitor, 1998), nevertheless this work presented
a more general fuzzy extension of ALC and implemented a tableaux algorithm to compute
subsumption degrees. Hölldobler et al. (Hölldobler et al., 2002) developed a complete rea-
soning algorithm for the subsumption problem extending the fuzzy ALC (Straccia, 1998),
(Straccia, 2001) with fuzzy modi�ers.

More expressive description logics were extended with fuzzy formalisms. Good examples
are: the ALCQ description logic where fuzzy quanti�ers were also introduced (Sánchez and
Tettamanzi, 2005), (Sánchez and Tettamanzi, 2006); the SHOIN (D) language �the logic
behind OWL DL� whose semantics for a fuzzy extension were �rst introduced (Straccia,
2005) and then fully de�ned (Stoilos et al., 2005).

Some advances towards reasoning in fuzzy SHOIN (D) were carried out in the last years.
Tableaux calculus algorithms have been developed for fuzzy SHIN (Stoilos et al., 2007)
and fuzzy SHI with fuzzy general concept inclusions (Li et al., 2006). Current reasoning
proposals with implementation are: the tandem fuzzyDL4 and Fuzzy OWL 25, the former
includes a reasoner for fuzzy SHIF , the latter is a Prote�ge�plug-in to build fuzzy ontologies
in OWL2; FiRE6 is a fuzzy reasoner based on an extension of DL SHIN with fuzzy set
theory; and ONTOSEARCH2 (Pan et al., 2008) a scalable query engine for fuzzy DL-Lite
ontologies.

C.3 Dempster-Shafer

DempsterUShafer theory, also known as Evidence theory is often presented as a generalization
of the probability theory. This theory allows the representation of evidence from multiple

4The fuzzy DL system. http://gaia.isti.cnr.it/~straccia/software/fuzzyDL/fuzzyDL.
html Last accessed December 2015

5Fuzzy Ontology Representation using OWL 2. http://gaia.isti.cnr.it/~straccia/
software/FuzzyOWL/index.html Last accessed December 2015

6Fuzzy Reasoning Engine FiRE. http://image.ntua.gr/~nsimou/FiRE/ Last accessed December

2015
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sources and the combination of such evidences to calculate the belief for a given hypothesis.
Major advantages of the Dempster-Shafer theory are: i) explicit representation of ignorance;
ii) the possibility of use of subjective belief instead of a priori probabilities in case they are
not available; iii) belief masses can be given either to single and sets of hypothesis; iv) there
are additional belief measures (e.g. belief and plausibility) which give di�erent points of view
about the support of the data to each hypothesis.

The formal theory is based on a frame of discernment which houses all the hypotheses
under consideration. These hypothesis are mutually exclusive and exhaustive. The power
set is the set of all possible sub-sets of the frame of discernment, including the empty set.
Di�erent sources can assign a belief masses to each sub-set in the power set. These masses
can be combined by using Dempster's Rule of Combination in order to update the belief of
the sub-sets. The complexity of the combination rule is one of the major drawbacks of these
theory.

Current alternatives combining Dempster-Sha�er theory and ontologies are scarce. The
high computational complexity mentioned above and the slow classi�cation process of ontol-
ogy reasoners make this combination unattractive. However, simpli�cation algorithms (Bar-
nett, 2008; Gordon and Shortli�e, 1985) and other combination rules (Smets, 1990; Yager,
1987) have been proposed that try to reduce the overhead associated with the computational
complexity.

Despite the fact that the combination of ontologies and belief theories has not been
widely studied, there are some early works that try to take advantage of the strengths in
both �elds. Hoist et al. (Hois, 2007) advocate for a combination of OWL ontologies and
the Dempster-Shafer theory separating the strict and well-de�ned background knowledge
and imprecise knowledge of a situation in the TBox and the ABox respectively. A concrete
proposal can be found in (Schill et al., 2009) where the authors develop a system to discern
between di�erent rooms with a certain degree of belief using a visual recognition system,
an ontology framework and the opinion of some experts. Another relevant work is (Zhang
et al., 2009), the proposal includes a context-aware architecture and a strategy which ex-
tend Dempster-Shafer theory for context reasoning (DSCRx) which considerably reduces the
computation overhead, but not the combination rules complexity, by selecting evidence with
the highest beliefs relying on the most related contexts. A theoretical work for reasoning
with ontology constructors is BeliefOWL (Essaid et al., 2012). This research extends the
OWL ontology classes with belief masses and applies a translation to get a directed evidential
network (DEVN) (Yaghlane et al., 2003)�a graphical model to represent belief functions
independencies. The major drawbacks of this work are that only consider including uncer-
tainty in classes and there are not available tools to test it. As an alternative Bellenger
et al. presented an approach similar to PR-OWL (Bellenger et al., 2012). Starting from
an upper ontology called DS-Ontology, one can build domain-speci�c uncertain concepts
whose individuals are linked with individuals representing a frame of discernment. In contrast
to other studies uncertain instances can have both uncertain classes and properties. Belief
masses and information sources are related to the corresponding elements of the power set
of candidate instances. To enable classical evidential combination and decision processes,
and due to the fact that candidate instances are not necessary disjoint from each other,
some semantic inclusion and disjointness operators. These operators, based on similarity
functions, are de�ned in order to map the universal set of candidate instances with a frame
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of discernment in the Evidential theory.

C.4 Belief Argumentation Systems

Let � = f�t
1
, ... , �tKg be the set of hypotheses that are considered at the time instant t. Since

we assume that anomaly can be the result of the insu�cient quality (reliability, uncertainty)
of the information on vessels and their behavior, this set of hypotheses includes a hypothesis
representing �normal operations�. The set of hypotheses � = f�t

1
, ... , �tKg may not be

exhaustive, since not all the causes of anomaly may be included in the frame of discernment
and some of them can be unknown or even unimaginable (open world assumption). This
means that plausibility of an unknown hypothesis can be di�erent to zero.

There are two major types of models of reasoning under uncertainty: graphical mod-
els, such as Bayesian and causal networks (see, e.g. (Nicholson and Brady, 1994), (Pearl,
1988b)), and logic-based models. Since normal situation is based on context of normal
operations expressed in rules, we select here a logic-based model. One of the logic-based
paradigms that can be considered for abductive reasoning under uncertainty is the Belief-
based Argumentation System (BAS)7, a generalization of the Probabilistic Argumentation
System (PAS). Following (Haenni et al., 2000), we describe PAS as a hybrid approach that
combines logic and probability theory. It aims at assessing hypothesis about present or future
worlds by relying on available uncertain, unreliable, incomplete and contradictory knowledge.
Logic represents the qualitative part of PAS. It is applied to determine arguments that sup-
port (i.e., in favor) and refute (i.e., against) each hypothesis. An argument is a conjunction
of propositions and uncertain assumptions coupled with a priori probabilities of their trueness
that make a hypothesis true or false. The probabilities that the arguments are valid are
combined to obtain the quantitative judgment on the validity of the hypothesis, which is
then used to decide whether it can be accepted, rejected, or knowledge is not available to
make an appropriate judgment at this time.

Precise knowledge of a priori probabilities for assumptions is hardly available in the un-
certain dynamic maritime environment, in which di�erent and even unimaginable behaviors
(types of threat) can occur. Therefore, they have to be replaced by dynamic subjective be-
liefs. Moreover, P(A) �additive subjective belief that assumption A is true based on expert
subjective opinion� is not generally 1-P(:A), because of this high uncertainty. Consequently,
PAS needs to employ sub-additive subjective belief measures of the form Bel(A)+Bel(:A)�1.
This sub-additive property makes it possible to explicitly express ignorance, and does not force
one to reduce total uncertainty to the assumption that all the hypotheses under consider-
ation are equally probable. Thus the belief theories allow for representing only our actual
knowledge �without being forced to overcommit when we are ignorant� (Barnett, 2008).

In addition, the open world assumption, in which Bel(Ø) may not be equal to zero, also
requires an uncertainty representation allowing a non-exhaustive set of hypothesis, which
calls for the Transferable Belief Theory (Smets, 1990) as an uncertainty framework in BAS.
The dynamic beliefs assigned to the assumptions are based on current context and obser-
vations. The beliefs are approximated by a function of the estimated values of attributes

7The formal description of the Belief-based Argumentation System below follows the explanation intro-

duced in (Rogova et al., 2006).
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and relationships characterizing the situation and related to the assumptions, or de�ned by
linguistic labels (low, medium, high) with quantization of these values.

Formally, let � = f�t
1
, ... , �tKg be a set of hypotheses under consideration. Bel(Ø)6=0

because, according to the open world assumption, this set of hypothesis is not exhaustive.
BAS is a tuple (A,P, �,B), in which, as in PAS, A=fajg is a set of uncertain assumptions,
P=fpig is the set of propositions, and � 2 LP[A is a knowledge base representing a set
of rules. At the same time, unlike to PAS, B=fbeljg bel are non-additive dynamic beliefs
associated with A=fajg. Arguments Argkm supporting (or refuting) each hypothesis �k are
derived from the knowledge base, and are a conjunction of propositions and assumptions for
which �k becomes true (or false): Argn(�k) = ^

j
anj ^

k
pnk . The support of each hypothesis

�k is de�ned as the disjunction of all minimal arguments supporting �k : Arg(�k)=_
n
ArgPn

_
m
ArgCm, where _

n
ArgPn is a disjunction of all arguments supporting hypothesis �k , and _

m

ArgCm is a disjunction of all arguments refuting hypothesis �k .

Beliefs in support of each hypothesis �k can be computed by utilizing beliefs in arguments
in the following way. Beliefs in support of and against of each assumption anj invoke support
functions on a frame of discernment 
nj={T,F}, which have a single focal element (assump-
tion i is true or false). Let us consider a mapping M : 
n1 � ...�
nN ! � . Then, a simple
support function �k with focus �1 in support of argument ArgPn is:

�ArgPn
(�k) =

∏
ArgPn=^

j
anj

bpaanj (T ),�ArgPn
(�) = 1� �ArgPn

(�k) (C.1)

Analogously, the sum of the support functions over the set f
mj
j ^

j
amj

= ArgCm, 8mg

can be directly mapped into a support function �j :

�ArgCn
(�k) =

∏
ArgCm=^

j
amj

bpaamj (F ), �ArgCm
(�) = 1� �ArgCm

(�k) (C.2)

Accordingly, arguments pro and contra each hypothesis are used to compute hypothesis
belief as a combination of �k and �j for all k and j with the unnormalized Dempster rule.
This result is used for decision state estimation.

As it was mentioned before, the process of hypothesis selection requires consideration
of decision quality, which has to be evaluated against time required for additional obser-
vations/computations. In addition, decision process on any hypothesis under consideration
has to take into account that something totally unexpected and not included in the possible
causes of the observed situational elements can happen.

The decision rule considered is the following (Yager, 1987):

� If Bel t(Ø) �max(Bel t(A)), 8A � � (i.e., the level of support for an unknown hypothe-
sis exceeds the level of support for any hypothesis under consideration), then the expert
operator is alerted to reassess the considered hypotheses set. Additionally, a sensor
management process can be started to verify and improve the incoming information.
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� Otherwise,

� If Bel t(�) � max(Bel t(A)), 8A � � (i.e., the level of ignorance exceeds beliefs
in any hypothesis), then wait until additional information arrives at the next time
step.

� If BetPt(�k) � th(t)BetPt(�n)8n 6= k then select �k , otherwise wait.

BetPt(�k) is the pignistic probability
8 of hypothesis �k at time t=10; th(t) is a threshold

varying in time that can be modeled by a context-speci�c decreasing convex function that is
set to zero after a certain value.

8The term pignistic was coined by C.A.B. Smith (Smith, 1961) from pignus �a bet in Latin� to de�ne a

probability function constructed from a belief function for decision�making.
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