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Abstract. Biometric identification systems build features, which describe people, using various data. Usually it is not known
which of features could be chosen, and a dedicated process called a feature selection is applied to resolve this uncertainty. The
relevant features, that are selected with this process, then describe the people in the system as well as possible. It is likely that
the relevancy of selected features also mean that these features describe the important things in the measured behavior and that
they partly reveal how the behavior works. This paper uses this idea and evaluates results of many runs of feature selection
runs in a system, that identifies people using their moving a computer mouse. It has been found that the most frequently
selected features repeat between runs, and that these features describe the similar things of the movements.
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INTRODUCTION

In order to identify people, behaviometric identification systems utilize features that characterize people’s behavior.
Usually the behavior means a selected single action or process that an identified person performs, and the features mean
measured or calculated quantities that describe this action or process [1]. The used process or action is a complex result
of a mixture of many sub-actions driven with many individual factors, which altogether are almost impossible to be
imitated. On the other hand, this complexity makes it also almost impossible to separate the result into the factors.
Any measured feature contains a part of the complete information but it is not known how well this particular part
describes the observed process or action [2].

This difficulty is usually overcome with applying a two step process during the system’s design phase: in the first
step a bigger number of features is calculated in the feature extraction process, and in the second step a smaller number
of features is then selected using the feature selection process [3]. The feature selection process selects features that are
relevant and descriptive. The relevancy for the identification is linked to general relevancy of the feature. If the feature
is convenient for distinguishing people, it is also likely convenient for describing the measured action or process, and
consequently it suggests how the action could work.

This paper is aimed at evaluating features that are selected in an identification system based on a computer mouse
movements. These movements are measured via the mouse coordinates available in the operating system, and are
gradually reduced into approx. one hundred of various features.

The paper is divided into two parts: in the first part methods used to build the selected features are briefly described,
and in the second part the features that are preferably selected by the feature selection are evaluated and discussed.
As a result it has been found that the features related to turning and sudden changes in movements are selected more
frequently than the other features.

METHODS

Obtaining features is described in three steps—detection of moves, the feature extraction and the feature selection.

Detection and Creation of Movement Units

The mouse coordinates come into the computer as a continuous stream of events interleaved with small delays. This
does not correspond to the way how a person uses the mouse: typically there are longer delays separating individual
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TABLE 1. Quantities and their calculation scheme
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movement actions that have single purpose (e.g. to move the mouse to a button). Therefore the first step of the reducing
the data is a detection of these movement actions. According to [4], these actions are called strokes.

The identification system used in this paper detects the strokes with measuring a delay between consecutive input
stream events: if the delay is longer than a chosen threshold, the preceding piece of the input stream is considered to
be a stroke. For the purpose of this paper the threshold used was 1.0 s.

The movement is smooth but the stroke is not. The main reason for this is that the tracking of the mouse position has
limited resolution, both space and time. In order to get rid of these imperfections the detected strokes are smoothed
and re-sampled. The smoothing is realized by the smoothing spline [5], which is then sampled to obtain three times
more points than the source stroke had.

Creation of Features—Feature Extraction

The obtained strokes are then processed to get quantities describing each individual stroke in three steps: in the first
step quantities relating to each stroke’s event are computed, in the second step the vectors of quantities’ values are
reduced to statistical markers, and in the third step these statistical markers are modeled with a random variable.

The stroke is composed of events containing only x and y coordinates and a time instant t. These three quantities are
recalculated into all other quantities as it is summarized in table 1. The quantities with an asterisk in the exponent are
auxiliary, they only show how calculations advance. Two kinds of quantities are used: the first kind having index is a
vector quantity, and the second kind without the index means the quantity is a scalar. Index i that indexes events in the
stroke is put to the left side of the quantity symbol to avoid confusing with quantities’ proper indexes.

In the second step, for each stroke, the following statistical markers are computed for each vector quantity: the
maximum M, the minimum m, the average A, the deviation D and the spread (S = M-m).

In the third step, the values of each marker across all strokes are considered to be samples of an unknown probability
density function, which is modeled with a random variable [6]. The random variable is then called the feature.

The overall result of the feature extraction is that many strokes (containing many events) of a particular person are
reduced to 89 random variables having one or two parameters.

Feature Selection

The number of features (89) is big and the features share substantial amount of information in an unknown way. In
order to eliminate this shared information, and also to select the most relevant features, the feature selection is utilized.
The used feature selection runs SFFS [3] algorithm and compares a candidate combinations using ds metric [7]. The
feature selection is driven with randomly selected strokes, so its results vary between different runs.
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TABLE 2. Numbers of how many times features were selected

x y v dv d2v φv vn ω dω a φa

m = minimum — — 47 19 23 2 23 3 29 38 0

A = average 40 24 0 14 38 6 47 7 18 0 1

M = maximum 30 18 42 12 55 11 31 2 50 4 71

D = deviation — — 5 — 16 21 4 14 3 2 40

S = spread 5 18 4 — 3 11 5 10 12 5 1

∑ 75 60 98 45 135 51 110 36 112 49 113

η = 1
n ∑ 25 20 20 15 27 10 22 7.2 22 10 23

an cs dcs ca sd tI csI vd r j

m = minimum 72 0 0 0 — — — — — —

A = average 23 14 14 0 48 34 57 15 58 68

M = maximum 23 18 64 1 — — — — — —

D = deviation 23 9 — 13 — — — — — —

S = spread 2 13 36 6 — — — — — —

∑ 143 54 114 20 48 34 57 15 58 68

η = 1
n ∑ 29 11 29 4.0 48 34 57 15 58 68

TABLE 3. Comparison of used statistical markers

m = minimum A = average M = maximum D = deviation S = spread

∑ 256 246 432 150 131

ξ = 1
n ∑ 19.7 16.4 28.8 13.6 9.36

For the purpose of this paper, the feature selection was run 40 times for each of 16 people, what in total produced
640 results of the feature selection available for experiments.

RESULTS AND DISCUSSION

The results of all 640 runs are summed in table 2. Values represent how many times the particular feature (e.g. deviation
of v) appeared in all 640 runs. The last line (η = 1

n ∑) shows average number of appearances aggregated over the
particular quantity. The value η better represents the contribution of the feature, because it equalizes different counts
of markers that the individual features have. Dashes in the table represent unused features (that were impossible to be
modeled with a random variable), and the scalar features which have no markers.

Values of η printed in bold are above the average, which is η̄ = 26.5. Three groups of these features can be
recognized: static values sd (direct distance) and tI (total stroke time), d2v (jerk), and values an, dcs, csI , r and j,
which relate to turning and smoothness of the path. These features are the most frequent. It could be concluded that:

• these features are well suitable to describe the mouse movements,

• these features makes the biggest difference among involved people.

The table 3 displays the frequency of appearance of each of used statistical markers. Extreme values m and M are
the most frequent, with the M winning obviously. It could be concluded that people primarily differ in the limiting
values of the moves, e.g. that each person has remarkably different maximal jerk (d2v) or curvature difference (dcs).
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CONCLUSION

Identification systems that are based on people behavior work with a complex results of measuring a pre-selected
activity, like a gait or a daily routine. The measured data contains enough information to identify people, but it is
difficult to decide which measurement or feature is relevant and which is not. The reason for this is that the structure
of the data is unknown and complex.

The feature selection process can discover relevant features, so it can help: at first, the selection of features improves
the identification system, because it makes the system simpler, running faster, and working better as the features
distinguish between people as well as possible. At second, it can be concluded, that features that well distinguish
between people, could also well describe the relevant part of the observed behavior, and, consequently, that these
features could point to the mechanism or principle how the behavior is realized and controlled by the people.

According to these ideas, this paper focuses on evaluation of features that are selected inside an identification system
based on analyzing computer-mouse movements. The process of reducing source input data (coordinates x, y and a
time t) up to features that best describe the individual person is outlined first, and then results of many feature selections
are summarized and evaluated.

In order to obtain enough statistics, the feature selection was run 640 times (40 times for 16 people) in the system.
In each run the set of selected features was remembered. It has been revealed that:

• the selected features are related to turning and smoothness of movements,

• the features are typically extremes of measured quantities.

Deductions of these observations are:

• the features that carry the most information about people are related to turning and smoothness of the movement,

• the biggest difference in people can be seen in the extremes of the quantities (like in the maximal jerk).

The overall result of this paper is as follows:

• the evaluation of behavioral features selected for the identification in the system may reveal information about
how the behavior works,

• the analysis done on real data supported this idea.

The knowledge about which features are preferably selected in identification systems can further help with improv-
ing identification systems at all, and it can also help with better understanding of fundamentals of identifying people
in general.
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