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According to Lieb’s theorem the ferromagnetic interaction in graphene-based materials with bipartite lattice
is a result of disbalance between the number of sites available for pz electrons in different sublattices. Here
we report on another mechanism of the ferromagnetism in functionalized graphene that is the direct exchange
interaction between spin orbitals. By the example of the single-side semihydrogenated (C2H) and semifluorinated
(C2F) graphene we show that such a coupling can partially or even fully compensate antiferromagnetic character
of indirect exchange interactions reported earlier [Phys. Rev. B 88, 081405(R) (2013)]. As a result, C2H is found
to be a two-dimensional material with the isotropic ferromagnetic interaction and negligibly small magnetic
anisotropy, which prevents the formation of the long-range magnetic order at finite temperature in accordance
with the Mermin-Wagner theorem. This gives a rare example of a system where direct exchange interactions
play a crucial role in determining a magnetic structure. In turn, C2F is found to be at the threshold of the
antiferromagnetic-ferromagnetic instability, which in combination with the Dzyaloshinskii-Moriya interaction
can lead to a skyrmion state.

DOI: 10.1103/PhysRevB.94.214411

I. INTRODUCTION

The search for magnetism in graphene-based materials is
an attractive research field promising for spintronics applica-
tions [1,2]. According to theoretical predictions, sp-electron
magnetic semiconductors might also have much higher Curie
temperatures than the conventional ones [3,4]. Activities in
this direction stimulate synthesis and magnetic measurements
of graphene with vacancies and different types of adsorbates
[5–11]. Despite considerable efforts, the available experi-
mental data on magnetism in graphene-based systems is
still limited. From the theoretical perspective numerous first-
principles studies [12–16] allow us to provide a microscopic
picture on the electronic structure of magnetic graphene in
its ground state. The treatment of excited states constitutes
the next important step in the description of the systems in
question. This requires the construction and solution of the
model electronic or spin Hamiltonians, which have been only
marginally addressed in the literature [17–19]. Considerable
nonlocal Coulomb correlations typical to graphene [20] and
spin-orbit coupling [21,22] complicate the consideration sig-
nificantly. Finally, practically important aspects such as the
role of temperature and external fields in the evolution of
magnetic states also remain unclear.

Single-side semifluorinated graphene (C2F) is of special
interest because such a system was recently realized in the
experiment [23]. It opens a way for verification and correction
of the theoretical models for this material, whose magnetic
properties represent a complex interplay between different
physical mechanisms. According to Lieb’s theorem [24]
formulated for bipartite lattice, C2F should be ferromagnetic
since the fluorine atoms adsorb at the same sublattice of carbon
atoms. Such a model, however, does not take into account
considerable modification of the electronic structure upon
fluorination. A more reliable description of the magnetism
in C2F has been recently proposed using first-principles

DFT calculations [18] of the isotropic exchange interactions,
predicting a frustrated ground state in C2F. Such an approach
yet ignores many-body and relativistic effects, which might be
crucial in the formation of magnetism.

In this paper we perform a systematic theoretical charac-
terization of the C2F and C2H systems by constructing the
low-energy models with spin-orbit coupling. In both cases the
spin orbitals described by magnetic Wannier functions form
a triangular lattice with short-range nearest-neighbor interac-
tions in the case of C2F and long-range interactions in the case
of C2H. The estimation of the on-site and intersite Coulomb
interactions suggest significant spatial charge correlations in
both systems that are an order of magnitude larger than those
in transition-metal compounds. Remarkably, we find a strong
ferromagnetic direct interaction between the neighboring
spin orbitals. Due to a delicate balance between the direct
ferromagnetic exchange interaction and kinetic Anderson’s
superexchange, our Hartree-Fock simulations show that C2F
can demonstrate both the 120◦ Néel and ferromagnetic states
having comparable energies. At the same time a robust
ferromagnetic solution within the mean-field approximation
is found for C2H, contrary to previous predictions [18]. The
analysis of the anisotropic superexchange couplings reveals
a strong Dzyaloshinskii-Moriya interaction (DMI) of about 1
meV between the nearest spins in C2F. According to the Monte
Carlo simulations, DMI can lead to a skyrmion state at finite
temperatures and magnetic fields.

II. DFT RESULTS

The electronic structure calculations were performed within
the plane-wave pseudopotential method as implemented in the
QUANTUM-ESPRESSO simulation package [25]. Exchange and
correlation effects were taken into account using the local
density approximation (LDA) [26]. Spin-orbit (SO) coupling
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FIG. 1. (a) Total densities of states and band structures of C2F
and C2H calculated by using LDA+SO method and their comparison
with the one-band model. (b) Band splitting �E due to spin-orbit
coupling calculated for the one-band model.

was included on the basis of fully relativistic pseudopotentials.
We employed an energy cutoff of 50 Ry for the plane-wave
basis and 400 Ry for the charge density, as well as a (64 × 64)
k-point mesh. The surface layers were separated by a vacuum
region of 40 Å and fully relaxed. To construct the Hamiltonian
in the (spinor) Wannier function basis we used the maximally
localized Wannier function procedure [27] as implemented in
the WANNIER90 package [28].

The calculated LDA+SO band structures and densities of
states are presented in Fig. 1(a). One can see that in the case
of C2H there are two well-separated bands at the Fermi level
with a small band splitting due to spin-orbit coupling Fig. 1(b)].
These bands demonstrate the maxima between �-M and �-K
high-symmetry points. As we will show below, such band
behavior results in the long-range hopping integrals. However,
it is not the case for the C2F system, where the bands at

FIG. 2. Wannier functions describing the band at the Fermi level
in C2F (a) and (c) and C2H (b) and (d). Red sphere denotes the center
of the Wannier orbital.

the Fermi level slightly overlap with other bands at the �

point. Nevertheless, construction of the minimal low-energy
model for the relevant bands at the Fermi level is confirmed
by comparison with the many-orbital tight-binding model
described in Ref. [18].

Wannier functions: To parametrize the LDA+SO spectra
we have constructed the maximally localized Wannier func-
tions for the bands located close to the Fermi level. They are
visualized in Fig. 2. In agreement with the results of Ref. [18]
the Wannier functions are centered at the nonbonded carbon
atoms. They are strongly delocalized in real space that should
be taken into account when analyzing the experimental data
of the magnetic measurements [29]. The corresponding band
splitting due to spin-orbit coupling for the one-band model is
shown in Fig. 1(b). As it is seen, it is an order of magnitude
larger in the case of C2F [21,22].

III. LOW-ENERGY MODEL

To describe electronic and magnetic properties of C2H and
C2F we use the following tight-binding Hamiltonian taking
into account spin-orbit coupling:

Ĥ =
∑
ij,σσ ′

tσσ ′
ij â+

iσ âjσ ′ + 1

2

∑
i,σσ ′

U00 â+
iσ â+

iσ ′ âiσ ′ âiσ

+ 1

2

∑
ij,σσ ′

Uij â+
iσ â+

jσ ′ âjσ ′ âiσ

+ 1

2

∑
ij,σσ ′

JF
ij â+

iσ â+
jσ ′ âiσ ′ âjσ , (1)

where â
†
iσ (âiσ ) are the creation (annihilation) operators.

U00,Uij , and JF
ij are local Coulomb, nonlocal Coulomb, and

nonlocal (i �= j ) exchange interactions, respectively. tσσ ′
ij is

the element of the spin-resolved hopping matrix. The model
Hamiltonian given by Eq. (1) can be solved by static (Hartree-
Fock) [30] or dynamical (DMFT) [31] mean-field numerical
techniques to reproduce experimentally observable spectra of
electronic and magnetic excitations. This model is not only
widely used in the simulations of physical properties of 3d and
5d metal compounds, but can also be applied to the systems
demonstrating sp-type magnetism [32].

The hopping matrix tσσ ′
ij was determined using a Wannier-

parametrization of the first-principles LDA+SO Hamiltonian.
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FIG. 3. Schematic representation of the hopping paths in the
triangular model for C2F and C2H. The gray spheres denote the
Wannier functions centered at nonbonded carbon atoms.

The obtained hopping parameters are presented in Table I and
schematically visualized in Fig. 3. One can see that in the case
of the C2F system the nearest-neighbor hopping (t01) provides
the dominant contribution that results in the realization of
an almost ideal triangular geometry for hopping integrals.
For C2H, the hopping matrix is less trivial with the largest
parameters corresponding to the second- and third-nearest-
neighbor interactions. Such a difference in hopping integrals
of the semifluorinated and semihydrogenated graphene is
related to the different interatomic distances. The equilibrium
carbon-carbon and carbon-adatom distances [18] in C2H are
smaller by 4% and 20%, respectively, than those in C2F.

Importantly, there are nondiagonal and imaginary contri-
butions to the hopping integrals between nearest neighbors.
As one can see, such contributions are an order of magnitude
larger in C2F compared to C2H. They originate from spin-orbit
coupling and, as we will show below, responsible for a nonzero
Dzyaloshinskii-Moriya interaction.

The local (U00) and nonlocal (Uij ) Coulomb interac-
tions were determined in the static limit (ω = 0) using
the constrained random-phase approximation (RPA) tech-

nique [33,34]. Within this approach, the Coulomb interaction
is screened by all the states except those described by the
first term in Eq. (1). In the reciprocal-space representation the
corresponding interaction reads

U (q) = [1 − v(q)P (q)]−1v(q), (2)

where v(q) is the Fourier transform of the bare Coulomb
interaction, which in 2D at q → 0 has the form [35] v(q) =
2πe2/|q|κ , with κ being the background (substrate-induced)
dielectric constant. In further calculations, we will put κ = 1
(freely suspended sample). At q �= 0, the bare interaction v(q)
is evaluated between the Wannier functions using a standard
expression for the Coulomb integrals (see, e.g., Ref. [36]). In
Eq. (2), P (q) is the static single-particle RPA polarizability
calculated excluding transitions within the conduction band
depicted in Fig. 2,

P (q) = 1

�

occ∑
ik

unocc∑
jk′

|〈	ik|e−iq·r|	jk′ 〉|2
εik − εjk′ + iη

, (3)

where k′ = k + q and the summation runs over the Brillouin
zone involving transitions between the occupied and unoc-
cupied states only. In Eq. (3), � is the volume of the unit
cell, i (j ) denotes band indices, εik (	ik) is the eigenvalues
(eigenvectors) of the full LDA Hamiltonian, and η is a
numerical smearing parameter chosen to be 10 meV. P (q) is
evaluated on a k-point mesh used in our LDA calculations.
To estimate the nonlocal direct exchange integrals (JF

01),
we follow a slightly different procedure. In view of the
relative smallness of JF

01, the application of the constrained
RPA scheme requires an extremely accurate Brillouin zone
integration for the calculation of P (q) [Eq. (3)], which cannot
be achieved within the k-point densities used in our paper.
Instead, using the RPA procedure we can estimate the bare and
fully screened JF

01 with sufficient numerical accuracy, which
are to be considered as upper and lower limits, respectively.

The calculated Coulomb interactions are presented in
Table II. In the case of C2F both local and nonlocal couplings
are slightly larger than those obtained for C2H. It is related to
the fact that the orbitals in C2F are more localized, resulting in a
stronger repulsion. Indeed, linear spreads of the corresponding
Wannier orbitals amount to 1.76 and 1.63 Å for C2H and C2F,
respectively. Importantly, there are strong long-range Coulomb

TABLE I. Spinor representation of hopping integrals (in meV) calculated for C2F and C2H on
the basis of the Wannier parametrization of the LDA+SO Hamiltonian.

C2F C2H

t01

(−232.84 − 0.82i 1.35 − 2.35i

−1.35 − 2.35i −232.84 + 0.82i

) (
38.98 + 0.02i −0.14 + 0.25i

0.14 + 0.25i 38.98 − 0.02i

)
t02

(
5.95 + 0i 0.65 − 0.37i

−0.65 − 0.37i 5.95 + 0i

) ( −114 + 0i 0.04 − 0.02i

−0.04 − 0.02i −114 + 0i

)
t03

(−21.29 − 0.1i 0.37 − 0.64i

−0.37 − 0.64i −21.29 + 0.1i

) (−98.05 + 0.03i 0.01 − 0.01i

−0.01 − 0.01i −98.05 − 0.03i

)
t04

( −10.70 + 0i 0.39 − 0.31i

−0.39 − 0.31i −10.70 + 0i

) (
27.92 + 0i 0 + 0i

0 + 0i 27.92 + 0i

)
t05

(−10.40 + 0.04i 0.37 + 0i

−0.37 + 0i −10.40 − 0.04i

) (
11.86 + 0i −0.01 + 0i

0.01 + 0i 11.86 + 0i

)
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TABLE II. The calculated local and nonlocal partially screened
Coulomb interactions (in eV) for C2F and C2H. The two values of
J F

01 correspond to the fully screened and bare interactions.

Interaction C2F C2H

U00 5.16 4.69
U01 2.46 2.19
U02 1.66 1.11
U03 1.46 0.85
J F

01 (screened) 0.018 0.034
J F

01 (bare) 0.044 0.099

interactions, which indicates significant spatial charge fluctu-
ations in these graphene-based systems. The direct exchange
interaction between the nearest Wannier functions is much
smaller than other Coulomb matrix elements. Nevertheless, as
will be shown below, JF

ij plays a principal role in the formation
of the magnetic states of C2H and C2F.

Importantly, the standard density functional theory [26]
does not contain information on the Heisenberg direct ex-
change interaction between two different sites. It simply
follows from the fact that the variation of the exchange splitting
energy in DFT on magnetization m(r) is locally defined; it is
not zero only at the same point r .

IV. MAGNETIC INTERACTIONS

Values of the calculated hopping integrals and Coulomb
interactions correspond to the strong localization regime tij �
U00 that allows us to construct a Heisenberg-type Hamiltonian
for the localized spins S = 1/2 within the superexchange
theory developed by Anderson [37]. The corresponding spin
model is given by

Ĥspin =
∑
ij

Jij Ŝi Ŝj +
∑
ij

Dij [Ŝi × Ŝj ], (4)

where Ŝ is the spin operator, and Jij and Dij are the
isotropic and anisotropic (Dzyaloshinskii-Moriya) exchange
interactions. The summation over all pairs in Eq. (4) runs
twice.

Isotropic exchange interaction: In terms of the Hamiltonian
parameters given by Eq. (1) the isotropic exchange interaction
can be expressed in the following form [37,38]:

Jij = 1

Ũ
Trσ {t̂j i t̂ij } − JF

ij , (5)

where the effective local Coulomb interaction is given as
Ũ = U00 − Uij [36,39]. The first term is the antiferromag-
netic Anderson’s superexchange interaction, and the second
ferromagnetic term originates from the direct overlap of the
neighboring Wannier functions [36]. One should note that due
to the trace over spins the kinetic exchange interaction is equal

to
2t2

ij

Ũ
.

In Table III we show the isotropic exchange interactions
between the Wannier functions in C2F and C2H. In agreement
with Ref. [18], the resulting isotropic model for C2F corre-
sponds to the Heisenberg model on the triangular lattice with
the nearest-neighbor interactions. The kinetic contribution

TABLE III. Isotropic exchange interactions (in meV) between
the Wannier functions calculated by means of Eq. (5) with the fully
screened (bare) intersite exchange interaction J F

01.

Bond Jij (C2F) Jij (C2H)

0-1 22 (−4) −33 (−98)
0-2 0.020 7.26
0-3 0.024 5.00
0-4 0.044 0.33
0-5 0.042 0.06

[the first term in Eq. (5)] to the total isotropic exchange
interaction amounts to 40 meV, which is in excellent agreement
with that presented in Ref. [18]–where exchange interactions
were calculated via magnetic force theorem [40] (note the
difference in the spin Hamiltonian definition). However,
we find that the kinetic antiferromagnetic coupling can be
partially or fully compensated by the direct ferromagnetic
exchange. Depending on the value of JF

ij the leading exchange
interaction in C2F between the nearest neighbors can be either
antiferromagnetic or ferromagnetic. In this situation, other
types of magnetic couplings, for instance, the anisotropic
(relativistic) exchange interaction, can play an important role
in formation of the magnetic structures in C2F.

In turn, the isotropic interaction for the 0-1 bond in C2H
is ferromagnetic, since the corresponding hopping integral is
much smaller than that in C2F. The absolute value of J01 is
larger compared to the long-range antiferromagnetic couplings
within the second and third coordination spheres. Thus, the
resulting spin model for C2H is the Heisenberg Hamiltonian
with the ferromagnetic nearest-neighbor, antiferromagnetic
second- and third-neighbor interactions on the triangular
lattice. Depending on the ratio between isotropic exchange
interactions and the value of external magnetic field solutions
of this model can reveal incommensurate spiral structures and
skyrmion lattice states [41].

Dzyaloshinskii-Moriya interaction: Anisotropic exchange
parameters can be derived by extending the theory of superex-
change interaction in the case of spin-orbit coupling. They
have the following form [38,42]:

Dij = − i

2Ũ
[Trσ {t̂j i}Trσ {t̂ijσ } − Trσ {t̂ij }Trσ {t̂j iσ }], (6)

where σ are the Pauli matrices. Such an approach gives
reliable results for the low-dimensional copper oxides [43,44].
For the nearest-neighbor bonds in C2F with the radius vec-
tors R01 = (1,0,0), R01′ = ( 1

2 , −
√

3
2 ,0), and R01′′ = ( 1

2 ,
√

3
2 ,0)

we obtain D01 = (0, − 0.93, − 0.28), D01′ = (−0.81, −
0.47,0.28), and D01′′ = (0.81, − 0.47,0.28) meV, respec-
tively. The resulting DMI are visualized in Fig. 4. In
contrast to C2F, the magnitude of the Dzyaloshoinskii-
Moriya interaction in the semihydrogenated graphene is much
smaller, D01 = (0, − 0.017,0), D01′ = (−0.015, − 0.008,0),
and D01′′ = (0.015, − 0.008,0) meV.

Higher orders in spin-orbit coupling, such as the symmetric

anisotropic exchange interaction [42], Ŝi

↔
�ij Ŝj are small. Their

magnitude is about 10−3 (C2F) and 10−5 meV (C2H), and thus
the Dzyaloshinskii-Moirya interaction is the main source of the
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magnetic anisotropy in semifluorinated and semihydrogenated
graphene.

Symmetry of the C2F and C2H systems is consistent
with the C3v point group (given by the vertical reflection
planes going through the nearest-neighbor functionalized
and nonfunctionalized carbon atoms and by C3 rotations
around adatom-carbon bonds). However, the resulting Wannier
functions reside on the nonfunctionalized carbon sites and
form a triangular lattice without reflection of the original lattice
(Fig. 2), thus, the resulting symmetry of the effective model
is C3. According to Moriya’s rules [42], since the reflection
planes pass through the middle of the bonds between two
Wannier functions, the corresponding anisotropic exchange
parameters lie in the reflection planes and are perpendicular
to their bonds. Their directions are given arbitrarily with
respect to the mirror planes, and as a result z components
of the anisotropic exchange parameters can alternate within
the coordination sphere under C3 rotations.

The electronic Hamiltonians constructed in the Wannier
function basis also give us an opportunity to compare the
spin-orbit coupling strength in the C2H and C2F systems. The
previous first-principles studies [21,22] have demonstrated
an enhancement of spin-orbit coupling in C2F compared
to C2H. Here we confirm this finding by calculating the
hopping integrals with spin-orbit coupling and estimating the
Dzyaloshinskii-Moriya interactions.

We would like to stress that there is a conceptual difference
in the origin of magnetic anisotropy in two-dimensional (2D)
materials with sp electrons that we consider and 2D materials
with localized d electrons [45,46]. While the magnetic
anisotropy in 3d, 4d, and 5d systems originates from the
spin-orbit coupling of individual metallic atoms, it is not the
case in 2D materials with sp electrons. As it was shown in our
study, there is a strong delocalization of the magnetic moments
in C2F and C2H materials. Thus, the magnetic anisotropy in
these sp materials is a collective multiatomic effect, which
was also demonstrated by authors of Refs. [21,22] in their
analysis of spin-orbit coupling in the C2F and C2H systems.
In this situation the construction of the simple and transparent
models for a system in question is a nontrivial task. By using
the formalism of the Wannier functions we propose an elegant
solution of the problem for C2H and C2F materials. The

FIG. 4. Schematic representation of the Dzyaloshinskii-Moriya
vectors in C2F. Light and dark red arrows denote the Dzyaloshinskii-
Moriya vectors with positive and negative z components, respectively.

resulting electronic models for C2H and C2F are one-band
Hamiltonians with spin-orbit coupling.

Estimation of the g factor: To characterize orbital mag-
netism induced by fluorine atoms we have estimated the value
of the g factor. Moriya [42] used the gyromagnetic ratio
that can be found from magnetic experiments to estimate a
magnitude of the intersite anisotropic exchange interaction. In
our case we are to solve an inverse problem. Having calculated
the Dzyaloshinskii-Moriya interaction we can estimate the
g-factor value for future magnetic experiments on C2F. For
that the quantity of interest is |D01|

J kin
01

which is proportional

to �g

g
, where �g is the deviation of the g factor from the

value for a free electron. For the semifluorinated graphene the
estimated value of g is about 2.025. As we will show below
this information is important for estimating critical magnetic
fields at which a skyrmion state is formed.

V. HARTREE-FOCK SIMULATIONS

To solve the electronic models given by Eq. (1) at zero
temperature, we have employed the mean-field Hartree-Fock
approximation: (

t̂k + V̂H
k

)|ϕk〉 = εk|ϕk〉, (7)

where t̂k and V̂H
k are the Fourier transforms of the hopping

parameters and Hartree-Fock potential, respectively. εk and
|ϕk〉 are the corresponding eigenvalues and eigenvectors in the
Wannier function basis; Eq. (7) is solved self-consistently with
respect to the density matrix:

n̂ =
∑

k

|ϕk〉〈ϕk|, (8)

and the resulting magnetic state is further defined as S =
Tr{n̂σ }/2. To find more detail on the computation scheme,
we refer the reader to Refs. [30,43].

The results obtained for the semihydrogenated graphene
with unit cells of different sizes do not reveal any signature
of the spiral spin ordering, and the ferromagnetic state is
stabilized [Fig. 5 (left)]. The energy of the system does
not depend on the direction of the total magnetization.
From the analysis of the hopping integrals we conclude that
spin-orbit coupling in C2H is weak and does not produce
magnetic anisotropy. Since the role of magnetic anisotropy
is decisive in the formation of a long-range magnetic order in
2D materials [47,48], no long-range ordering is expected in

FIG. 5. The ferromagnetic (left) and 120◦ Néel (right) solutions
obtained within the Hartree-Fock approximation.
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FIG. 6. Spin configuration (a), static spin structure factors (b), and local chirality (c) of the skyrmion phase realized in C2F. Spin components
in the xy plane are indicated with black arrows.

C2H at finite temperatures according to the Mermin-Wagner
theorem [49].

In the case of the semifluorinated graphene the situa-
tion is different. Depending on the choice of the direct
exchange interaction JF

01, one obtains either the 120◦ Néel
for JF

01 < 40 meV [Fig. 5 (right)] or ferromagnetic states for
JF

01 > 40 meV [Fig. 5 (left)]. There is a solution with zero
isotropic magnetic interactions at JF

01 = 40 meV, when the
ferromagnetic direct exchange interaction exactly compen-
sates the antiferromagnetic Anderson’s superexchange. Thus
we conclude that C2F can be considered to be at the threshold
of the antiferromagnetic-ferromagnetic instability.

VI. MAGNETIC STATE AT FINITE TEMPERATURE
AND MAGNETIC FIELDS

Our investigation of the semifluorinated and semihydro-
genated graphene revealed that these systems are physical
realizations of different spin models on the triangular lattice.
Such a lattice is of special interest due to the effects of
magnetic frustration and possibility to form topologically
protected spin textures, skyrmions at finite temperatures, and
magnetic fields [50,51]. For instance, it was recently shown
that skyrmionic states can be stabilized in the J1-J3 model with
the ferromagnetic nearest-neighbor and antiferromagnetic
next-nearest-neighbor exchange interactions [41]. A similar
model is derived in our study for C2H. However, the ratio |J1|

J3
is much larger than that proposed in Ref. [41] to stabilize a
skyrmion state.

Another important example known from the literature is
the antiferromagnetic (or ferromagnetic) triangular lattice with
Dzyaloshinskii-Moriya interactions that favor formation of the
antiferromagnetic skyrmion lattice state [52] (or a skyrmion
lattice state with the Néel-type domain wall alignment [53]).
A similar scenario can be realized in the C2F system.

To check whether it is possible to stabilize a distinct spin
texture in the semifluorinated graphene we have performed
classical Monte Carlo simulations based on the single-spin
Metropolis update scheme and the heat bath method combined
with over-relaxation for the spin models obtained with differ-
ent values of JF

01. In our calculations supercells of various
size from N = 96 × 96 to 192 × 192 spins with periodic
boundary conditions were used, and a single run contained
(0.2–1.0) × 106 Monte Carlo steps. While different states can
be identified from a real space spin configuration, we have also
computed the static spin structure factors:

S⊥(q) = 1

N

〈∣∣∣∣∣∑
i

Sx
i e−iq·r

∣∣∣∣∣
2

+
∣∣∣∣∣∑

i

S
y

i e−iq·r
∣∣∣∣∣
2〉

(9)

and

S‖(q) = 1

N

〈∣∣∣∣∣∑
i

Sz
i e

−iq·r
∣∣∣∣∣
2〉

, (10)

where 〈· · · 〉 means the Monte Carlo averaged configuration,
as well as the so-called local chirality Ci = Si · S1 × S2 +
Si · S3 × S4 that is regarded as an order parameter of the
corresponding magnetic state.

In the case of the C2F spin models obtained with JF
01 <

40 meV, the antiferromagnetic skyrmion lattice state is de-
stroyed by a weak z component of the Dzyaloshinskii-Moriya
interaction, instead the 120◦ Néel state is observed.

The situation is different for the C2F spin models with
JF

01 > 40 meV. In this case a Néel type skyrmion state can
be realized. An example shown in Fig. 6(a) was obtained
with the exchange interactions J01 = 1.9 meV and D01 =
(0,−0.93,−0.28) meV at the temperature T

|J01| = 0.02 and

the magnetic field B
|J01| = 0.1. Figure 6(b) gives the intensity

of the spin structure factor for the obtained texture. There
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is a superposition of three spirals with ±q pairs of the wave
vectors, which is a clear indication of the skyrmion lattice state.

Taking into account the estimated value of the g-factor
g = 2.025, the critical magnetic field needed to stabilize the
skyrmion lattice can be defined as 1.62 T. For this set of
parameters the size of the individual skyrmion can be estimated
to be about 25 Å. Generally, it is controlled by the ratio D01

J01
and the magnetic field.

VII. CONCLUSIONS

Our theoretical results indicate that the recent experimental
realization of C2F [23] opens a way for exploiting truly
two-dimensional one-band model materials demonstrating
a rich variety of physical properties, such as the strong
Dzyaloshinskii-Moriya interaction, spatial charge correla-
tions, magnetic frustration, skyrmion state, and others.

Specifically, we found that the Wannier functions describ-
ing magnetic moments in the C2F and C2H systems form a
triangular lattice with completely different hopping paths. The
overlap of the neighboring Wannier orbitals results in a strong
direct ferromagnetic exchange interaction for both systems
in question that can partially or fully compensate the kinetic
superexchange interaction between nearest magnetic orbitals.
For the semihydrogenated graphene we predict a short-range
ferromagnetic order. Since our Hartree-Fock calculations do
not reveal any magnetic anisotropy in C2H, the long-range
magnetic order in this system is unstable as follows from the
Mermin-Wagner theorem [49] for two-dimensional systems.

The calculations of the anisotropic exchange interactions
suggest that C2F can be considered as a physical realization of
the Heisenberg model with DMI on the triangular lattice. The
variation of JF

ij from the fully screened to bare limits leads to
either the 120◦ Néel or skyrmion states as it was predicted by
our Hartree-Fock and Monte Carlo simulations.

The key parameter that is responsible for a variety of
magnetic states in C2F and C2H is the direct exchange
interaction JF

ij between the neighboring Wannier functions.
Experimentally, one can find different mechanisms to control
and tune this interaction. For instance, in this paper we
demonstrate that JF

ij is sensitive to the screening by the
background. The latter can be changed by coupling with
a substrate [54]. Another attractive control parameter is
strain that strongly affects nonlocal Coulomb interactions in
graphene systems as it was shown in Ref. [20].
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