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## Chapter 1

## Introduction

The outstanding French mathematician and philosopher René Descartes developed his famous method of coordinates which allowed to identify a point of a geometric space with an ordered set of real numbers and this made possible the use of the concepts and methods of algebra in studying and solving geometric problems. Later when the differential and integral calculus was developed a possibility to endow a geometric space with coordinates made possible to apply the notions and methods of differential calculus to study surfaces, and this led to development of a new field of mathematics which is now called a differential geometry. From the time of F. Gauss and until our days the development of differential geometry has been closely related to development of theoretical physics. General theory of relativity developed by A. Einstein and Riemannian geometry created by B. Riemann can serve as the most well known fact of interaction between differential geometry and theoretical physics. Later in the second half of the previous century when C. Yang and R. Mills proposed the first non-abelian gauge theory to describe strong interactions it turned out that this theory (and all others gauge theories) can be formulated in a very elegant way in terms of the theory of connections on a fiber bundles. Physicists began to learn the basics of the theory of connections such as a notion of a principal fiber bundle, a Lie algebra valued connection 1-form, its curvature, Chern characteristic classes. The gauge theories allowed physicists to make a significant step (electroweak theory) towards unified field theory which is a dream of all physicists beginning from the time of A. Einstein. It is believed that the strong interactions will be unified with the electroweak theory in the nearest future. The theory of gravitation is a difficult problem on this way of unifying four different interactions, and even till now there is no quantum theory of grav-
itation that would suit all physicists. From the time of A. Einstein we know that the theory of gravitation is closely related to geometry of space. Thus in order to construct a quantum theory of gravitation it is natural to find a new concept of a geometric space. It is well known that quantities which commute at a classical level anticommute after quantization, for instant coordinate and momenta in quantum mechanics. One possible approach to quantum theory of gravitation developed by A. Connes is based on a concept of a noncommutative space [16]. The peculiar property of a noncommutative space is that the notion of points of a space gives way to that of coordinates (coordinate functions), of functions on a space and of the algebra of functions. This is similar to what happens in theoretical physics, where the dynamics of point particles described by the action at a distance gives way to that of fields (which can be considered as functions) with a local action functional. Thus in noncommutative geometry approach to a concept of a space we do not consider a space as a set of points, instead of this we consider the algebra of functions on this space, and this algebra is our main tool in studying the geometry of a space, and we assume that this algebra is a noncommutative algebra. It is remarkable that given the algebra of functions on a space we can develop the structures of differential geometry related to this space. We know that vector fields provide a very important tool in studying the geometry of a space. But we can use the notion of a vector field in noncommutative geometry because the space of vector fields is the space of derivations of the algebra of functions.

As it is formulated above, in noncommutative geometry approach we do not consider a space as a set of points, but instead of this we consider the algebra of functions on a space. By other words we are given an algebra, which we consider as an algebra of functions on our noncommutative space, and this algebra is the starting point for developing structures of differential geometry. It is well known that the algebra of smooth functions on $n$-dimensional space $\mathbb{R}^{n}$ (or more generally on a smooth $n$-dimensional manifold) is unital associative commutative algebra. Hence we assume that our algebra, which plays the role of algebra of functions on a noncommutative space, is unital associative algebra, but it is not necessarily commutative. Thus we choose a noncommutative algebra, but we do not want it structure to be very different from the algebra of functions on a commutative space. Hence we need to have analogs of coordinate functions. This can be achieved if we consider a unital associative algebra generated by the set of variables $x^{1}, x^{2}, \ldots, x^{n}$ which obey commutation relations (but do not commute!). We can assume the following commutation relations

$$
\begin{equation*}
x^{i} x^{j}=p^{i j} x^{j} x^{i} \tag{1.0.1}
\end{equation*}
$$

where $p^{i j}$ are numbers not necessarily equal to one (in this case we would have a classical commutative space). We consider the algebra generated by the variables $x^{1}, x^{2}, \ldots, x^{n}$ subjected to the commutation relations (1.0.1) as the algebra of functions of noncommutative space, and this space will be referred to as a quantum space. In order to develop the structures of differential geometry for this quantum space first we need to develop a first order differential calculus with partial derivatives. We would like to point out that physicists prefer to develop a first order differential calculus on a quantum space figuratively speaking by "trial-and-error" method beginning with partial derivatives which would match the previously set requirements. In the present thesis our goal is to construct a first order differential calculus for several algebras, including a quantum space, by using a general approach based on a concept of coordinate first order differential calculus developed by A. Borowiec, V.K. Kharchenko and Z. Oziewicz [15]. This approach can be briefly formulated as follows: a first order differential calculus over a unital associative algebra is a bimodule over this algebra together with a linear mapping which maps algebra to a bimodule over this algebra and satisfies the Leibniz rule with respect to algebra multiplication. This mapping is referred to as a differential of a first order differential calculus. If algebra is generated by a finite set of variables which obey commutation relations then a first order differential calculus over this algebra is called a coordinate first order differential calculus (because we can view the generators as coordinate functions). We see that this approach is different from the one used in physical papers because according to this approach we should first construct a differential and then after this the partial derivatives. A definition of partial derivatives is based on the assumption that right module of a bimodule of first order differential calculus is freely generated by the differentials of generators or coordinate functions. Then if we apply a differential to any element of an algebra (this can be viewed as a function) we get the element of a bimodule and due to our assumption we can write it as a linear combination of differentials of generators multiplied from the right by elements of algebra. These coefficients are called the partial derivatives of first order coordinate differential calculus. We see that in this approach the partial derivatives are induced by a differential. It can be easily proved that if the right module over an algebra is a finite module freely generated by the differentials of generators then the left module is related to the right one by a homomorphism from an algebra to the algebra of matrices over this algebra. This homomorphism determines uniquely a first order differential calculus. It is evident that if an algebra is generated by a set of variables which obey commutation relations then a differential of first order differential calculus should be consistent with these relations. Our goal in the present thesis is
to find consistency conditions for a differential in the case when generators of an algebra obey quadratic commutation relations (we point out that quantum space is the particular case of an algebra with quadratics relations). These conditions are given in Proposition 2.1.7. Then we apply this result to a quantum space and solve the corresponding equations in a general form (Theorem 2.2.3) obtaining a family of first order differential calculuses.

A Grassmann algebra plays an important part in a modern differential geometry and theoretical physics. A Grassmann algebra is used to construct an exterior calculus over a vector space. If this exterior calculus is applied to each tangent space of a smooth finite dimensional manifold then we get the vector bundle of exterior algebras over a manifold and smooth sections of this bundle give us smooth differential forms which form the algebra under the wedge product and endowing it with exterior differential we finally obtain the graded differential algebra of differential forms. A Grassmann algebra is also used in modern differential geometry in order to develop a theory of supermanifolds and super Lie groups. In modern theoretical physics a Grassmann algebra is used in supersymmetric field theories. Recently there has been proposed an analog of Grassmann algebra which can be called a 3-Grassmann algebra with cubic relations or ternary Grassmann algebra with cubic relations. This analog of Grassmann algebra has been developed in connection with quarks, and it provides an algebraic approach to quarks possible combinations (color confinement of quarks) [1, 29, 30, 32]. We remind that generators of Grassmann algebra anticommute or, equivalently, if we take the sum of all possible binary products of any two generators then we get zero. This principle can be generalized if we consider triple products of generators. Indeed we can consider the ternary condition, where the sum of all possible triple products of any three generators is equal to zero. Evidently the condition of Grassmann algebra (the sum of all binary products of any two generators is equal to zero) is a particular case of the ternary condition. In the case of a Grassmann algebra we can solve the equation (the sum of all binary products of any two generators is equal to zero) by postulating that any two generators anticommute. It was shown [1] that in the ternary case we also can solve the corresponding equation (the sum of all possible triple products of any three generators is equal to zero) with the help of a primitive 3 rd order root of unity. We assume that any product of three generators is equal to cyclic permutation of generators in this product multiplied by a primitive cubic root of unity. It is easy to see that we indeed solve the equation (the sum of all possible triple products of any three generators is equal to zero) because the sum of all possible products can be split into two sums of cyclic permutations, but the
sum of cyclic permutations is equal to zero, and this follows immediately from the fact that the sum of all powers of a primitive cubic root of unity is zero. In the present thesis our goal is to construct a ternary analog of Grassmann algebra with involution and to construct a ternary analog of Grassmann algebra which will contain a Grassmann algebra and a ternary Grassmann algebra with cubic relations as subalgebras.

In the present thesis we also study a generalization of graded differential algebra which is known under the name of graded $q$-differential algebra, where $q$ is a primitive $N$ th root of unity. A graded $q$-differential algebra is equipped with a differential $d$ which satisfies $d^{N}=0, N \geq 2$. The first, who began the study of cohomological complexes with differential $d$ satisfying the equation $d^{N}=0$, was M. Kapranov [25]. In the same paper M. Kapranov made an attempt to construct an algebra of differential forms on a $n$-dimensional space $\mathbb{R}^{n}$ with exterior differential satisfying $d^{N}=0$ (M. Kapranov used the ordinary commutative differential calculus), but later it was shown that this algebra degenerates. A definition of graded $q$-differential algebra was given by M. Dubois-Violette in [19]. Later the structure of a graded $q$-differential algebra, a method of its construction and applications in a theory of connections have been studied in the series of papers $[3,4,5,6,7,8]$. In the present thesis our goal is to construct and study a graded $q$ differential algebra of analogs of differential forms. Unlike M. Kapranov we think that this algebra should be constructed by means of a noncommutative differential calculus. For this purpose we develop and study a noncommutative differential calculus on the algebra of complex square matrices of order $N$.

Our next goal in the present thesis is to show that a noncommutative Galois extension introduced and studied in $[28,31,32,37]$ can be viewed and studied from the point of view of the theory of graded $q$-differential algebras. Suppose $\tilde{\mathscr{A}}$ is an associative unital $\mathbb{C}$-algebra, $\mathscr{A} \subset \tilde{\mathscr{A}}$ is its subalgebra, and there is an element $\tau \in \tilde{\mathscr{A}}$ which satisfies $\tau \notin \mathscr{A}, \tau^{N}=\mathbb{1}$, where $N \geq 2$ is an integer and $\mathbb{1}$ is the identity element of $\tilde{\mathscr{A}}$. A noncommutative Galois extension of $\mathscr{A}$ by means of $\tau$ is the smallest subalgebra $\mathscr{A}[\tau] \subset \tilde{\mathscr{A}}$ such that $\mathscr{A} \subset \mathscr{A}[\tau]$, and $\tau \in \mathscr{A}[\tau]$. It should be pointed out that a concept of noncommutative Galois extension can be applied not only to associative unital algebra with a binary multiplication law but as well as to the algebra with a ternary multiplication law, for instant to a ternary analog of Grassmann and Clifford algebra [2, 32, 37], and this approach can be used in particle physics to construct an elegant algebraic model for quarks. In the present thesis we will study a special case of noncommutative Galois extension
which is referred to as a semi-commutative Galois extension. A noncommutative Galois extension is called a semi-commutative Galois extension [37] if for any element $x \in \mathscr{A}$ there exists an element $x^{\prime} \in \mathscr{A}$ such that $x \tau=\tau x^{\prime}$. In the present thesis we propose the method of endowing a semi-commutative Galois extension with the structure of a graded $q$-differential algebra. Our method is based on the theorem which states that if there exists an element $v$ of graded associative unital $\mathbb{C}$-algebra which satisfies the relation $v^{N}=\mathbb{1}$ then this algebra can be endowed with the structure of graded $q$-differential algebra. We can apply this theorem to a semi-commutative Galois extension because we have an element $\tau$ with the property $\tau^{N}=\mathbb{1}$, and this allows us to equip a semi-commutative Galois extension with the structure of graded $q$-differential algebra. Then we study the first and higher order noncommutative differential calculus induced by the $N$-differential of graded $q$-differential algebra. We introduce a derivative and differential with the help of first order noncommutative differential calculus developed in the papers $[5,15]$. We also study the higher order noncommutative differential calculus and in this case we consider a differential $d$ as an analog of exterior differential and the elements of higher order differential calculus as analogs of differential forms. Finally we apply our calculus to reduced quantum plane [17].

Chapter 2 is devoted to a first order differential calculus of noncommutative geometry. Here we consider coordinate calculus and later we apply this coordinate calculus to describe first order differential calculus over graded associative unital algebra $\mathscr{A}$. We use right $\mathscr{A}$-module, twisted Leibniz rule to derive a matrix $A_{j}^{i}(f)$ which is square matrix of order $N$. This is not a conventional matrix because here we a superscript $i$ as an index of column and a subscript $j$ as an index of row. Next we show that the matrix $A_{j}^{i}(f)$ determines a homomorphism from an algebra $\mathscr{A}$ to the algebra of matrices over $\mathscr{A}$. After that we define partial derivatives of coordinate differential calculus of an algebra with relations. In Section 2.2.1 we present Grassmann algebra and its first order differential calculus. Here in this section we use twisted Leibniz rule to describe the derivatives of monomial and get the result

$$
\frac{\partial \xi^{I}}{\partial \xi^{i}}=\sum_{r=1}^{p}(-1)^{r-1} \delta_{i}^{i_{r}} \xi^{i_{1}} \xi^{i_{2}} \ldots \hat{\xi}^{i_{r}} \ldots \xi^{i_{p}}
$$

where $\hat{\xi}^{i_{r}}$ stands for a generator $\xi^{i_{r}}$ which is removed from monomial $\xi^{I}$. In Section 2.2.2 we present quantum space and its first order differential calculus. Proposition 2.2 .2 shows that for any function $f$ the second order derivatives of the first order differential calculus $x^{i} d x^{j}=p^{i j} d x^{j} x^{i}$ of a quantum space satisfy the rela-
tions $\frac{\partial^{2} f}{\partial x^{i} \partial x^{j}}=p^{j i} \frac{\partial^{2} f}{\partial x^{j} \partial x^{i}}$ where $i, j=1,2, \cdots, n$. In Section 2.2 .4 we present ternary Grassmann algebra with cubic relations, here in this section we assume that product of any triple of generators of an algebra obey the relation $\left\{\zeta^{\mu}, \zeta^{\nu}, \zeta^{\kappa}\right\}_{\mathbb{Z}_{3}}=$ 0 . Proposition 2.2.6 asserts that the product of any four generators of ternary Grassmann algebra vanishes and the vector space of a cyclic 3-Grassmann algebra is a finite dimensional and the dimension of vector space is $\left(N^{3}+3 N^{2}+\right.$ $2 N+3) / 3$. We also describe some more propositions about 3-Grassmann algebras and one of them is Proposition 2.2.8 which deduce that the dimension of a cyclic 3-Grassmann algebra with involution generated by $\theta^{1}, \theta^{2}, \cdots, \theta^{N}$ and $\bar{\theta}^{\dot{A}}, \bar{\theta}^{\dot{B}}, \cdots, \bar{\theta}^{\dot{N}}$ is equal to the square of the dimension of a cyclic 3-Grassmann algebra generated by $\theta^{1}, \theta^{2}, \cdots, \theta^{N}$. Finally we present differential calculus over ternary Grassmann algebra.

Chapter 3 is devoted to graded differential algebras. In the first part of this chapter we describe graded associative unital algebras with the help of additive Abelian group which is used to label the subspaces of graded algebra. We know that graded differential algebras plays a important role in noncommmutative geometry so here in this chapter we emphasize superalgebras as $\mathbb{Z}_{2}$-graded structure. We firstly denote $\mathbb{Z}_{2}$-graded vector space as $\mathscr{V}=\mathscr{V}^{\overline{0}} \oplus \mathscr{V}^{\overline{1}}$ and this is called super vector space where $\mathscr{V}^{\overline{0}}$ referred to as the even elements of the subspace and $\mathscr{V}^{\overline{1}}$ as the odd elements of super vector space. After that we give a definition of superalgebra by means of $\mathbb{Z}_{2}$-graded structure and here it is defined as $\mathscr{A}=\mathscr{A}^{\overline{0}} \oplus \mathscr{A}^{\overline{1}}$. As we know that superalgebras are widely used in the supersymmetric field theories of modern theoretical physics so here we firstly describe some notations and examples of superalgebras by using graded $\mathbb{Z}_{2}$-graded structure. After that we present a section devoted to superalgebras and super Lie algebras. In Section 3.1.3 we define a graded structure of a 3-Grassmann algebra and propose its extension to the ternary Grassmann algebra with involution. In the second part of this chapter we consider some examples and notations of cochain complexes such as the Chevalley-Eilenberg complex of a Lie algebra. We present some definitions and those definitions show that graded algebra is the special case of graded $q$-differential algebra.

Chapter 4 is devoted to graded $q$-differential algebras and Galois noncommutative extension. We divide the chapter into two parts and in the first part of the chapter we describe the notations, theorems, propositions and examples of graded $q$-differential algebras and the second part of this chapter is devoted to semi-commutative Galois extension. We know that graded $q$-differential algebra
is very important topic in modern differential geometry, quark theory and theoretical physics. Here we firstly remind some notations, characteristics, properties of $q$-calculus. We also remind the reader the notations such as graded $q$-commutator, graded $q$-derivation of degree $m$, graded $q$-Leibniz rule and inner graded $q$-derivation. Next we present a notion of generalized cohomologies which is based on the notion of homological algebra such as differential module, graded module, cochain complex, cohomologies of cochain complex and cosimplical module. We propose the method of construction of graded $q$-differential algebra. This method is based on the theorem asserts that if there exists an element $v$ of grading one which satisfies the condition $v^{N} \in \mathscr{Z}(\mathscr{A})$ where $\mathscr{Z}(\mathscr{A})$ denotes the graded center of the associative unital algebra $\mathscr{A}$, then the inner graded $q$ derivation $d=a d_{v}^{q}$ of degree 1 is an $N$-differential. In Section 4.1 .5 we deduce graded $q$-differential algebra of matrices to describe the matrix structure $\operatorname{Mat}_{N}(\mathbb{C})$. Then we calculate partial derivatives of graded $q$-differential algebra. We also study higher order derivatives of $q$-differential algebra which is similar to the exterior calculus. Second part of this chapter is devoted to the relation between semi-commutative Galois extension and graded $q$-differential algebras.

## Chapter 2

## First Order Differential Calculus of Noncommutative Geometry

### 2.1 Differential Calculus over Associative Unital Algebra

It is well known that the set of smooth functions $C^{\infty}\left(M^{n}\right)$ of a finite dimensional smooth manifold $M^{n}$ is the associative unital algebra. The vector space of smooth differential forms of degree one of this manifold $\Omega^{1}\left(M^{n}\right)$ can be viewed as the module over the algebra of smooth functions $C^{\infty}\left(M^{n}\right)$. We remind that in modern differential geometry of smooth manifolds functions commute with differential forms of degree one. Locally the module of differential forms of degree one is the finite module freely generated by the differentials of local coordinates $d x^{1}, d x^{2}, \ldots, d x^{n}$. The differential $d$ maps the algebra of smooth functions to the module of differential forms of degree one, i.e. $d: C^{\infty}\left(M^{n}\right) \longrightarrow \Omega^{1}\left(M^{n}\right)$. The triple $\left(C^{\infty}\left(M^{n}\right), \Omega^{1}\left(M^{n}\right), d\right)$ is referred to as the first order differential calculus of a smooth manifold. In this section we will describe noncommutative geometry approach to first order differential calculus.

### 2.1.1 Coordinate first order differential calculus over algebra

Let $\mathscr{A}$ be a unital associative algebra which is not necessarily commutative and $\mathscr{M}$ be a $\mathscr{A}$-bimodule.

Definition 2.1.1. A linear mapping $d: \mathscr{A} \longrightarrow \mathscr{M}$ is said to be a differential if it satisfies the Leibniz rule

$$
\begin{equation*}
d(a b)=d a \cdot b+a \cdot d b, \quad a, b \in \mathscr{A} . \tag{2.1.1}
\end{equation*}
$$

The triple $(\mathscr{A}, \mathscr{M}, d)$ is referred to as a first order differential calculus over an algebra $\mathscr{A}$.

The definition of first order differential calculus is quite general and, in order to have a structure more similar to first order differential calculus of a smooth manifold than one given by definition (2.1.1), we can use a coordinate first order differential calculus. For this purpose we assume that algebra $\mathscr{A}$ is generated by finite set of variables $x^{1}, x^{2}, \ldots, x^{n}$ either freely (no relations) or the variables $x^{1}, x^{2}, \ldots, x^{n}$ obey some relations.

Definition 2.1.2. Let $(\mathscr{A}, \mathscr{M}, d)$ be a first order differential calculus, where algebra $\mathscr{A}$ is generated by finite set of variables $x^{1}, x^{2}, \ldots, x^{n}$. If the right $\mathscr{A}$-module $\mathscr{M}$ is freely generated by $d x^{1}, d x^{2}, \ldots, d x^{n}$, where $d: x^{i} \longrightarrow d x^{i}$, then the triple $(\mathscr{A}, \mathscr{M}, d)$ is referred to as coordinate first order differential calculus over an algebra $\mathscr{A}$.

Let $(\mathscr{A}, \mathscr{M}, d)$ be a coordinate first order differential calculus over an algebra $\mathscr{A}$. In order to stress an analogy with functions and differential 1 -forms of a smooth manifold we will denote the elements of algebra $\mathscr{A}$ by $f, g, h$ and the elements of $\mathscr{A}$-bimodule $\mathscr{M}$ by $\omega, \theta$ calling them differential 1 -forms of first order differential calculus. From definition of coordinate calculus it follows that any element $\omega$ of right $\mathscr{A}$-module can be expressed in terms of differentials of variables $d x^{1}, d x^{2}, \ldots, d x^{n}$ as follows

$$
\begin{equation*}
\omega=d x^{1} f_{1}+d x^{2} f_{2}+\ldots+d x^{n} f_{n}=d x^{i} f_{i} \tag{2.1.2}
\end{equation*}
$$

where $f_{i} \in \mathscr{A}$. Given an element $f \in \mathscr{A}$ and making use of the left $\mathscr{A}$-module structure of $\mathscr{M}$, we can consider the product $f d x^{i}$. This product is a differential 1 -form, and consequently can be expressed in terms of differentials

$$
\begin{equation*}
f d x^{i}=d x^{j} A_{j}^{i}(f), \quad A_{j}^{i}(f) \in \mathscr{A} \tag{2.1.3}
\end{equation*}
$$

where the coefficients of the differential 1-form at the right-hand side depend on $f$. Thus given an element $f \in \mathscr{A}$ we can relate to it the $n \times n$-matrix $f \mapsto\left(A_{j}^{i}(f)\right)$, whose entries are the elements of $\mathscr{A}$. Let us denote this mapping by $A$. It is convenient to arrange the elements of the matrix $A_{j}^{i}(f)$ so, that superscript $i$ will be the column index and subscript $j$ will be the row index. Thus the matrix has the form

$$
A(f)=\left(A_{j}^{i}(f)\right)=\left(\begin{array}{cccc}
A_{1}^{1}(f) & A_{1}^{2}(f) & \ldots & A_{1}^{n}(f) \\
A_{2}^{1}(f) & A_{2}^{2}(f) & \ldots & A_{2}^{n}(f) \\
\ldots & \ldots & \ldots & \ldots \\
A_{n}^{1}(f) & A_{n}^{2}(f) & \ldots & A_{n}^{n}(f)
\end{array}\right)
$$

The square matrices of order $n$, whose entries are the elements of unital associative algebra $\mathscr{A}$, form the unital associative algebra. Let us denote this algebra by $\operatorname{Mat}_{n}(\mathscr{A})$.

Proposition 2.1.3. The mapping $A: \mathscr{A} \longrightarrow \operatorname{Mat}_{n}(\mathscr{A})$, which relates to any element $f \in \mathscr{A}$ the nth order square matrix $A(f) \in \operatorname{Mat}_{n}(\mathscr{A})$ by means of the relation (2.1.3), is the homomorphism of algebras.

Proof. Let $f, g \in \mathscr{A}$. We have $(f g) d x^{i}=d x^{j} A_{j}^{i}(f g)$. Making use of the $\mathscr{A}$ bimodule structure of $\mathscr{M}$ and applying twice the relation (2.1.3) we obtain

$$
(f g) d x^{i}=f\left(g d x^{i}\right)=f\left(d x^{k} A_{k}^{i}(g)\right)=\left(f d x^{k}\right) A_{k}^{i}(g)=d x^{j}\left(A_{j}^{k}(f) A_{k}^{i}(g)\right)
$$

Thus $A_{j}^{i}(f g)=A_{j}^{k}(f) A_{k}^{i}(g) \Rightarrow A(f g)=A(f) A(g)$.
An advantage of a coordinate first order differential calculus is that one can define and use partial derivatives with respect to variables $x^{1}, x^{2}, \ldots, x^{n}$.

### 2.1.2 Partial derivatives of coordinate differential calculus

Definition 2.1.4. Let $f \in \mathscr{A}$. Then $d f \in \mathscr{M}$ is differential 1-form and taking into consideration that the right $\mathscr{A}$-module $\mathscr{M}$ is freely generated by the differentials $d x^{1}, d x^{2}, \ldots, d x^{n}$, one can write $d f$ in the form of linear combination of the differentials (2.1.2). The coefficients of this linear combination will be referred to as the partial derivatives of $f$ with respect to variables $x^{1}, x^{2}, \ldots, x^{n}$ and denoted by $\frac{\partial f}{\partial x^{1}}, \frac{\partial f}{\partial x^{2}}, \ldots, \frac{\partial f}{\partial x^{n}}$. Hence

$$
d f=d x^{1} \frac{\partial f}{\partial x^{1}}+d x^{2} \frac{\partial f}{\partial x^{2}}+\ldots+d x^{n} \frac{\partial f}{\partial x^{n}}=d x^{i} \frac{\partial f}{\partial x^{i}} .
$$

Making use of the Leibniz rule (2.1.1) one can obtain a rule for taking partial derivative of product of $f g$, where $f, g \in \mathscr{A}$.

Proposition 2.1.5. The partial derivatives defined in (2.1.4) satisfy the twisted Leibniz rule, i.e. for any two elements $f, g \in \mathscr{A}$ it holds

$$
\frac{\partial}{\partial x^{i}}(f g)=\frac{\partial f}{\partial x^{i}} g+A_{i}^{j}(f) \frac{\partial g}{\partial x^{j}}
$$

Proof. Applying the Leibniz rule (2.1.1) to the product of two elements $f g$ and then the definition of partial derivatives (2.1.4) we get

$$
\begin{aligned}
d x^{i} \frac{\partial}{\partial x^{i}}(f g) & =d x^{i} \frac{\partial f}{\partial x^{i}} g+f d x^{i} \frac{\partial g}{\partial x^{j}}=d x^{i} \frac{\partial f}{\partial x^{i}} g+d x^{i} A_{i}^{j}(f) \frac{\partial g}{\partial x^{j}} \\
& =d x^{i}\left(\frac{\partial f}{\partial x^{i}} g+A_{i}^{j}(f) \frac{\partial g}{\partial x^{j}}\right)
\end{aligned}
$$

### 2.1.3 Differential calculus over algebra with relations

If algebra is a free algebra generated by a set of variables then the variables of this free algebra will be denoted by $\tilde{x}^{1}, \tilde{x}^{2}, \ldots, \tilde{x}^{n}$ and the algebra will be denoted $\tilde{\mathscr{A}}$. Let $\mathscr{A}$ be an algebra generated by $x^{1}, x^{2}, \ldots, x^{n}$ which obey relations $f_{\alpha}\left(x^{1}, x^{2}, \ldots, x^{n}\right)=0$, where $\alpha=1,2, \ldots, r$. Assume that we have a first order differential calculus $(\mathscr{A}, \mathscr{M}, d)$ over an algebra $\mathscr{A}$ and $A: \mathscr{A} \longrightarrow \operatorname{Mat}_{n}(\mathscr{A})$ is a homomorphism of this first order differential calculus. Let $\mathscr{I}$ is the two-sided ideal of $\mathscr{\mathscr { A }}$ generated by the elements $f_{\alpha}\left(\tilde{x}^{1}, \tilde{x}^{2}, \ldots, \tilde{x}^{n}\right)$. Then $\tilde{\mathscr{A}} / \mathscr{I} \equiv \mathscr{A}$. Define a homomorphism $\pi: \tilde{\mathscr{A}} \longrightarrow \mathscr{A}$ by $\pi\left(\tilde{x}^{i}\right)=x^{i}$. Obviously $\operatorname{Ker}_{\tilde{\sim}} \pi=\mathscr{I}$. Let $\tilde{\mathscr{M}}$ be the right $\tilde{\mathscr{A}}$-module freely generated by the elements $\tilde{d x^{1}}, \tilde{d x^{2}}, \ldots, d \tilde{x}^{n}$. We define the differential $\tilde{d}: \tilde{\mathscr{A}} \longrightarrow \tilde{\mathscr{M}}$ by $\tilde{d}\left(\tilde{x}^{i}\right)=\tilde{d x^{i}}$, extend it to the whole free algebra $\tilde{\mathscr{A}}$ by means of Leibniz rule and define the $\tilde{\mathscr{A}}$-bimodule structure of $\tilde{\mathscr{M}}$ by

$$
g \tilde{d x} x^{i}=\tilde{d x^{k}} \tilde{A}_{k}^{i}(g)
$$

where $\tilde{A}_{k}^{i}\left(\tilde{x}^{j}\right)=A_{k}^{i}\left(\tilde{x}^{j}\right)+R_{k}^{i}\left(\tilde{x}^{j}\right), R_{i}^{k}\left(\tilde{x}^{j}\right) \in \mathscr{I}$.
Theorem 2.1.6. The triple $(\tilde{\mathscr{A}}, \tilde{d}, \tilde{\mathscr{M}})$ is the first order differential calculus over the free algebra where $\tilde{d}$ satisfies $\psi \circ \tilde{d}=d \circ \pi$ and

$$
\psi: \tilde{\mathscr{M}} \longrightarrow \mathscr{M}, \psi\left(\tilde{d x^{i}} g\right)=d x^{i} \pi(g), g \in \tilde{\mathscr{A}} .
$$

Let $\mathscr{A}$ be unital associative algebra generated by $x^{1}, x^{2}, \ldots, x^{n}$ which obey relations $f_{\alpha}\left(x^{1}, x^{2}, \ldots, x^{n}\right)=0, \alpha=1,2, \ldots m$. Let $(\mathscr{A}, \mathscr{M}, d)$ be a first order differential calculus over an algebra $\mathscr{A}$, where $d(\mathbb{1})=0, d\left(x^{i}\right)=d x^{i}$, the right $\mathscr{A}$ module $\mathscr{M}$ is freely generated by $d x^{1}, d x^{2}, \ldots, d x^{n}$, and the $\mathscr{A}$-bimodule structure of $\mathscr{M}$ is determined by a homomorphism $A: \mathscr{A} \longrightarrow \operatorname{Mat}_{n}(\mathscr{A})$. Hence we have two different structures, where one of them is a unital associative algebra with relations, and the second is a first order differential calculus over this algebra. Obviously these two structures should be consistent, and this leads to consistency conditions for $\mathscr{A}$-bimodule structure determining homomorphism $A$. It is evident that for any $\alpha=1,2, \ldots, m$ the following consistency conditions must be satisfied

$$
\begin{equation*}
d f_{\alpha}=0, \quad A\left(f_{\alpha}\right)=0 \tag{2.1.4}
\end{equation*}
$$

The first condition means that commutation relations of algebra induce differential 1-forms $\omega_{\alpha}=d f_{\alpha}$ which must vanish. Making use of partial derivatives of first order differential calculus one can write the first condition in the form

$$
\frac{\partial f_{\alpha}}{\partial x^{k}}=0, k=1,2, \ldots, n, \alpha=1,2, \ldots, m
$$

We study these conditions in the case of algebras with quadratic commutation relations because several important algebras have this kind of commutation relations. We assume

$$
\begin{equation*}
f_{\alpha}\left(x^{1}, x^{2}, \ldots, x^{n}\right)=\lambda_{\alpha, i j} x^{i} x^{j} \tag{2.1.5}
\end{equation*}
$$

where $\lambda_{\alpha, i j} \in \mathbb{C}$. The first consistency condition (2.1.4) gives

$$
\begin{aligned}
d f_{\alpha}\left(x^{1}, x^{2}, \ldots, x^{n}\right) & =\lambda_{\alpha, i j}\left(d x^{i} x^{j}+x^{i} d x^{j}\right) \\
& =\lambda_{\alpha, i j}\left(d x^{i} x^{j}+d x^{k} A_{k}^{j}\left(x^{i}\right)\right) \\
& =d x^{k}\left[\lambda_{\alpha, k j} x^{j}+\lambda_{\alpha, i j} A_{k}^{j}\left(x^{i}\right)\right]
\end{aligned}
$$

It is evident that

$$
\frac{\partial f_{\alpha}}{\partial x^{k}}=\lambda_{\alpha, k j} x^{j}+\lambda_{\alpha, i j} A_{k}^{j}\left(x^{i}\right)
$$

Taking into consideration that the right $\mathscr{A}$-module $\mathscr{M}$ is freely generated by the differentials $d x^{1}, d x^{2}, \ldots, d x^{n}$ we obtain the equations for the entries of the matrix of homomorphism $A: \mathscr{A} \longrightarrow \operatorname{Mat}_{n}(\mathscr{A})$ in the case of quadratic commutation relations

$$
\begin{equation*}
\lambda_{\alpha, k j} x^{j}+\lambda_{\alpha, i j} A_{k}^{j}\left(x^{i}\right)=0 . \tag{2.1.6}
\end{equation*}
$$

Proposition 2.1.7. If $\mathscr{A}$ is a unital associative algebra generated by $x^{1}, x^{2}, \ldots, x^{n}$ which obey quadratic commutation relations $\lambda_{\alpha, i j} x^{i} x^{j}=0$, and $(\mathscr{A}, \mathscr{M}, d)$ is a first order differential calculus over an algebra $\mathscr{A}$ with $\mathscr{A}$-bimodule structure of $\mathscr{M}$ determined by the relations $x^{i} d x^{j}=d x^{k} A_{k}^{j}\left(x^{i}\right)$ then the entries $A_{k}^{j}\left(x^{i}\right)$ of the matrix of a homomorphism $A: \mathscr{A} \longrightarrow \operatorname{Mat}_{n}(\mathscr{A})$ satisfy the equations

$$
\lambda_{\alpha, k j} x^{j}+\lambda_{\alpha, i j} A_{k}^{j}\left(x^{i}\right)=0, \quad \lambda_{\alpha, i j} A_{r}^{m}\left(x^{i}\right) A_{m}^{s}\left(x^{j}\right)=0 .
$$

### 2.2 Grassmann Algebras and Quantum Spaces

### 2.2.1 Grassmann algebra and its first order differential calculus

Let us consider a finite dimensional Grassmann algebra. It should be mentioned that a first order differential calculus described the in previous paragraph can be constructed over infinite dimensional Grassmann algebra ([14]) but in this thesis we will consider only finite dimensional case. Grassmann algebra is a unital associative algebra generated by a finite set of variables which obey some relations. Consequently we can apply the structure described in the previous paragraph to construct a first order differential calculus over Grassmann algebra.
Let $\mathscr{G}^{n}$ be a Grassmann algebra generated by $\xi^{1}, \xi^{2}, \ldots, \xi^{n}$ over $\mathbb{C}$, where the variables obey the commutation relations

$$
\begin{equation*}
\xi^{i} \xi^{j}=-\xi^{j} \xi^{i} \tag{2.2.1}
\end{equation*}
$$

The unit element of Grassmann algebra will be denoted by $\mathbb{1}$. Let us denote the set of integers $1,2, \ldots, n$ by $N$, i.e. $N=\{1,2, \ldots, n\}$, and $I=\left\{i_{1}, i_{2}, \ldots, i_{p}\right\} \subset N$ be a subset, where $1 \leq i_{1}<i_{2} \ldots<i_{p} \leq n$ and $1 \leq p \leq n$. Let us denote the number of integers in $I$ by $|I|$, i.e. for $I=\left\{i_{1}, i_{2}, \ldots, i_{p}\right\}$ we have $|I|=p$. For any subset $I$ we define the monomial of Grassmann algebra

$$
\xi^{I}=\xi^{i_{1}} \xi^{i_{2}} \ldots \xi^{i_{p}}, \quad \xi^{\emptyset}=\mathbb{1} .
$$

Then $\mathscr{G}^{n}$ is the $2^{n}$-dimensional vector space spanned by the monomials $\xi^{I}$ and for any element $f \in \mathscr{G}$ we have

$$
f=\sum_{I} f_{I} \xi^{I}
$$

where the coefficients $f_{I}=f_{i_{1} i_{2} \ldots i_{n}}$ are complex numbers. It is evident that a Grassmann algebra is a unital associative algebra with quadratic commutation relations $f^{i j}(\xi)=\lambda_{k l}^{i j} \xi^{k} \xi^{l}$, where

$$
\begin{equation*}
\lambda_{k l}^{i j}=\delta_{k}^{i} \delta_{l}^{j}+\delta_{l}^{i} \delta_{k}^{j} \tag{2.2.2}
\end{equation*}
$$

Hence we can apply the proposition proved at the end of previous section.
In order to construct a first order differential calculus over a Grassmann algebra $\mathscr{G}$ we should define a $\mathscr{G}$-bimodule $\mathscr{M}$ and a differential $d: \mathscr{G} \longrightarrow \mathscr{M}$. Let us introduce a set of new variables $d \xi^{1}, d \xi^{2}, \ldots, d \xi^{n}$ which will be referred to as the differentials of Grassmann algebra variables. Now we use these differentials as elements of a basis to generate left (right) $\mathscr{G}$-module by multiplying $d \xi^{1}, d \xi^{2}, \ldots, d \xi^{n}$ by the elements of $\mathscr{G}$ from the left (right). Let us assume that $\mathscr{G}-$ bimodule structure is determined by a homomorphism $A: \mathscr{G} \longrightarrow \operatorname{Mat}_{n}(\mathscr{G})$, where $f d \xi^{i}=d \xi^{j} A_{j}^{i}(f)$. Let us denote this $\mathscr{G}$-bimodule by $\mathscr{M}$. According to Proposition 2.1.4 the entries $A_{j}^{i}$ of the matrix of homomorphism must satisfy two equations

$$
\lambda_{k l}^{i j} \xi^{l}+\lambda_{r l}^{i j} A_{k}^{l}\left(\xi^{r}\right)=0, \quad \lambda_{k l}^{i j} A_{r}^{m}\left(\xi^{k}\right) A_{m}^{s}\left(\xi^{l}\right)=0
$$

Taking into account the expressions (2.2.2) for the coefficients of quadratic relations we see that these equations can be written in the form

$$
\begin{align*}
A_{k}^{j}\left(\xi^{i}\right)+A_{k}^{i}\left(\xi^{j}\right)+\delta_{k}^{i} \xi^{j}+\delta_{k}^{j} \xi^{i} & =0  \tag{2.2.3}\\
A_{r}^{m}\left(\xi^{i}\right) A_{m}^{s}\left(\xi^{j}\right)+A_{r}^{m}\left(\xi^{j}\right) A_{m}^{s}\left(\xi^{i}\right) & =0 \tag{2.2.4}
\end{align*}
$$

It is worth mentioning that the first equation can be obtained by a straightforward computation with the help of differential. Indeed we define a differential $d: \mathscr{G} \longrightarrow \mathscr{M}$ in the case of unit element and generators by

$$
d(\mathbb{1})=0, d\left(\xi^{i}\right)=d \xi^{i}
$$

In order to extend this differential to any monomial $\xi^{I}$ we will use the Leibniz rule for a differential $d$ and a matrix $A$. Differentiating commutation relations of Grassmann algebra (2.2.1) we get

$$
d \xi^{i} \xi^{j}+d \xi^{j} \xi^{i}+\xi^{i} d \xi^{j}+\xi^{j} d \xi^{i}=0
$$

Making use of a homomorphism $A$ we can write the above equation in the form

$$
\begin{equation*}
A_{k}^{j}\left(\xi^{i}\right)+A_{k}^{i}\left(\xi^{j}\right)+\delta_{k}^{j} \xi^{i}+\delta_{k}^{i} \xi^{j}=0 \tag{2.2.5}
\end{equation*}
$$

Consequently differentiating the commutation relations of Grassmann algebra and making use of the definition of homomorphism $A$ we obtain the consistency condition (2.2.5) for the entries of a matrix $A$. We can solve the equations (2.2.3,2.2.4) by putting

$$
A_{k}^{i}\left(\xi^{j}\right)=-\delta_{k}^{i} \xi^{j}
$$

Thus the matrix of homomorphism $A: \mathscr{G} \longrightarrow \operatorname{Mat}_{n}(\mathscr{G})$ in the case of generators has the form

$$
A\left(\xi^{i}\right)=\left(\begin{array}{cccc}
-\xi^{i} & 0 & \ldots & 0  \tag{2.2.6}\\
0 & -\xi^{i} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & -\xi^{i}
\end{array}\right)
$$

From this it follows that $\xi^{i} d \xi^{j}=-d \xi^{j} \xi^{i}$. Extending these relations to any monomial $\xi^{I}$ we obtain

$$
\begin{equation*}
\xi^{I} d \xi^{i}=(-1)^{|I|} d \xi^{i} \xi^{I} \tag{2.2.7}
\end{equation*}
$$

The derivatives of this first order differential calculus is defined by $d \xi^{I}=d x^{i} \frac{\partial \xi^{I}}{\partial x^{i}}$. We can calculate a derivative of monomial $\xi^{I}$ with the help of twisted Leibniz rule (4.2.7). Indeed

$$
\begin{align*}
\frac{\partial \xi^{I}}{\partial \xi^{i}} & =\frac{\partial \xi^{i_{1}}}{\partial \xi^{i}} \xi^{i_{2}} \ldots \xi^{i_{p}}+A_{i}^{k}\left(\xi^{i_{1}}\right) \frac{\partial\left(\xi^{i_{2}} \ldots \xi^{i_{p}}\right)}{\partial \xi^{k}} \\
& =\delta_{i}^{i_{1}} \xi^{i_{2}} \ldots \xi^{i_{p}}-\delta_{i}^{k} \xi^{i_{1}} \frac{\partial\left(\xi^{i_{2}} \ldots \xi^{i_{p}}\right)}{\partial \xi^{k}} \\
& =\delta_{i}^{i_{1}} \xi^{i_{2}} \ldots \xi^{i_{p}}-\xi^{i_{1}} \frac{\partial\left(\xi^{i_{2}} \ldots \xi^{i_{p}}\right)}{\partial \xi^{i}} \\
& =\sum_{r=1}^{p}(-1)^{r-1} \delta_{i}^{i_{r}} \xi^{i_{1}} \xi^{i_{2}} \ldots \hat{\xi}^{i_{r}} \ldots \xi^{i_{p}} \tag{2.2.8}
\end{align*}
$$

where $\hat{\xi}^{i_{r}}$ stands for a generator $\xi^{i_{r}}$ which is removed from monomial $\xi^{I}$. The above formula shows that the first order differential calculus over a Grassmann algebra constructed in this paragraph leads to the well known partial derivatives of Grassmann algebra ([14]).

Proposition 2.2.1. The partial derivatives of Grassmann algebra (2.2.8) anticommute, i.e. for any two generators $\xi^{i}, \xi^{j}$ we have

$$
\begin{equation*}
\frac{\partial^{2}}{\partial \xi^{i} \partial \xi^{j}}=-\frac{\partial^{2}}{\partial \xi^{j} \partial \xi^{i}} \tag{2.2.9}
\end{equation*}
$$

Proof. Consider any monomial $\xi^{I}=\xi^{i_{1}} \xi^{i_{2}} \ldots \xi^{i_{p}}$. It follows from (2.2.8) that if there is no either $\xi^{i}$ or $\xi^{j}$ in this monomial then the both second order derivatives in (2.2.9) are zeros, and the formula (2.2.9) is proved. Assume that a monomial $\xi^{I}$ contains both generators $\xi^{i}, \xi^{j}$, where $\xi^{i}$ stands in this monomial on $r$ th position (from the left) and $\xi^{j}$ stands on $s$ th position (also from the left). Let $r<s$. Making use of the formula (2.2.8) we find

$$
\begin{aligned}
\frac{\partial^{2} \xi^{I}}{\partial \xi^{i} \partial \xi^{j}} & =(-1)^{r+s-3} \xi^{i_{1}} \xi^{i_{2}} \ldots \hat{\xi}^{i_{r}} \ldots \hat{\xi}^{i_{s}} \ldots \xi^{i_{p}}, \\
\frac{\partial^{2} \xi^{I}}{\partial \xi^{j} \partial \xi^{i}} & =(-1)^{r+s-2} \xi^{i_{1}} \xi^{i_{2}} \ldots \hat{\xi}^{i_{r}} \ldots \hat{\xi}^{i_{s}} \ldots \xi^{i_{p}},
\end{aligned}
$$

and we see that the partial derivatives anticommute.

### 2.2.2 Quantum space and its first order differential calculus

An algebra of functions of a quantum space with coordinate functions $x^{1}, x^{2}, \ldots, x^{n}$ is a unital associative algebra $\mathscr{A}$ over complex numbers $\mathbb{C}$ generated by variables $x^{1}, x^{2}, \ldots, x^{n}$ which obey the following commutation relations

$$
\begin{equation*}
x^{i} x^{j}=p^{i j} x^{j} x^{i}, \quad i, j=1,2, \ldots, n \tag{2.2.10}
\end{equation*}
$$

where $p^{i j}$ are complex numbers such that $p^{i i}=1, p^{j i}=\left(p^{i j}\right)^{-1}$. If $p^{i j}=1$ for any $i, j$ then the coordinate functions $x^{1}, x^{2}, \ldots, x^{n}$ of a space commute $x^{i} x^{j}=x^{j} x^{i}$, and we have a classical (commutative) space. In this section we assume $p^{i j} \neq 1$ for $i \neq j$.

The commutation relations of a quantum space show that we have the algebra of functions with quadratic commutation relation. Hence we can study a first order differential calculus of a quantum space by applying results obtained in the section for algebras with quadratic commutation relations. It is easy to see that the coefficients of polynomials of commutation relations are given by the expressions

$$
\lambda_{k l}^{i j}=\delta_{k}^{i} \delta_{l}^{j}-p^{i j} \delta_{l}^{i} \delta_{k}^{j}
$$

Hence the consistency conditions for the entries of a matrix of homomorphism (Proposition 2.1.7)

$$
\lambda_{k l}^{i j} x^{l}+\lambda_{r l}^{i j} A_{k}^{l}\left(x^{r}\right)=0
$$

take on the form of the equations

$$
\begin{equation*}
A_{k}^{j}\left(x^{i}\right)-p^{i j} A_{k}^{i}\left(x^{j}\right)=p^{i j} \delta_{k}^{j} x^{i}-\delta_{k}^{i} x^{j} \tag{2.2.11}
\end{equation*}
$$

As in the case of a Grassmann algebra, here we can find a similar particular solution of consistency equation

$$
\begin{equation*}
A_{k}^{j}\left(x^{i}\right)=p^{i j} \delta_{k}^{j} x^{i} \tag{2.2.12}
\end{equation*}
$$

This solution means the following commutation relations between coordinate functions and their differentials

$$
\begin{equation*}
x^{i} d x^{j}=p^{i j} d x^{j} x^{i} \tag{2.2.13}
\end{equation*}
$$

Now we can find a partial derivative of any product $x^{i} x^{j}$ which can be written as

$$
\begin{equation*}
\frac{\partial\left(x^{i} x^{j}\right)}{\partial x^{k}}=\delta_{k}^{i} x^{j}+A_{k}^{l}\left(x^{i}\right) \delta_{l}^{j}=\delta_{k}^{i} x^{j}+p^{i j} \delta_{k}^{j} x^{i} \tag{2.2.14}
\end{equation*}
$$

From the above formula it is easy to get that for any power function $\left(x^{i}\right)^{r}$ we have

$$
\frac{\partial\left(x^{i}\right)^{r}}{\partial x^{j}}=r \delta_{j}^{i}\left(x^{i}\right)^{r-1}
$$

Obviously each function of a quantum space can be written as a linear combination of a product of power functions $f_{r_{1} r_{2} \ldots r_{n}}(x)=\left(x^{1}\right)^{r_{1}}\left(x^{2}\right)^{r_{2}} \ldots\left(x^{n}\right)^{r_{n}}$. Thus the general formula for a first order derivative of a function of a quantum space is

$$
\begin{aligned}
& \frac{\partial f_{r_{1} r_{2} \ldots r_{n}}(x)}{\partial x^{k}}=\sum_{k=1}^{n} r_{k} \delta_{j}^{k}\left(p^{1 j}\right)^{r_{1}}\left(p^{2 j}\right)^{r_{2}} \ldots\left(p^{k-1, j}\right)^{r_{k-1}} \times \\
& \times\left(x^{1}\right)^{r_{1}}\left(x^{2}\right)^{r_{2}} \ldots\left(x^{k}\right)^{r_{k}-1} \ldots\left(x^{n}\right)^{r_{n}} .
\end{aligned}
$$

Proposition 2.2.2. For any function $f$ the second derivatives of the first order differential calculus (2.2.13) of a quantum space satisfy the relations

$$
\frac{\partial^{2} f}{\partial x^{i} \partial x^{i}}=p^{j i} \frac{\partial^{2} f}{\partial x^{j} \partial x^{i}}, \quad i, j=1,2, \ldots, n .
$$

Proof. First we prove this statement for any product $x^{i} x^{j}$ of coordinate functions. We have

$$
\begin{aligned}
& \frac{\partial^{2}\left(x^{i} x^{j}\right)}{\partial x^{k} \partial x^{m}}=\delta_{k}^{i} \delta_{m}^{j}+p^{i j} \delta_{k}^{j} \delta_{m}^{i} \\
& \frac{\partial^{2}\left(x^{i} x^{j}\right)}{\partial x^{m} \partial x^{k}}=\delta_{m}^{i} \delta_{k}^{j}+p^{i j} \delta_{m}^{j} \delta_{k}^{i}
\end{aligned}
$$

Hence

$$
\begin{align*}
\frac{\partial^{2}\left(x^{i} x^{j}\right)}{\partial x^{k} \partial x^{m}}-p^{m k} \frac{\partial^{2}\left(x^{i} x^{j}\right)}{\partial x^{m} \partial x^{k}}= & \delta_{k}^{i} \delta_{m}^{j}+p^{i j} \delta_{k}^{j} \delta_{m}^{i} \\
& -p^{m k} \delta_{m}^{i} \delta_{k}^{j}-p^{m k} p^{i j} \delta_{m}^{j} \delta_{k}^{i} \tag{2.2.15}
\end{align*}
$$

If $k=m$ then

$$
\frac{\partial^{2}\left(x^{i} x^{j}\right)}{\left(\partial x^{k}\right)^{2}}-p^{k k} \frac{\partial^{2}\left(x^{i} x^{j}\right)}{\left(\partial x^{k}\right)^{2}}=\delta_{k}^{i} \delta_{k}^{j}+p^{i j} \delta_{k}^{j} \delta_{k}^{i}-p^{k k} \delta_{k}^{i} \delta_{k}^{j}-p^{k k} p^{i j} \delta_{k}^{j} \delta_{k}^{i}=0
$$

If $k \neq m$ then we have only two non-vanishing combinations in (2.2.15), where either $i=k, j=m$ or $i=m, j=k$. If $i=k, j=m$ then the second and the forth term in (2.2.15) vanish, and we have

$$
\frac{\partial^{2}\left(x^{i} x^{j}\right)}{\partial x^{k} \partial x^{m}}-p^{m k} \frac{\partial^{2}\left(x^{i} x^{j}\right)}{\partial x^{m} \partial x^{k}}=\delta_{k}^{k} \delta_{m}^{m}-p^{m k} p^{k m} \delta_{m}^{m} \delta_{k}^{k}=0
$$

where we used $p^{m k} p^{k m}=1$. The case $i=m, j=k$ can be proved analogously. It can be shown that if we consider a triple product (or higher order) of coordinate functions then a proof can be reduced to the previously proved case of binary products of coordinate functions. Indeed let us consider a triple product $x^{i} x^{j} x^{s}$. Then

$$
\begin{gather*}
\frac{\partial^{2}\left(x^{i} x^{j} x^{s}\right)}{\partial x^{k} \partial x^{m}}=\delta_{k}^{i} \delta_{m}^{j} x^{s}+p^{j s} \delta_{k}^{i} \delta_{m}^{s} x^{j}+p^{i j} \delta_{k}^{j} \delta_{m}^{i} x^{s}+p^{i j} p^{i s} \delta_{k}^{j} \delta_{m}^{s} x^{i} \\
+p^{i k} p^{j s} \delta_{m}^{i} \delta_{k}^{s} x^{j}+p^{i k} p^{j s} p^{i j} \delta_{k}^{s} \delta_{m}^{j} x^{i} \tag{2.2.16}
\end{gather*}
$$

Now we can calculate the expression

$$
\frac{\partial^{2}\left(x^{i} x^{j}\right)}{\partial x^{k} \partial x^{m}}-p^{m k} \frac{\partial^{2}\left(x^{i} x^{j}\right)}{\partial x^{m} \partial x^{k}},
$$

and collecting correspondingly all coefficients of functions $x^{i}, x^{j}, x^{s}$ we get the expressions

$$
\begin{aligned}
\delta_{k}^{i} \delta_{m}^{j}+p^{i j} \delta_{k}^{j} \delta_{m}^{i}-p^{m k} \delta_{m}^{i} \delta_{k}^{j}-p^{i j} p^{m k} \delta_{k}^{i} \delta_{m}^{j}, & \left(\text { for } x^{s}\right), \\
p^{i s} \delta_{k}^{j} \delta_{m}^{s}+p^{i k} p^{j s} \delta_{k}^{s} \delta_{m}^{j}-p^{m k} p^{i s} \delta_{m}^{j} \delta_{k}^{s}-p^{i m} p^{m k} p^{j s} \delta_{k}^{j} \delta_{m}^{s}, & \left(\text { for } x^{i}\right), \\
\delta_{k}^{i} \delta_{m}^{s}+p^{i k} \delta_{k}^{s} \delta_{m}^{i}-p^{m k} \delta_{m}^{i} \delta_{k}^{s}-p^{i m} p^{m k} \delta_{m}^{s} \delta_{k}^{i}, & \left(\text { for } x^{j}\right)
\end{aligned}
$$

The first expression is exactly the expression (2.2.15) in the binary case, and hence it vanishes. The second and third expression also vanish and this can be proved either by the method similar to one used in binary case or by rearranging indexes.

Let us find the general solution of the equations (2.2.11), where unknowns are the entries of matrices $A\left(x^{i}\right), i=1,2, \ldots, n$ of homomorphism $A " \mathscr{A} \longrightarrow \operatorname{Mat}_{n}(\mathscr{A})$. First we observe that if we assume $i=j$ then the equations (2.2.11) become identities. Indeed if $i=j$ then

$$
A_{k}^{i}\left(x^{i}\right)-A_{k}^{i}\left(x^{i}\right)=\delta_{k}^{i} x^{i}-\delta_{k}^{i} x^{i} \equiv 0
$$

and the both sides of equations vanish. This shows that for any $i=1,2, \ldots, n$ there are no conditions for the entries $A_{1}^{i}\left(x^{i}\right), A_{2}^{i}\left(x^{i}\right), \ldots, A_{n}^{i}\left(x^{i}\right)$ of the matrix of homomorphism $A\left(x^{i}\right)$. These entries form $i$ th column of the matrix $A\left(x^{i}\right)$, and they determine the commutation relation for the product $x^{i} d x^{i}$, i.e.

$$
x^{i} d x^{i}=d x^{1} A_{1}^{i}\left(x^{i}\right)+d x^{2} A_{2}^{i}\left(x^{i}\right)+d x^{3} A_{3}^{i}\left(x^{i}\right)+\ldots+d x^{n} A_{n}^{i}\left(x^{i}\right)
$$

Thus there are no conditions for the coefficients of the right-hand side of the above relation, and we can consider them as free parameters of our first order differential calculus of a quantum space.

Next important observation is that the equations (2.2.11) do not change if we substitute $i \leftrightarrow j$. Thus we get the independent equations considering $i<j$. It follows from the structure of the equations (2.2.11) that the general solution can be written in the form

$$
\begin{equation*}
A_{k}^{i}\left(x^{j}\right)=p^{j i} A_{k}^{j}\left(x^{i}\right)+p^{j i} \delta_{k}^{i} x^{j}-\delta_{k}^{j} x^{i}, \quad i<j . \tag{2.2.17}
\end{equation*}
$$

Let us fix $i=1$ and $2 \leq j \leq n$. Then the above solution takes on the form

$$
A_{k}^{1}\left(x^{j}\right)=p^{j 1} A_{k}^{j}\left(x^{1}\right)+p^{j 1} \delta_{k}^{1} x^{j}-\delta_{k}^{j} x^{1}
$$

which shows that the first column of every matrix $A\left(x^{j}\right)$ starting from the second ( $2 \leq j \leq n$ ) is expressed in terms of the entries of $j$ th column of the first matrix $A\left(x^{1}\right)$. Taking into consideration that the entries of the first column of the first matrix $A\left(x^{1}\right)$ can be considered as free parameters (there are no relations for them) we conclude that the entries of the first matrix $A\left(x^{1}\right)$ can be taken as free parameters of a first order differential calculus. Hence we have $n^{2}$ free parameters. Analogously if we fix $i=2$ and $3 \leq j \leq n$ then the solution (2.2.17) can be written as

$$
A_{k}^{2}\left(x^{j}\right)=p^{j 2} A_{k}^{j}\left(x^{2}\right)+p^{j 2} \delta_{k}^{2} x^{j}-\delta_{k}^{j} x^{2}
$$

Hence the second column of every matrix $A\left(x^{j}\right)$ starting from the third $(3 \leq j \leq n)$ is expressed in terms of the entries of $j$ th column of the second matrix $A\left(x^{2}\right)$. We can consider the entries of the second matrix except for the first column as free parameters, and the second matrix gives us $n^{2}-n$ free parameters. Continuing this process we find the number of free parameters

$$
n^{2}-n+n^{2}-2 n+\ldots n^{2}-(n-1) n=\frac{n^{2}(n+1)}{2}
$$

Theorem 2.2.3. Let $L_{A}(\mathscr{A})$ be the vector space spanned by the column-vectors

$$
A^{1}\left(x^{1}\right), A^{2}\left(x^{1}\right), \ldots, A^{1}\left(x^{2}\right), A^{2}\left(x^{2}\right), \ldots, A^{n}\left(x^{n}\right)
$$

of the matrices $A\left(x^{1}\right), A\left(x^{2}\right), \ldots, A\left(x^{n}\right)$ of a homomorphism $A: \mathscr{A} \longrightarrow \operatorname{Mat}_{n}(\mathscr{A})$. Then the consistency equations

$$
A^{j}\left(x^{i}\right)-p^{i j} A^{i}\left(x^{j}\right)=p^{i j} E^{j} x^{i}-E^{i} x^{j},(i<j)
$$

where $E^{i}$ is the ith column of unit matrix $E$, determine the subspace $\tilde{L}_{A}(\mathscr{A}) \subset$ $L_{A}(\mathscr{A})$ and

$$
\operatorname{dim} \tilde{L}_{A}(\mathscr{A})=\frac{n(n+1)}{2} .
$$

We can apply this general result to a 2-dimensional quantum space which is usually referred to as a quantum plane. In this case $n=2$, and the coordinate functions of a quantum plane are denoted by $x, y$. They obey the commutation relation

$$
\begin{equation*}
x y=q y x, \tag{2.2.18}
\end{equation*}
$$

where $q \neq 1$ is a complex number. Let us denote the algebra of functions of a quantum plane by $\mathscr{A}_{x y}$. A homomorphism $A: \mathscr{A}_{x y} \longrightarrow \operatorname{Mat}_{2}\left(\mathscr{A}_{x y}\right)$ is entirely determined by two matrices

$$
A(x)=\left(\begin{array}{cc}
A_{1}^{1}(x) & A_{1}^{2}(x) \\
A_{2}^{1}(x) & A_{2}^{2}(x)
\end{array}\right), \quad A(y)=\left(\begin{array}{cc}
A_{1}^{1}(y) & A_{1}^{2}(y) \\
A_{2}^{1}(y) & A_{2}^{2}(y)
\end{array}\right) .
$$

We have only one consistency equation which can be written in the terms of column-vectors as follows

$$
A^{2}(x)-q A^{1}(y)=q E^{2} x-E^{1} y .
$$

We can solve this equation by expressing the first column $A^{1}(y)$ of the second matrix $A(y)$ in the terms of the second column $A^{2}(x)$ of the first matrix $A(x)$

$$
A^{1}(y)=q^{-1} A^{2}(x)+q^{-1} E^{1} y-E^{2} x .
$$

Hence the matrices of a homomorphism $A$ for a quantum plane have the form

$$
A(x)=\left(\begin{array}{cc}
A_{1}^{1}(x) & A_{1}^{2}(x) \\
A_{2}^{1}(x) & A_{2}^{2}(x)
\end{array}\right), \quad A(y)=\left(\begin{array}{cc}
q^{-1} A_{1}^{2}(x)+q^{-1} y & A_{1}^{2}(y) \\
q^{-1} A_{2}^{2}(x)-x & A_{2}^{2}(y)
\end{array}\right) .
$$

Consequently the commutation relation between the coordinate function $y$ and the differential $d x$ has the form

$$
y d x=d x\left(q^{-1} A_{1}^{2}(x)+q^{-1} y\right)+d y\left(q^{-1} A_{2}^{2}(x)-x\right) .
$$

### 2.2.3 Ternary Grassmann algebras with cubic relations

In the first subsection of this section we reminded the definition of Grassmann algebra whose generators $\xi^{1}, \xi^{2}, \ldots, \xi^{n}$ anticommute, i.e. they obey the following commutation relations

$$
\begin{equation*}
\xi^{i} \xi^{j}=-\xi^{j} \xi^{i} . \tag{2.2.19}
\end{equation*}
$$

These commutation relations are quadratic commutation relations and can be written in the equivalent form

$$
\begin{equation*}
\xi^{i} \xi^{j}+\xi^{j} \xi^{i}=0 . \tag{2.2.20}
\end{equation*}
$$

We can read these relations by saying that for any two generators $\xi^{i}, \xi^{j}$ of Grassmann algebra the sum of all permutations of generators in the binary product $\xi^{i} \xi^{j}$ is zero. This shows a way to generalization of Grassmann algebra by means of transition from binary products of generators to products of higher order. We would like to point out that it is not evident which group of permutations should be used in a transition from binary products to products of higher order. In this case of Grassmann algebra the relations (2.2.19) and (2.2.1) are equivalent which is directly related to the fact that in the case of two elements the subgroup of cyclic permutations coincides with the group of all permutations, i.e. we have $S_{2} \equiv \mathbb{Z}_{2}$. Taking higher order groups of permutations $S_{k}, k \geq 3$ we have non-trivial subgroups, for example the group $S_{3}$ has the subgroup of cyclic permutations $\mathbb{Z}_{3}$, and $\mathbb{Z}_{3} \subset S_{3}$. Evidently the whole group $S_{k}$ gives the most general condition, and we will use this group of permutations to construct a generalization of Grassmann algebra with commutation relations of $k$ th order.

Definition 2.2.4. A $k$-Grassmann algebra $\mathscr{G}^{k, n}$ is an associative unital algebra over $\mathbb{C}$ generated by the variables $\zeta^{1}, \zeta^{2}, \ldots, \zeta^{n}$ which for any sequence of integers $1 \leq \mu_{1} \leq \mu_{2} \leq \ldots \mu_{k} \leq n$ are subjected to the relations

$$
\begin{equation*}
\sum_{\sigma \in S_{k}} \zeta^{\mu_{\sigma(1)}} \zeta^{\mu_{\sigma(2)}} \ldots \zeta^{\mu_{\sigma(k)}}=0 \tag{2.2.21}
\end{equation*}
$$

where $S_{k}$ is a group of all permutations of $k$ elements.
In the present thesis we will study the case of a 3-Grassmann algebra. Hence taking $k=3$ in the above definition we get a 3-Grassmann algebra $\mathscr{G}^{3, n}$ generated by $\zeta^{1}, \zeta^{2}, \ldots, \zeta^{n}$ which obey the cubic relations

$$
\begin{equation*}
\zeta^{\mu} \zeta^{v} \zeta^{\kappa}+\zeta^{v} \zeta^{\kappa} \zeta^{\mu}+\zeta^{\kappa} \zeta^{\mu} \zeta^{v}+\zeta^{\kappa} \zeta^{v} \zeta^{\mu}+\zeta^{v} \zeta^{\mu} \zeta^{\kappa}+\zeta^{\mu} \zeta^{\kappa} \zeta^{v}=0 \tag{2.2.22}
\end{equation*}
$$

The basic relation (2.2.22) of 3-Grassmann algebra can be written in the form

$$
\left(\zeta^{\mu} \zeta^{v}+\zeta^{v} \zeta^{\mu}\right) \zeta^{\kappa}+\left(\zeta^{v} \zeta^{\kappa}+\zeta^{\kappa} \zeta^{v}\right) \zeta^{\mu}+\left(\zeta^{\mu} \zeta^{\kappa}+\zeta^{\kappa} \zeta^{\mu}\right) \zeta^{v}=0
$$

or

$$
\begin{equation*}
\left\{\zeta^{\mu}, \zeta^{v}\right\} \zeta^{\kappa}+\left\{\zeta^{v}, \zeta^{\kappa}\right\} \zeta^{\mu}+\left\{\zeta^{\mu}, \zeta^{\kappa}\right\} \zeta^{v}=0 \tag{2.2.23}
\end{equation*}
$$

where $\left\{\zeta^{\mu}, \zeta^{v}\right\}$ is the anti-commutator of the generators $\zeta^{\mu}, \zeta^{v}$. It follows immediately from this relation that the generators $\xi^{1}, \xi^{2}, \ldots, \xi^{n}$ of Grassmann algebra satisfy this relation because $\left\{\xi^{i}, \xi^{j}\right\}=\xi^{i} \xi^{j}+\xi^{j} \xi^{i}=0$. Hence every Grassmann algebra is 3-Grassmann algebra.

It is remarkable that we can find a subclass of 3-Grassmann algebras which is different from the subclass of 3-Grassmann algebras induced by Grassmann algebras. For this purpose we introduce the notion of cyclic ternary anti-commutator

$$
\left\{\zeta^{\mu}, \zeta^{v}, \zeta^{\kappa}\right\}_{\mathbb{Z}_{3}}=\zeta^{\mu} \zeta^{v} \zeta^{\kappa}+\zeta^{v} \zeta^{\kappa} \zeta^{\mu}+\zeta^{\kappa} \zeta^{\mu} \zeta^{v}
$$

and making use of this notion we write the basic relation (2.2.22) of 3-Grassmann algebra in the following form

$$
\begin{equation*}
\left\{\zeta^{\mu}, \zeta^{v}, \zeta^{\kappa}\right\}_{\mathbb{Z}_{3}}+\left\{\zeta^{\kappa}, \zeta^{v}, \zeta^{\mu}\right\}_{\mathbb{Z}_{3}}=0 \tag{2.2.24}
\end{equation*}
$$

The above relation suggests that if we require for any triple of generators of an algebra to obey the relation

$$
\begin{equation*}
\left\{\zeta^{\mu}, \zeta^{v}, \zeta^{\kappa}\right\}_{\mathbb{Z}_{3}}=0 \tag{2.2.25}
\end{equation*}
$$

then this algebra is 3 -Grassmann algebra. But this equation can be solved in the sense that a triple product $\zeta^{\mu} \zeta^{v} \zeta^{\kappa}$ can be expressed in terms of cyclic permutations of generators of this product. Indeed we can solve this relations with the help of a primitive cubic root of unity by assuming that for any triple product of generators $\zeta^{\mu} \zeta^{v} \zeta^{\kappa}$ we have the following cubic commutation relations

$$
\begin{equation*}
\zeta^{\mu} \zeta^{v} \zeta^{\kappa}=j \zeta^{v} \zeta^{\kappa} \zeta^{\mu}=j^{2} \zeta^{\kappa} \zeta^{\mu} \zeta^{v} \tag{2.2.26}
\end{equation*}
$$

Indeed, taking into consideration the property of a primitive cubic root of unity $1+j+j^{2}=0$, we find

$$
\left\{\zeta^{\mu}, \zeta^{v}, \zeta^{\kappa}\right\}_{\mathbb{Z}_{3}}=\zeta^{\mu} \zeta^{v} \zeta^{\kappa}+\zeta^{v} \zeta^{\kappa} \zeta^{\mu}+\zeta^{\kappa} \zeta^{\mu} \zeta^{v}=\left(1+j+j^{2}\right) \zeta^{\mu} \zeta^{v} \zeta^{\kappa}=0
$$

Definition 2.2.5. A cyclic 3-Grassmann algebra $\mathscr{G}_{C}^{3, N}$ or ternary Grassmann algebra with cyclic cubic relations is an associative unital algebra over complex numbers generated by variables $\theta^{1}, \theta^{2}, \ldots, \theta^{N}$ which obey the cubic commutation relations

$$
\theta^{A} \theta^{B} \theta^{C}=j \theta^{B} \theta^{C} \theta^{A}=j^{2} \theta^{C} \theta^{A} \theta^{B},
$$

where $A, B, C=1,2, \ldots, N$ and $j$ is a primitive cubic root of unity. There are no quadratic relations between generators $\theta^{1}, \theta^{2}, \ldots, \theta^{N}$, i.e. all binary products $\theta^{A} \theta^{B}$ are linearly independent.

We remind that in the case of a classical Grassmann algebra the square of every generator is zero. We have a similar relation in the case of cyclic 3-Grassmann algebra. It follows immediately from the cubic commutation relations (2.2.26) that the cube of any generator vanishes, i.e.

$$
\left(\theta^{A}\right)^{3}=0
$$

Proposition 2.2.6. A product of any four generators of ternary Grassmann algebra vanishes

$$
\theta^{A} \theta^{B} \theta^{C} \theta^{D}=0
$$

The vector space of a cyclic 3-Grassmann algebra is finite dimensional and the dimension of this vector is

$$
\operatorname{dim} \mathscr{G}_{c}^{3, N}=\frac{N^{3}+3 N^{2}+2 N+3}{3}
$$

Proof. The first statement can be proved by the following sequence of transformations by means of cubic commutation relations (2.2.26)

$$
\begin{aligned}
\left(\theta^{A} \theta^{B} \theta^{C}\right) \theta^{D}= & j \theta^{B}\left(\theta^{C} \theta^{A} \theta^{D}\right) \\
& =j^{2}\left(\theta^{B} \theta^{A} \theta^{D}\right) \theta^{C}=\theta^{A}\left(\theta^{D} \theta^{B} \theta^{C}\right)=j \theta^{A}\left(\theta^{B} \theta^{C} \theta^{D}\right)
\end{aligned}
$$

Because $1-j \neq 0$ we conclude $\theta^{A} \theta^{B} \theta^{C} \theta^{C}=0$. We can count a number of linearly independent products of generators as follows

$$
\mathbb{1}, \theta^{A}(N), \theta^{A} \theta^{B}\left(N^{2}\right),\left(\theta^{A}\right)^{2} \theta^{B}\left(N^{2}-N\right), \theta^{A} \theta^{B} \theta^{C}\left(2 C_{3}^{N}\right),
$$

where in triple products we have $A \neq B \neq C$. Taking into consideration that

$$
C_{3}^{N}=\frac{N(N-1)(N-2)}{6}
$$

we finally get

$$
\operatorname{dim} \mathscr{G}_{T}^{N}=1+N+N^{2}+N^{2}-N+\frac{N(N-1)(N-2)}{3}=\frac{N^{3}+3 N^{2}+2 N+3}{3}
$$

The simplest example of ternary Grassmann algebra is the ternary Grassmann algebra $\mathscr{G}_{c}^{3,1}$ with one generator $\theta$. The generator satisfies $\theta^{3}=0$, and any element of this algebra can be written as a linear combination of monomials $\mathbb{1}, \theta, \theta^{2}$. If $N=2$, i.e we consider the algebra $\mathscr{G}_{c}^{3,2}$ generated by two variables $\theta^{1}, \theta^{2}$, then the vector space of the ternary Grassmann algebra is spanned by

$$
\mathbb{1}, \theta^{1}, \theta^{2},\left(\theta^{1}\right)^{2}, \theta^{1} \theta^{2}, \theta^{2} \theta^{1},\left(\theta^{2}\right)^{2},\left(\theta^{1}\right)^{2} \theta^{2},\left(\theta^{1}\right)\left(\theta^{2}\right)^{2}
$$

In order to get an algebra which can be useful in theoretical physics we need to equip a cyclic 3 -Grassmann algebra with involution. We can do this by adding to the generators $\theta^{1}, \theta^{2}, \ldots, \theta^{N}$ of a cyclic 3-Grassmann algebra the set of conjugate generators $\bar{\theta}^{\dot{1}}, \bar{\theta}^{\dot{2}}, \ldots, \bar{\theta}^{\dot{N}}$, where we use dotted superscripts to stress an analogy with spinors in physics.

Definition 2.2.7. A 3-Grassmann algebra with involution $\overline{\mathscr{G}}_{c}^{3, N}$ is an associative unital algebra over $\mathbb{C}$ generated by the variables $\theta^{1}, \theta^{2}, \ldots, \theta^{N}$, and $\bar{\theta}^{\dot{A}}, \bar{\theta}^{\dot{B}}, \ldots, \bar{\theta}^{\dot{N}}$ which obey the cyclic cubic commutation relations for triple products of generators

$$
\begin{equation*}
\theta^{A} \theta^{B} \theta^{C}=j \theta^{B} \theta^{C} \theta^{A}=j^{2} \theta^{C} \theta^{A} \theta^{B} \tag{2.2.27}
\end{equation*}
$$

$$
\begin{equation*}
\bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}}=j \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}} \bar{\theta}^{\dot{A}}=j^{2} \bar{\theta}^{\dot{C}} \bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}}, \tag{2.2.28}
\end{equation*}
$$

and the quadratic relations for binary products of generators

$$
\begin{equation*}
\theta^{A} \bar{\theta}^{\dot{B}}=j^{2} \bar{\theta}^{\dot{B}} \theta^{A} . \tag{2.2.29}
\end{equation*}
$$

As in the case of a cyclic 3-Grassmann algebra $\mathscr{C}_{c}^{3, N}$ there are no commutation relations for binary products of generators of the same type, i.e. all products $\theta^{A} \theta^{B}$ and $\bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}}$ are linearly independent. An involution $\star: \overline{\mathscr{G}}_{c}^{-, N} \longrightarrow \overline{\mathscr{G}}_{c}^{\bar{\beta}^{3, N}}$ is defined as follows

$$
\begin{align*}
& \left(\theta^{A}\right)^{\star}=\bar{\theta}^{\dot{A}},\left(\theta^{A} \theta^{B}\right)^{\star}=\bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{A}},\left(\theta^{A} \theta^{B} \theta^{C}\right)^{\star}=\bar{\theta}^{\dot{C}} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{A}}  \tag{2.2.30}\\
& \left(\bar{\theta}^{\dot{A}}\right)^{\star}=\theta^{A},\left(\bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}}\right)^{\star}=\theta^{B} \theta^{A},\left(\bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}}\right)^{\star}=\theta^{C} \theta^{B} \theta^{A} . \tag{2.2.31}
\end{align*}
$$

Let $\mathscr{G}_{c}^{3, N}(\theta)$ be the cyclic 3-Grassmann subalgebra of $\overline{\mathscr{G}}_{c}^{3, N}$ generated only by the variables $\theta^{1}, \theta^{2}, \ldots, \theta^{N}$, and $\mathscr{G}_{c}^{3, N}(\bar{\theta})$ be the cyclic 3-Grassmann subalgebra of $\mathscr{\mathscr { G }}_{c}^{3, N}$ generated by the conjugate variables $\bar{\theta}^{\dot{A}}, \bar{\theta}^{\dot{B}}, \ldots, \bar{\theta}^{\dot{N}}$. Evidently both subalgebras are cyclic 3-Grassmann algebras. But it turns out that mixed triple products of generators of different type do not satisfy the cyclic relation (2.2.25), but they satisfy the basic relation of 3-Grassmann algebra (2.2.22). Indeed for a triple $\theta^{A}, \theta^{B}, \bar{\theta}^{C}$ we have

$$
\begin{aligned}
\theta^{A} \theta^{B} \bar{\theta}^{\dot{C}} & +\theta^{B} \bar{\theta}^{\dot{C}} \theta^{A}+\bar{\theta}^{\dot{C}} \theta^{A} \theta^{B}+\bar{\theta}^{\dot{C}} \theta^{B} \theta^{A}+\theta^{B} \theta^{A} \bar{\theta}^{\dot{C}}+\theta^{A} \bar{\theta}^{\dot{C}} \theta^{B} \\
& =\theta^{A} \theta^{B} \bar{\theta}^{\dot{C}}\left(1+j+j^{2}\right)+\theta^{B} \theta^{A} \bar{\theta}^{\dot{C}}\left(1+j+j^{2}\right)=0,
\end{aligned}
$$

and for triple $\theta^{A}, \bar{\theta}^{\dot{B}}, \bar{\theta}^{\dot{C}}$ we get

$$
\begin{aligned}
\theta^{A} \theta^{\dot{B}} \theta^{\dot{C}} & +\theta^{\dot{B}} \dot{\theta}^{\dot{C}} \theta^{A}+\bar{\theta}^{\dot{C}} \theta^{A} \theta^{\dot{B}}+\bar{\theta}^{\dot{C}} \theta^{\dot{B}} \theta^{A}+\theta^{\dot{B}} \theta^{A} \bar{\theta}^{\dot{C}}+\theta^{A} \bar{\theta}^{\dot{C}} \theta^{\dot{B}} \\
& \theta^{\dot{B}} \bar{\theta}^{\dot{C}}\left(1+j+j^{2}\right)+\theta^{A} \bar{\theta}^{\dot{C}} \theta^{\dot{B}}\left(1+j+j^{2}\right)=0 .
\end{aligned}
$$

Thus a 3-Grassmann algebra with involution $\mathscr{\mathscr { G }}_{c}^{3, N}$ is not a cyclic 3-Grassmann algebra.
We can verify that the involution of an algebra $\overline{\mathscr{G}}_{c}^{-3, N}$ defined by (2.2.30), (2.2.31) is consistent with the commutation relations of this algebra. Indeed on one hand we have

$$
\left(\theta^{A} \theta^{B} \theta^{C}\right)^{\star}=\bar{\theta}^{\dot{c}} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{A}} .
$$

On the other hand by means of commutation relations we arrive to the same result

$$
\left(\theta^{A} \theta^{B} \theta^{C}\right)^{\star}=\left(j \theta^{B} \theta^{C} \theta^{A}\right)^{\star}=j^{2} \bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{C}} \bar{\theta}^{\dot{B}}=j^{3} \bar{\theta}^{\dot{C}} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{A}}
$$

A consistency of involution with the commutation relations in the case of a product $\bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}}$ can be verified analogously. It is obvious that the highest degree monomials of an algebra $\overline{\mathscr{G}}_{C}^{3, N}$ which we can form by taking products of its generators can be written in the form

$$
\theta^{A} \theta^{B} \theta^{C} \bar{\theta}^{\dot{D}} \bar{\theta}^{\dot{E}} \bar{\theta}^{\dot{F}}
$$

Taking this into consideration we can prove
Proposition 2.2.8. The dimension of 3-Grassmann algebra $\mathscr{\mathscr { G }}_{c}^{3, N}$ with involution generated by $\theta^{1}, \theta^{2}, \ldots, \theta^{N}$, and $\bar{\theta}^{\dot{A}}, \bar{\theta}^{\dot{B}}, \ldots, \bar{\theta}^{\dot{N}}$ is equal to the square of the dimension of a cyclic 3-Grassmann algebra $\mathscr{G}_{c}^{3, N}(\theta)$, i.e.

$$
\operatorname{dim} \overline{\mathscr{G}}_{c}^{3, N}=\left(\operatorname{dim} \mathscr{G}_{c}^{3, N}\right)^{2} .
$$

Proof. Let us denote $\operatorname{dim} \mathscr{G}_{T}^{N}=k(N)$. It is obvious that the ternary Grassmann algebra $\mathscr{G}_{T}^{N}$ generated only by variables $\theta^{1}, \theta^{2}, \ldots, \theta^{N}$ is the subalgebra (we will denote it by $\mathscr{G}_{T}^{N}(\theta)$ ) of the whole algebra $\overline{\mathscr{G}}_{T}^{N}$, and the dimension of the vector space of this subalgebra is $k(N)$. Analogously the conjugate variables $\bar{\theta}^{\dot{A}}, \bar{\theta}^{\dot{B}}, \ldots, \bar{\theta}^{\dot{N}}$ generate the subalgebra (we will denote it by $\mathscr{G}_{T}^{N}(\bar{\theta})$ ) whose dimension is also $k(N)$ because there is no fundamental difference between the cubic commutation relations for $\theta$ 's and $\bar{\theta}$ 's. It is evident that if $f(\theta)$ is a monomial from a basis for the vector space of $\mathscr{G}_{T}^{N}(\theta)$, and $g(\bar{\theta})$ is a monomial from a basis for the vector space of $\mathscr{G}_{T}^{N}(\bar{\theta})$ then the product $f(\theta) g(\bar{\theta})$ can be taken as the monomial of a basis for the vector space of $\overline{\mathscr{G}}_{T}^{N}$, and adding all possible product of this kind to the bases of $\mathscr{G}_{T}^{N}(\theta)$ and $\mathscr{G}_{T}^{N}(\bar{\theta})$ we get the basis for the vector space of whole ternary Grassmann algebra $\overline{\mathscr{G}}_{T}^{N}$. Thus

$$
\operatorname{dim} \overline{\mathscr{G}}_{T}^{N}=1+2(k(N)-1)+(k(N)-1)^{2}=k(N)^{2} .
$$

We know that a Grassmann algebra can be considered as a 3-Grassmann algebra because the commutation relations of generators of Grassmann algebra satisfy the basic relation of 3-Grassmann algebra (2.2.22). But a Grassmann algebra is not a cyclic 3-Grassmann algebra because its commutation relations do not satisfy the cyclic condition (2.2.25). On the other hand we have a cyclic 3-Grassmann
algebra constructed with the help of cyclic cubic commutation relations (2.2.26). In the next part of this subsection we will address the question of whether it is possible to construct a 3-Grassmann algebra so that it would contain a Grassmann algebra as well as a cyclic 3-Grassmann algebra as its subalgebras. By other word our aim in the rest of this subsection is to extend a Grassmann algebra to 3-Grassmann algebra by means of cyclic commutation relations of a cyclic 3Grassmann algebra. Let $\xi^{1}, \xi^{2}, \ldots, \xi^{n}$ be generators of Grassmann algebra, and $\theta^{1}, \theta^{2}, \ldots, \theta^{N}$ be generators of cyclic 3-Grassmann algebra. If our aim is to combine them into a single 3-Grassmann algebra then we have to find commutation relations between $\xi$ 's and $\theta$ 's in such a way that they will satisfy the basic relation for 3-Grassmann algebras (2.2.22). Because the left-hand side of basic relation is the sum of triple products of generators we have two possibilities, where the first one is a triple $\xi^{i}, \xi^{j}, \theta^{A}$ and the second is $\xi^{i}, \theta^{A}, \theta^{B}$. We have two equations to find a commutation relation between $\xi$ 's and $\theta$ 's, which can be written as follows

$$
\begin{aligned}
\xi^{i} \xi^{j} \theta^{A}+\xi^{j} \theta^{A} \xi^{i}+\theta^{A} \xi^{i} \xi^{j}+\theta^{A} \xi^{j} \xi^{i}+\xi^{j} \xi^{i} \theta^{A}+\xi^{i} \theta^{A} \xi^{j} & =0 \\
\xi^{i} \theta^{A} \theta^{B}+\theta^{A} \theta^{B} \xi^{i}+\theta^{B} \xi^{i} \theta^{A}+\theta^{B} \theta^{A} \xi^{i}+\theta^{A} \xi^{i} \theta^{B}+\xi^{i} \theta^{B} \theta^{A} & =0
\end{aligned}
$$

Making use of the commutation relations of the generators of Grassmann algebra $\xi^{i}$ we can write the first equation in the form

$$
\begin{equation*}
\xi^{j} \theta^{A} \xi^{i}+\xi^{i} \theta^{A} \xi^{j}=0 \quad \Longrightarrow \quad \xi^{i} \theta^{A} \xi^{j}=-\xi^{j} \theta^{A} \xi^{i} \tag{2.2.32}
\end{equation*}
$$

Now let us suppose that commutation relations between $\xi$ 's and $\theta$ 's have the form

$$
\xi^{i} \theta^{A}=q \theta^{A} \xi^{i}
$$

where $q \in \mathbb{C}, q \neq 0$. It is easy to see that the equation (2.2.32) is identically satisfied giving no equation for $q$ (it holds for any $q$ ). The second equation takes on the form

$$
\left(1+q+q^{2}\right)\left(\theta^{A} \theta^{B}+\theta^{B} \theta^{A}\right) \xi^{i}=0
$$

Since there are no relations between binary products of generators $\theta^{A}$ of cyclic 3-Grassmann algebra, we conclude

$$
1+q+q^{2}=0
$$

which gives two solutions $q=j$ or $q=j^{2}$. Thus we can give the following definition

Definition 2.2.9. A 3-Grassmann algebra extension of Grassmann algebra by means of cyclic relations (2.2.26) is an associative unital algebra over $\mathbb{C}$ generated by the variables $\xi^{1}, \xi^{2}, \ldots, \xi^{n}$ and $\theta^{1}, \theta^{2}, \ldots, \theta^{N}$, where the variables obey the following commutation relations

$$
\begin{align*}
\xi^{i} \xi^{j} & =-\xi^{j} \xi^{i}  \tag{2.2.33}\\
\theta^{A} \theta^{B} \theta^{C} & =j \theta^{B} \theta^{C} \theta^{A}=j^{2} \theta^{C} \theta^{A} \theta^{B}  \tag{2.2.34}\\
\xi^{i} \theta^{A} & =q \theta^{A} \xi^{i} \tag{2.2.35}
\end{align*}
$$

where $q$ is either $j$ or $j^{2}$.

### 2.2.4 Differential calculus over ternary Grassmann algebra

A very important question is a first order differential calculus over a ternary Grassmann algebra with cyclic cubic relations because this calculus will give us a partial derivatives with respect to generators $\theta^{A}$ of ternary Grassmann algebra and making use of these derivatives one can construct an analog of supersymmetry operators. It should be pointed out that there are no relations between binary products of generators of ternary Grassmann algebra, i.e. all binary products $\theta^{A} \theta^{B}$ are linearly independent. Hence a ternary Grassmann algebra with cyclic cubic relations does not belong to class of unital associative algebras with quadratic relations, and we can not apply results obtained in the previous subsections to a ternary Grassmann algebra. In this subsection we will develop an approach to first order noncommutative differential calculus for ternary Grassmann algebras with cubic relations.

Let $\mathscr{G}_{c}^{3, N}$ be a ternary Grassmann algebra with cyclic cubic relations generated by $\theta^{A}, A=1,2, \ldots, N$. Then generators satisfy the relations

$$
\begin{equation*}
\theta^{A} \theta^{B} \theta^{C}=j \theta^{B} \theta^{C} \theta^{A} \tag{2.2.36}
\end{equation*}
$$

where $j$ is a primitive 3 rd order root of unity. Our aim in this subsection is to construct a first order noncommutative differential calculus over this ternary Grassmann algebra. Hence we assume that $\mathscr{M}$ is a bimodule over a ternary Grassmann algebra $\mathscr{G}_{c}^{3, N}, d: \mathscr{G}_{c}^{3, N} \longrightarrow \mathscr{M}$ is a differential of first order differential calculus, $d\left(\theta^{A}\right)=d \theta^{A}$, and the right $\mathscr{G}_{c}^{3, N}$-module $\mathscr{M}_{R}$ is freely generated by $d \theta^{A}, A=1,2, \ldots, N$. We also assume that the left $\mathscr{G}_{c}^{3, N}$-module $\mathscr{M}_{L}$ is related to the right $\mathscr{G}_{c}^{3, N}$-module by a homomorphism of algebras $\Phi: \mathscr{G}_{c}^{3, N} \longrightarrow \operatorname{Mat}_{N}\left(\mathscr{G}_{c}^{3, N}\right)$,
where $\operatorname{Mat}_{N}\left(\mathscr{G}_{c}^{3, N}\right)$ is the algebra of matrices of order $N$ with entries from $\mathscr{G}_{c}^{3, N}$. Thus we have

$$
\begin{equation*}
\theta^{A} d \theta^{B}=d \theta^{C} \Phi_{C}^{B A} \tag{2.2.37}
\end{equation*}
$$

where $\Phi_{C}^{B A}=\Phi_{C}^{B}\left(\theta^{A}\right)$ are elements of $\mathscr{G}_{C}^{3, N}$. Differentiating relations (3.1.11) we get

$$
\begin{align*}
& d \theta^{A}\left(\theta^{B} \theta^{C}\right)+\theta^{A} d \theta^{B} \theta^{C}+\left(\theta^{A} \theta^{B}\right) d \theta^{C} \\
& \quad=j d \theta^{B}\left(\theta^{C} \theta^{A}\right)+j \theta^{B} d \theta^{C} \theta^{A}+j\left(\theta^{B} \theta^{C}\right) d \theta^{A} \tag{2.2.38}
\end{align*}
$$

This is the consistency equation between differential $d$ and cyclic cubic commutation relations of a ternary Grassmann algebra $\mathscr{G}_{c}^{3, N}$. We can solve this equation by assuming

$$
\begin{align*}
d \theta^{A}\left(\theta^{B} \theta^{C}\right) & =j\left(\theta^{B} \theta^{C}\right) d \theta^{A}  \tag{2.2.39}\\
\left(\theta^{A} \theta^{B}\right) d \theta^{C} & =j \theta^{B} d \theta^{C} \theta^{A}  \tag{2.2.40}\\
\theta^{A} d \theta^{B} \theta^{C} & =j d \theta^{B}\left(\theta^{C} \theta^{A}\right) \tag{2.2.41}
\end{align*}
$$

Making use of the entries of a homomorphism $\Phi$ we can write the right hand side of the first equation (2.2.39) in the form

$$
\left(\theta^{B} \theta^{C}\right) d \theta^{A}=d \theta^{K} \Phi_{K}^{A}\left(\theta^{B} \theta^{C}\right)
$$

which gives us the first equation for the entries of a homomorphism

$$
\begin{equation*}
\Phi_{K}^{A}\left(\theta^{B} \theta^{C}\right)=j^{2} \delta_{K}^{A} \theta^{B} \theta^{C} \tag{2.2.42}
\end{equation*}
$$

Taking into consideration that $\Phi$ is a homomorphism we can write this equation in the equivalent form

$$
\begin{equation*}
\Phi_{K}^{L}\left(\theta^{B}\right) \Phi_{L}^{A}\left(\theta^{C}\right)=j^{2} \delta_{K}^{A} \theta^{B} \theta^{C} \tag{2.2.43}
\end{equation*}
$$

Analogously the second condition (2.2.40) leads to the following equation for the entries of the matrix of a homomorphism $\Phi$

$$
\begin{equation*}
\Phi_{K}^{C}\left(\theta^{A} \theta^{B}\right)=j \Phi_{K}^{C}\left(\theta^{B}\right) \theta^{A} \tag{2.2.44}
\end{equation*}
$$

Similarly the third condition (2.2.41) gives the equation

$$
\Phi_{K}^{L}\left(\theta^{A}\right) \theta^{C}=j \delta_{K}^{L} \theta^{C} \theta^{A}
$$

and it is easy to see that this is exactly the second equation (2.2.44). Hence we have two independent equations

$$
\begin{align*}
\Phi_{K}^{L}\left(\theta^{B}\right) \Phi_{L}^{A}\left(\theta^{C}\right) & =j^{2} \delta_{K}^{A} \theta^{B} \theta^{C}  \tag{2.2.45}\\
\Phi_{K}^{L}\left(\theta^{B}\right) \theta^{C} & =j \delta_{K}^{L} \theta^{C} \theta^{B} \tag{2.2.46}
\end{align*}
$$

Hence we have a first order noncommutative differential calculus over a ternary Grassmann algebra with cyclic cubic relations with partial derivatives

$$
\begin{aligned}
\frac{\partial}{\partial \theta^{B}}\left(\theta^{A}\right) & =\delta_{B}^{A} \\
\frac{\partial}{\partial \theta^{C}}\left(\theta^{A} \theta^{B}\right) & =\delta_{C}^{A} \theta^{B}+\Phi_{A}^{K A} \frac{\partial}{\partial \theta^{K}}\left(\theta^{B}\right)=\delta_{C}^{A} \theta^{B}+\Phi_{C}^{B A}
\end{aligned}
$$

In our first order noncommutative differential calculus we have the parameters $\Phi_{C}^{B A}=\Phi_{C}^{B}\left(\theta^{A}\right)$. It is remarkable that although we have parameters in our differential calculus we can construct an analog of supersymmetry operator which can be explicitly calculated in the case of linearly independent binary products of generators. Making use of the rules for partial derivatives and of the equation (2.2.46) we find

$$
\begin{equation*}
\left(\frac{\partial}{\partial \theta^{K}}\left(\theta^{A} \theta^{B}\right)\right) \theta^{C}=\delta_{K}^{A} \theta^{B} \theta^{C}+\Phi_{K}^{B}\left(\theta^{A}\right) \theta^{C}=\delta_{K}^{A} \theta^{B} \theta^{C}+j \delta_{K}^{B} \theta^{C} \theta^{A} \tag{2.2.47}
\end{equation*}
$$

We end this subsection with the rules for partial derivatives of triple products of generators. It is remarkable that again although we have parameters in our differential calculus the rules for partial derivatives for triple products of generators have explicit form and they do not depend on parameters $\Phi_{C}^{A B}$. Indeed let us consider a triple product $\theta^{A} \theta^{B} \theta^{C}$. We have

$$
\frac{\partial}{\partial \theta^{K}}\left(\theta^{A} \theta^{B} \theta^{C}\right)=\frac{\partial}{\partial \theta^{K}}\left(\theta^{A} \theta^{B}\right) \theta^{C}+\Phi_{K}^{L}\left(\theta^{A} \theta^{B}\right) \frac{\partial}{\partial \theta^{L}}\left(\theta^{C}\right)
$$

Now applying the first equation (2.2.45) and the formula (2.2.47) we get

$$
\begin{equation*}
\frac{\partial}{\partial \theta^{K}}\left(\theta^{A} \theta^{B} \theta^{C}\right)=\delta_{K}^{A} \theta^{B} \theta^{C}+j \delta_{K}^{B} \theta^{C} \theta^{A}+j^{2} \delta_{K}^{C} \theta^{A} \theta^{B} \tag{2.2.48}
\end{equation*}
$$

As in the case of ordinary Grassmann algebra, we see that our first order differential calculus is consistent with cubic commutation relations of a ternary Grassmann algebra. Indeed the above formula shows that taking a partial derivative of a
triple product we put each generator of this product to the first position by means of cyclic relations and then replace it with the corresponding Kronecker symbol. Hence our calculus of partial derivatives is consistent with the well known rules of taking partial derivatives in associative unital algebras generated by a set of variables which obey commutation relations.

## Chapter 3

## Graded Differential Algebras

In this chapter we consider the important class of graded differential algebras. First we will describe a notion of a graded vector space. Then we will give a definition of a unital associative graded algebra and give a short description of its structure. A general notion of a unital associative graded algebra is usually defined with the help of additive Abelian group which is used to label the subspaces of graded algebra. In the present chapter we will not give a definition of a unital associative graded algebra in this general way, we will use the additive group of integers $\mathbb{Z}$ or its subgroups of residue classes of modulo by some fixed integer. Particularly we will stress an importance of $\mathbb{Z}_{2}$-graded algebras which are known under the name of superalgebras. We will show that Grassmann, Clifford and ternary Grassmann algebras defined in the previous chapter can be endowed either with $\mathbb{Z}_{2}$-graded or $\mathbb{Z}_{3}$-graded structure. Then we will define a basic structure of the present thesis which we will use in the next chapter to generalize an algebra of differential forms of a smooth manifold. This structure is called a graded differential algebra, and it will be defined by means of a notion of differential graded vector space. We will also define cohomologies of a differential graded vector space because they play an important role in the theory of graded differential algebras.

### 3.1 Graded Associative Unital Algebras

Let us remind that a unital associative algebra can be considered as a graded algebra if it can be split into a direct sum of its subspaces labelled by integers or residue classes by modulo some fixed integer, and a product of two homogeneous
elements should be consistent with their labels (degrees). Graded algebras play an important role not only in modern differential geometry but also in theoretical physics. With regard to applications of graded differential algebras in modern differential geometry, we must point out an algebra of differential forms together with exterior differential on a smooth manifold. Definitely the unital associative graded algebras play an important role in the theory of Lie algebras, where they can be used to construct a Chevalley-Eilenberg complex. As it was mentioned previously a very important class of graded algebras is the class of $\mathbb{Z}_{2}$-graded algebras which are also known under the name of superalgebras. Superalgebras are widely used in the supersymmetric field theories of modern theoretical physics. Why physicist are so interested in superalgebras? The reason for this can be explained to some extent by the fact that in modern physics of elementary particles there are two large classes of elementary particles which are called bosons and fermions. Figuratively speaking, this division into two large classes gives rise to two subspaces in a Hilbert space of quantum states of particles, and bosons may be viewed as an even subspace of this Hilbert space, and fermions may be viewed as an odd part of the same Hilbert space.

### 3.1.1 Graded vector space and graded algebra

Let $\mathscr{V}$ be a vector space over the complex numbers $\mathbb{C}$. A vector space $\mathscr{V}$ is said to be a $\mathbb{Z}$-graded vector space, where $\mathbb{Z}$ are integers, if $\mathscr{V}$ is a direct sum of its subspaces $\mathscr{V}^{i}, i \in \mathbb{Z}$ labeled by integers. Hence a graded structure of a vector space is determined by its decomposition into direct sum of subspaces $\mathscr{V}=\oplus_{i \in \mathbb{Z}} \mathscr{V}^{i}$. The elements of subspace $\mathscr{V}^{i}$ are called homogeneous elements of degree $i$ of a graded vector space. The degree of a homogeneous element $v$ will be denoted by $|v|$. Hence if $v \in \mathscr{V}^{i}$ then $|v|=i$. We will also consider $\mathbb{Z}_{n}$-graded vector spaces, where $\mathbb{Z}_{n}=\{\overline{0}, \overline{1}, \ldots, \overline{n-1}\}$ is the additive group of residue classes of integers modulo $n$. Let us point out the special case of $\mathbb{Z}_{2}$ which plays an important role in supermathematics and supersymmetric field theories. In this case $\mathbb{Z}_{2}$-graded vector space

$$
\mathscr{V}=\mathscr{V}^{\overline{0}} \oplus \mathscr{V}^{\overline{1}}
$$

is called a super vector space, the elements of subspace $\mathscr{V}^{\overline{0}}$ are referred to as the even elements and the elements of subspace $\mathscr{V}^{\overline{1}}$ as odd elements of super vector space. We can give an example of a graded vector space if we consider a vector space of $\mathbb{R}$-valued (or $\mathbb{C}$-valued) multilinear mappings of a vector space $V$ to real or complex numbers. Indeed we can associate the integer to each multilinear
mapping which is the number of arguments of this multilinear mapping. Obviously this defines the structure of graded vector space in the vector space of all multilinear mappings.

Now we will give the definition of a unital associative graded algebra.
Definition 3.1.1. Let $\mathscr{A}$ be a unital associative algebra over the complex numbers $\mathbb{C}$. An algebra $\mathscr{A}$ will be referred to as a $\mathbb{Z}$-graded algebra if the vector space of this algebra is $\mathbb{Z}$-graded vector space $\mathscr{A}=\oplus_{i \in \mathbb{Z}} \mathscr{A}^{i}$, and for any two homogeneous elements $a, b \in \mathscr{A}$ we have

$$
\begin{equation*}
|a b|=|a|+|b| . \tag{3.1.1}
\end{equation*}
$$

If $\mathscr{A}=\mathscr{A}^{\overline{0}} \oplus \mathscr{A}^{\overline{1}}$ is a $\mathbb{Z}_{2}$-graded algebra then $\mathscr{A}$ is usually referred to as a superalgebra.

Remark 3.1.2. If $\mathbb{1}$ is the unit element of algebra $\mathscr{A}$ then $\mathbb{1} a=a \mathbb{1}=a$. Hence $|\mathbb{1} a|=|a \mathbb{1}|=|\mathbb{1}|+|a|=|a|$. Consequently $|\mathbb{1}|=0$ and $\mathbb{1} \in \mathscr{A}^{0}$.

Now we emphasize a basic properties of the structure of graded associative algebra which we will use in what follows. Consider the subspace $\mathscr{A}^{0}$ of elements of degree zero. It follows from the definition of graded algebra that the product of any two elements $a, b \in \mathscr{A}^{0}$ of degree zero is the element of degree zero $|a b|=|a|+|b|=0$. Thus $\mathscr{A}^{0}$ is the subalgebra of graded algebra $\mathscr{A}$. Consider a subspace $\mathscr{V}^{i}$ of elements of degree $i$. If we multiply an element $b$ of this subspace from the left (right) by an element $a \in \mathscr{A}^{0}$ of degree zero then the degree of product is $|a b|=|a|+|b|=|b|(|b a|=|b|+|a|=|b|)$. Hence $a b \in \mathscr{A}^{i}\left(b a \in \mathscr{A}^{i}\right)$, and we have two mappings $\mathscr{A}^{0} \times \mathscr{A}^{i} \longrightarrow \mathscr{A}^{i}, \mathscr{A}^{i} \times \mathscr{A}^{0} \longrightarrow \mathscr{A}^{i}$. Taking into account that $\mathscr{A}^{i}$ is a vector space, $\mathscr{A}^{0}$ is the algebra (subalgebra of $\mathscr{A}$ ) and $\mathscr{A}$ is an associative algebra, one can easily verify that two mentioned above mappings induce the $\mathscr{A}^{0}$-bimodule structure of $\mathscr{A}^{i}$. In what follows we will need the following statement

Proposition 3.1.3. Let $\mathscr{A}=\oplus_{i \in \mathbb{Z}} \mathscr{A}^{i}$ be a graded algebra. Then the subspace of elements of degree zero $\mathscr{A}^{0}$ is the subalgebra of $\mathscr{A}$ and for each $i \in \mathbb{Z}$ the subspace $\mathscr{A}^{i}$ of elements of degree $i$ is the $\mathscr{A}^{0}$-bimodule with respect to left and right multiplication by elements of degree zero.
The graded subspace $\mathscr{Z}(\mathscr{A}) \subset \mathscr{A}$ generated by homogeneous elements $u \in \mathscr{A}^{k}$, which for any degree $l$ and any homogeneous element $v \in \mathscr{A}^{l}$ satisfy

$$
u v=(-1)^{k l} v u
$$

is called a graded center of a graded algebra $\mathscr{A}$.

Definition 3.1.4. Let $\mathscr{A}=\oplus_{k \in \mathbb{Z}} \mathscr{A}^{k}$ be a graded associative unital algebra over $\mathbb{C}$ and $u \in \mathscr{A}^{k}, v \in \mathscr{A}^{l}$ be homogeneous elements. The graded commutator

$$
[,]: \mathscr{A}^{k} \otimes \mathscr{A}^{l} \longrightarrow \mathscr{A}^{k+l}
$$

is defined by

$$
\begin{equation*}
[u, v]=u v-(-1)^{k l} v u \tag{3.1.2}
\end{equation*}
$$

Definition 3.1.5. A graded derivation of degree $m$ of a graded algebra $\mathscr{A}$ is a linear mapping $\delta: \mathscr{A} \longrightarrow \mathscr{A}$ of degree $m$, i.e. $\delta: \mathscr{A}^{i} \longrightarrow \mathscr{A}^{i+m}$, which satisfies the graded Leibniz rule

$$
\begin{equation*}
\delta(u v)=\delta(u) v+(-1)^{m l} u \delta(v), \tag{3.1.3}
\end{equation*}
$$

where $u$ is a homogeneous element of grading $l$, i.e. $u \in \mathscr{A}^{l}$. If $m$ is even integer then $\delta$ is a derivation of an algebra $\mathscr{A}$, and if $m$ is odd integer then $\delta$ is called an antiderivation of a graded algebra $\mathscr{A}$.

Given a homogeneous element $v \in \mathscr{A}^{m}$ of degree $m$ one can define with the help of graded commutator a graded derivation of degree $m$, which is denoted by $\mathrm{ad}_{v}$, as follows

$$
\begin{equation*}
\operatorname{ad}_{v}(u)=[v, u]=v u-(-1)^{m l} u v, \tag{3.1.4}
\end{equation*}
$$

where $v \in \mathscr{A}^{l}$. The graded derivation $\mathrm{ad}_{v}$ is called an inner graded derivation of an algebra $\mathscr{A}$.

### 3.1.2 Superalgebras and Lie superalgebras

In this subsection we give few examples of $\mathbb{Z}_{2}$-graded algebras which are usually called superalgebras. We also give definitions of Lie algebra and Lie superalgebra [36]. The two examples of superalgebras which we will describe in this subsection are Grassmann algebra and Clifford algebra. It should be pointed out that Lie superalgebras are very important in the field of supersymmetric field theories, and classification of Lie superalgebras was developed by V. Kac [24].

A Grassmann algebra $\mathscr{G}$ described in Section 2.2 can be considered as a superalgebra. Indeed let $\left\{\xi^{1}, \xi^{2}, \ldots, \xi^{n}\right\}$ be the set of generators of Grassmann algebra $\mathscr{G}$. We define the degree of each generator by $\left|\xi^{i}\right|=1$, and extend this degree to any monomial with the help of condition (3.1.1), that is we define the degree of a product of generators as the sum of degrees of its factors modulo 2. By other
words when we multiply generators their degrees add up (modulo 2). Hence the degree of a monomial $\xi^{I}$ is $\left|\xi^{I}\right|=|I|(\bmod 2)$. The subspace $\mathscr{G}^{\overline{0}} \subset \mathscr{G}\left(\mathscr{G}^{\overline{1}} \subset \mathscr{G}\right)$ spanned by the even (odd) degree monomials $\xi^{I}$ is the subspace of homogeneous elements of degree $\overline{0}(\overline{1})$ and

$$
\mathscr{G}=\mathscr{G}^{\overline{0}} \oplus \mathscr{G}^{\overline{1}}
$$

If $I \cap J \neq \emptyset$ then $\xi^{I} \xi^{J}=0$. Obviously for $I \cap J=\emptyset$ we have $\left|\xi^{I} \xi^{J}\right|=\left|\xi^{I}\right|+\left|\xi^{J}\right|$, and this shows that the condition (3.1.1) is satisfied, and a Grassmann algebra $\mathscr{G}$ is $\mathrm{a} \mathbb{Z}_{2}$-graded algebra or superalgebra. A Grassmann algebra is a basic structure of supermathematics, where it is considered as a $\mathbb{Z}_{2}$-graded algebra or superalgebra.

Let $M^{m}$ be a smooth (real) $m$-dimensional manifold, and $C^{\infty}(M)$ be the algebra of smooth functions of this manifold. Let $\mathscr{G}$ be a Grassmann algebra generated by $n$ variables $\xi^{1}, \xi^{2}, \ldots, \xi^{n}$, and let us consider the algebra of $\mathscr{G}$-valued functions of a manifold $M$ which will be denoted by $C_{m, n}^{\infty}(M)$. Any $\mathscr{G}$-valued function $f$ can be written in the form

$$
f(x)=f_{I}(x) \xi^{I}
$$

where $x \in M$ is a point of a manifold $M$, and $f_{I}(x) \in C^{\infty}(M)$. We can define a degree of any $\mathscr{G}$-valued function by saying that $\mathscr{G}$-valued function is a function of even degree (odd degree) if any monomial $\xi^{I}$ in the above expression is even degree monomial (odd degree monomial). Obviously $C_{m, n}^{\infty}(M)$ is the superalgebra because it can be decomposed into the direct sum of even degree subspace and the odd degree subspace. This superalgebra is called a superalgebra of $\mathscr{G}$-valued functions on a manifold $M$, and this superalgebra is a basic structure for ( $m, n$ )dimensional supermanifold over a smooth manifold $M$. In Section 2.2 we defined the partial derivatives with respect to generators of Grassmann algebra, and this can be used to develop a calculus of vector fields on a supermanifold constructed by means of a Grassmann algebra $\mathscr{G}$.

A vector space $\mathscr{L}$ is called a Lie algebra if it is equipped with a bilinear mapping

$$
[,]: \mathscr{L} \times \mathscr{L} \longrightarrow \mathscr{L}
$$

which is skew-symmetric, i.e. for any two elements $a, b \in \mathscr{L}$ we have $[a, b]=$ $-[b, a]$, and satisfies the Jacoby identity

$$
[a,[b, c]]+[b,[c, a]]+[c,[a, b]]=0
$$

A Lie superalgebra is an extension of a structure of Lie algebra to a $\mathbb{Z}_{2}$-graded case. A super vector space $\mathscr{L}=\mathscr{L}^{\overline{0}} \oplus \mathscr{L}^{\overline{1}}$ is called a Lie superalgebra if it is endowed with a bilinear mapping

$$
[,]: \mathscr{L} \times \mathscr{L} \longrightarrow \mathscr{L}
$$

which is $\mathbb{Z}_{2}$-graded skew-symmetric, i.e. for any two elements $a, b \in \mathscr{L}$ we have $[a, b]=-(-1)^{|a||b|}[b, a]$, and it satisfies the $\mathbb{Z}_{2}$-graded Jacoby identity

$$
[a,[b, c]]+(-1)^{|a||b|+|a||c|}[b,[c, a]]+(-1)^{|b||c|+|a||c|}[c,[a, b]]=0
$$

Given a unital associative algebra $\mathscr{A}$ one can construct a Lie algebra with the help of commutator $[a, b]=a b-b a$, where $a, b \in \mathscr{A}$. It should be mentioned that in this case the Jacoby identity holds due to associativity of an algebra $\mathscr{A}$. Similarly given a superalgebra $\hat{\mathscr{A}}$ one can construct a Lie superalgebra with the help of $\mathbb{Z}_{2}$-graded commutator.

Next example of a superalgebra is a Clifford algebra. Let us remind that a Clifford algebra $\mathscr{C}_{n}$ is the unital associative algebra over $\mathbb{C}$ generated by the variables $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}$ which obey the relations

$$
\begin{equation*}
\gamma_{i} \gamma_{j}+\gamma_{j} \gamma_{i}=2 \delta_{i j} \mathbb{1}, \quad i, j=1,2, \ldots, n \tag{3.1.5}
\end{equation*}
$$

where $\mathbb{1}$ is the unit element of Clifford algebra. Let $\mathscr{N}=\{1,2, \ldots, n\}$ be the set of integers from 1 to $n$. If $I$ is a subset of $\mathscr{N}$, i.e. $I=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$ where $1 \leq i_{1}<i_{2}<\ldots<i_{k} \leq n$, then this subset $I$ determines the monomial of Clifford algebra $\gamma_{I}=\gamma_{i_{1}} \gamma_{i_{2}} \ldots \gamma_{i_{k}}$. For $I=\emptyset$ we put $\gamma_{\emptyset}=\mathbb{1}$. The number of elements of a subset $I$ will be denoted by $|I|$. Evidently the vector space of Clifford algebra $\mathscr{C}_{n}$ is spanned by the monomials $\gamma_{I}$, where $I \subseteq \mathscr{N}$. The dimension of this vector space is $\operatorname{dim} \mathscr{C}_{n}=2^{n}$, and any element $x \in \mathscr{C}_{n}$ can be written in terms of these monomials as

$$
x=\sum_{I \subseteq \mathscr{N}} a_{I} \gamma_{I},
$$

where coefficients $a_{I}=a_{i_{1} i_{2} \ldots i_{k}}$ are complex numbers. In order to endow a Clifford algebra $\mathscr{C}_{n}$ with a $\mathbb{Z}_{2}$-graded structure we define the degree of any monomial $\gamma_{I}$ by $\left|\gamma_{I}\right|=|I|(\bmod 2)$. Then a Clifford algebra $\mathscr{C}_{n}$ can be considered as the superalgebra because for any two monomials we have $\left|\gamma_{I} \gamma_{J}\right|=\left|\gamma_{I}\right|+\left|\gamma_{J}\right|$.

Another way to construct this superalgebra which does not contain explicit reference to Clifford algebra is given by the following theorem [12].

Theorem 3.1.1. Let $I$ be a subset of $\mathscr{N}=\{1,2, \ldots, n\}$, and $\gamma_{I}$ be a symbol associated to $I$. Let $C_{n}$ be the vector space spanned by the symbols $\gamma_{I}$. Define the degree of $\gamma_{I}$ by $\left|\gamma_{I}\right|=|I|(\bmod 2)$, where $|I|$ is the number of elements of $I$, and the product of $\gamma_{I}, \gamma_{J}$ by

$$
\begin{equation*}
\gamma_{I} \gamma_{J}=(-1)^{\sigma(I, J)} \gamma_{I \Delta J} \tag{3.1.6}
\end{equation*}
$$

where $\sigma(I, J)=\sum_{j \in J} \sigma(I, j), \sigma(I, j)$ is the number of elements of $I$ which are greater than $j \in J$, and $I \Delta J$ is the symmetric difference of two subsets. Then $C_{n}$ is the unital associative superalgebra, where the unit element $e$ is $\gamma_{\theta}$.

This theorem can be proved by means of the properties of symmetric difference of two subsets. We remind a reader that the symmetric difference is commutative $I \oplus J=J \oplus I$, associative $(I \Delta J) \Delta K=I \Delta(J \Delta K)$ and $I \Delta \emptyset=\emptyset \Delta I$. The latter shows that $\gamma_{\emptyset}$ is the unit element of this superalgebra. The symmetric difference also satisfies $|I \Delta J|=|I|+|J|(\bmod 2)$. Hence $C_{n}$ is the superalgebra.

The superalgebra $\mathscr{C}_{n}$ can be considered as a Lie superalgebra if for any two homogeneous elements $x, y$ of this superalgebra we make use of the graded commutator $[x, y]=x y-(-1)^{|x||y|} y x$ and extend it by linearity to a whole superalgebra $\mathscr{C}_{n}$. We will denote this Lie superalgebra by $\mathfrak{C}_{n}$. It is evident that $\left\{\gamma_{I}\right\}_{I \subseteq \mathscr{N}}$ can be used as the generators of this Lie superalgebra $\mathfrak{C}_{n}$, and the structure of this Lie superalgebra is uniquely determined by the graded commutators of $\gamma_{I}$. Then for any two generators $\gamma_{I}, \gamma_{J}$ we have

$$
\begin{equation*}
\left[\gamma_{I}, \gamma_{J}\right]=f(I, J) \gamma_{I \Delta J} \tag{3.1.7}
\end{equation*}
$$

where $f(I, J)$ is the integer-valued function of two subsets of $\mathscr{N}$ defined by

$$
f(I, J)=(-1)^{\sigma(I, J)}\left(1-(-1)^{|I \cap J|}\right)
$$

It is easy to verify that the degree of graded commutator is consistent with the degrees of generators, i.e. $\left[\gamma_{I}, \gamma_{J}\right]=\left|\gamma_{I}\right|+\left|\gamma_{J}\right|$. Indeed the function $\sigma(I, J)$ satisfies

$$
\sigma(J, I)=|I||J|-|I \cap J|-\sigma(I, J),
$$

and

$$
\begin{aligned}
f(J, I) & =(-1)^{\sigma(J, I)}\left(1-(-1)^{|I \cap J|}\right) \\
& =(-1)^{|I||J|-|I \cap J|-\sigma(I, J)}\left(1-(-1)^{|I \cap J|}\right) \\
& =(-1)^{|I||J|}(-1)^{\sigma(I, J)}\left((-1)^{|I \cap J|}-1\right)=-(-1)^{|I||J|} f(I, J)
\end{aligned}
$$

Hence $\left[\gamma_{I}, \gamma_{J}\right]=-(-1)^{|I||J|}\left[\gamma_{J}, \gamma_{I}\right]$ which shows that the relation (3.1.7) is consistent with the symmetries of graded commutator. It is obvious that if the intersection of subsets $I, J$ contains an even number of elements then $f(I, J)=0$, and the graded commutator of $\gamma_{I}, \gamma_{J}$ is trivial. Particularly if at least one of two subsets $I, J$ is the empty set then $f(I, J)=0$. Thus any graded commutator (3.1.7) containing $e$ is trivial.

As an example, let us consider the Lie superalgebra $\mathfrak{C}_{2}$. The dimension of its vector space is four, and $\mathfrak{C}_{2}$ is generated by two even degree generators $e, \gamma_{12}$ and two odd degree generators $\gamma_{1}, \gamma_{2}$. The non-trivial relations of this Lie superalgebra are given by

$$
\begin{equation*}
\left[\gamma_{1}, \gamma_{1}\right]=\left[\gamma_{2}, \gamma_{2}\right]=2 e,\left[\gamma_{1}, \gamma_{12}\right]=2 \gamma_{2},\left[\gamma_{2}, \gamma_{12}\right]=-2 \gamma_{1} . \tag{3.1.8}
\end{equation*}
$$

Now we assume that $n=2 m, m \geq 1$ is an even integer. The Lie superalgebra $\mathfrak{C}_{n}$ has a matrix representation which can be described as follows. Fix $n=2$ and identify the generators $\gamma_{1}, \gamma_{2}$ with the Pauli matrices $\sigma_{1}, \sigma_{2}$, i.e.

$$
\gamma_{1}=\left(\begin{array}{ll}
0 & 1  \tag{3.1.9}\\
1 & 0
\end{array}\right), \quad \gamma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right)
$$

Then $\gamma_{12}=\gamma_{1} \gamma_{2}=i \sigma_{3}$ where

$$
\sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

Let $S^{2}$ be the 2-dimensional complex super vector space $\mathbb{C}^{2}$ with the odd degree operators (3.1.9), where the $\mathbb{Z}_{2}$-graded structure of $S^{2}$ is determined by $\sigma_{3}=$ $i^{-1} \gamma_{12}$. Then $C_{2} \simeq \operatorname{End}\left(S^{2}\right)$, and $S^{2}$ can be considered as a supermodule over the superalgebra $C_{2}$. Let $S^{n}=S^{2} \otimes S^{2} \otimes \ldots \otimes S^{2}(m-$ times $)$. Then $S^{n}$ can be viewed as a supermodule over the $m$-fold tensor product of $C_{2}$, which can be identified with $C_{n}$ by identifying $\gamma_{1}, \gamma_{2}$ in the $j$ th factor with $\gamma_{2 j-1}, \gamma_{2 j}$ in $C_{n}$. This $C_{n}$-supermodule $S^{n}$ is called the supermodule of spinors [34]. Hence we have the matrix representation for the Clifford algebra $C_{n}$, and this matrix representation or supermodule of spinors allows one to consider the supertrace, and it can be proved [34] that

$$
\operatorname{Str}\left(\gamma_{I}\right)= \begin{cases}0 & \text { if } I<\mathscr{N}  \tag{3.1.10}\\ (2 i)^{m} & \text { if } I=\mathscr{N} .\end{cases}
$$

Now we have the Lie superalgebra $\mathfrak{C}_{n}$ with the graded commutator defined in (3.1.7) and its matrix representation based on the supermodule of spinors.

### 3.1.3 Graded structure of ternary Grassmann algebras

In Section 2.2 we introduced a cyclic 3-Grassmann algebra with cubic relations, a cyclic 3-Grassmann algebra with involution and a 3-Grassmann algebra extension of Grassmann algebra by means of cyclic cubic relations. We remind that a cyclic 3-Grassmann algebra with cyclic cubic relations is a unital associative algebra generated by $\theta^{A}, A=1,2, \ldots, \theta^{N}$ which are subjected to the cyclic cubic relations

$$
\begin{equation*}
\theta^{A} \theta^{B} \theta^{C}=j \theta^{B} \theta^{C} \theta^{A}=j^{2} \theta^{C} \theta^{A} \theta^{B} \tag{3.1.11}
\end{equation*}
$$

where $j$ is a primitive cubic root of unity. We proved the theorem which states that a product of any four generators of this algebra vanishes. We can endow a cyclic 3-Grassmann algebra with a structure of a graded algebra as follows: we assign degree zero to the identity element $\mathbb{1}$, degree 1 to every generator $\theta^{A}$ and, as usual, we define the degree of any product of generators as the sum of degrees of its factors modulo 3. Hence we will have

$$
|\mathbb{1}|=0,\left|\theta^{A}\right|=1, \quad\left|\theta^{A} \theta^{B}\right|=2,\left|\theta^{A} \theta^{B} \theta^{C}\right|=0
$$

It is clear that our definition of degrees of generators and their products yields the $\mathbb{Z}_{3}$-graded structure for a cyclic 3-Grassmann algebra. The subspace of degree zero $\left(\mathscr{G}_{c}^{3, N}\right)_{0}$ will be spanned by the identity element $\mathbb{1}$ and all linear independent triple products of generators, the subspace of degree one $\left(\mathscr{G}_{c}^{3, N}\right)_{1}$ will be spanned by the generators, and finally the subspace of degree two $\left(\mathscr{G}_{C}^{3, N}\right)_{2}$ will be spanned by all binary products of generators. Thus

$$
\mathscr{G}_{c}^{3, N}=\left(\mathscr{G}_{c}^{3, N}\right)_{0} \oplus\left(\mathscr{G}_{c}^{3, N}\right)_{1} \oplus\left(\mathscr{G}_{c}^{3, N}\right)_{2} .
$$

Hence a cyclic 3-Grassmann algebra with cubic relations is the $\mathbb{Z}_{3}$-graded algebra if we associate degrees to its elements as it is explained above. It is worth mentioning here that we can make a comparison of $\mathbb{Z}_{3}$-graded structure of a cyclic 3Grassmann algebra with cubic relations to three color charges of quarks (labelled by blue, green and red) in quark model of theoretical physics.

In order to make this analogy with the color charges of quarks more exact we will extend previously defined $\mathbb{Z}_{3}$-graded structure of a cyclic 3-Grassmann algebra to a 3-Grassmann algebra with involution. Let us remind that a 3-Grassmann algebra with involution is a unital associative algebra $\overline{\mathscr{G}}_{c}^{3, N}$ generated by $\theta^{A}, \bar{\theta}^{\dot{B}}$, where $A=1,2, \ldots, N, \dot{B}=\dot{1}, \dot{2}, \ldots, \dot{N}$, which obey the relations

$$
\theta^{A} \theta^{B} \theta^{C}=j \theta^{B} \theta^{C} \theta^{A}=j^{2} \theta^{C} \theta^{A} \theta^{B}
$$

$$
\begin{aligned}
\bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}} & =j \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}} \bar{\theta}^{\dot{A}}=j^{2} \bar{\theta}^{\dot{C}} \bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}} \\
\theta^{A} \bar{\theta}^{\dot{B}} & =j^{2} \bar{\theta}^{\dot{B}} \theta^{A} .
\end{aligned}
$$

Now we extend the $\mathbb{Z}_{3}$-graded structure of a cyclic 3-Grassmann algebra to 3Grassmann algebra with involution by defining degree of conjugate generators as $\left|\bar{\theta}^{\dot{A}}\right|=2$. As before we define the degree of product of generators as the sum of degrees of its components. Now the subspace of elements of degree zero is spanned by the identity element $\mathbb{1}$, triple products of generators, triple products of conjugate generators and binary products of generators and conjugate generators. Hence we have for the subspace of degree zero

$$
\mathbb{1}, \theta^{A} \bar{\theta}^{\dot{B}}, \theta^{A} \theta^{B} \theta^{C}, \bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}}, \theta^{A} \theta^{B} \bar{\theta}^{\dot{C}} \bar{\theta}^{\dot{D}}, \theta^{A} \theta^{B} \theta^{C} \bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}}
$$

Let us develop further the analogy between $\mathbb{Z}_{3}$-graded structure of cyclic 3-Grassmann algebra and color charges of quarks. We know that in the quark model of theory of strong interactions a single quark with color charge $a$ attracts the antiquark with the anti-color charge $-a$ (anti-blue, anti-green, anti-red), and the result of this attraction is the combination of quark-antiquark (meson) which has neutral color (white). In our algebra this corresponds to a product $\theta^{A} \bar{\theta}^{\dot{B}}$, and this suggests that we should draw an analogy between products of generators of degree zero and the combinations of quark-antiquark of neutral color charge. Analogously a combination of three quarks (different color charge) with neutral color charge and a combination of three antiquarks (different anti-color charges) with neutral color charge will give a baryon and anti-baryon. In our algebra this corresponds to triple products of generators $\theta^{A} \theta^{B} \theta^{C}$ and conjugate generators $\bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}}$. It should be pointed out that there has been conjectured an existence of "exotic" hadrons with tetraquarks combinations, and this would correspond to degree zero products $\theta^{A} \theta^{B} \bar{\theta}^{\dot{C}} \bar{\theta}^{\dot{D}}$ in our algebra.

A 3-Grassmann algebra extension of a Grassmann algebra with involution can be also endowed with a graded structure. A 3-Grassmann algebra extension with involution of a Grassmann algebra is a unital associative algebra generated by $\xi^{i}, \bar{\xi}^{j}, \theta^{A}, \bar{\theta}^{\dot{B}}$, where $i, j=1,2, \ldots, n$ and $A, \dot{B}=1,2, \ldots, N$, which satisfy the relations

$$
\begin{aligned}
\xi^{i} \xi^{j} & =-\xi^{j} \xi^{i}, \quad \bar{\xi}^{i} \bar{\xi}^{j}=-\bar{\xi}^{j} \bar{\xi}^{i}, \quad \xi^{i} \bar{\xi}^{j}=-\bar{\xi}^{j} \xi^{i}, \theta^{A} \bar{\theta}^{\dot{B}}=j^{2} \bar{\theta}^{\dot{B}} \theta^{A}, \\
\theta^{A} \theta^{B} \theta^{C} & =j \theta^{B} \theta^{C} \theta^{A}=j^{2} \theta^{C} \theta^{A} \theta^{B}, \bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}}=j \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}} \bar{\theta}^{\dot{A}}=j^{2} \bar{\theta}^{\dot{C}} \bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}}, \\
\xi^{i} \theta^{A} & =q \theta^{A} \xi^{i}, \xi^{i} \bar{\theta}^{\dot{A}}=p \bar{\theta}^{\dot{A}} \xi^{i}, \bar{\xi}^{i} \theta^{A}=p \theta^{A} \bar{\xi}^{i}, \bar{\xi}^{i} \bar{\theta}^{\dot{A}}=q \bar{\theta}^{\dot{A}} \bar{\xi}^{i},
\end{aligned}
$$

where $p, q$ is either $j$ or $j^{2}$. Evidently in this case we need six different degrees to have a consistent graded structure which means that we should construct a $\mathbb{Z}_{6}$-graded structure for a 3-Grassmann extension of Grassmann algebra with involution. We define a $\mathbb{Z}_{6}$-graded structure of this algebra by assigning the degree zero to $\mathbb{1}$, the degree two to every generator $\theta^{A}$, the degree four to every conjugate generator $\bar{\theta}^{\dot{A}}$, and the degree three to every generator $\xi^{i}$ and conjugate generator $\bar{\xi}^{i}$. As usual the degree of a product of generators is defined as the sum of degrees of its factors. Then an element of degree zero of this algebra can be written in the form

$$
\begin{aligned}
F=\mu \mathbb{1} & +f_{A \dot{B}}(\xi, \bar{\xi}) \theta^{A} \bar{\theta}^{\dot{B}}+g_{A B C}(\xi, \bar{\xi}) \theta^{A} \theta^{B} \theta^{C} \\
& +h_{\dot{A} \dot{B} \dot{C}}(\xi, \bar{\xi}) \bar{\theta}^{\dot{A}} \bar{\theta}^{\dot{B}} \bar{\theta}^{\dot{C}}+l_{A B C \dot{D}}(\xi, \bar{\xi}) \theta^{A} \theta^{B} \bar{\theta}^{\dot{C}} \bar{\theta}^{\dot{D}}
\end{aligned}
$$

where $\mu \in \mathbb{C}$ and $f_{A \dot{B}}(\xi, \bar{\xi}), g_{A B C}(\xi, \bar{\xi}), h_{\dot{A} \dot{B} \dot{C}}(\xi, \bar{\xi}), l_{A B \dot{C} \dot{D}}(\xi, \bar{\xi})$ are even elements of the Grassmann subalgebra generated by $\xi^{i}, \bar{\xi}^{j}$.

### 3.2 Graded Differential Algebras

Roughly speaking if we endow a graded algebra with a differential $d$, where differential $d$ is a linear mapping which maps an element of degree $i$ to the element of degree $i+1$, satisfies the graded Leibniz rule and the equation $d^{2}=0$, then we get a notion of graded differential algebra. A theory of graded differential algebras originated from the theory of differential forms on a smooth manifold developed by French mathematicians E. Cartan and G. de Rham. In this section we will describe the algebra of differential forms on a smooth manifold, and here we give only a brief description of its structure. If $M$ is a smooth finite dimensional manifold then the algebra of differential forms $\Omega(M)=\oplus_{p} \Omega^{p}(M)$ together with exterior differential $d$ is a commutative graded differential algebra. If $M, N$ are two smooth finite dimensional manifolds then a smooth mapping $\phi: M \longrightarrow N$ induces with the help of pull-back of differential forms the homomorphism of graded differential algebras $\phi^{*}: \Omega(N) \longrightarrow \Omega(M)$. The cohomologies of the commutative graded differential algebra $\Omega(M)$ is called the de Rham cohomologies of a manifold $M$, and they play an important role in differential topology of manifolds.

The Chevalley-Eilenberg cochain complex of $V$-valued cochains on a Lie algebra $\mathfrak{g}$, where $V$ is a vector space of representation of $\mathfrak{g}$ can be viewed as a graded
differential algebra. Given a Lie group $G$ and its Lie algebra $\mathfrak{g}$ we can construct the graded vector space $C^{n}(\mathfrak{g})$ of $\mathbb{C}$-valued $n$-cochains, i.e. if $\omega \in C^{n}(\mathfrak{g})$ then $\omega$ is a skew-symmetric linear mapping $\omega: \mathfrak{g} \otimes \mathfrak{g} \otimes \ldots \otimes \mathfrak{g}$ ( $n$ times) $\longrightarrow \mathbb{C}$. If we equip this graded vector space with an associative product of cochains, we get the graded algebra. It is well known that the graded algebra of $\mathbb{C}$-valued $n$-cochains $C^{n}(\mathfrak{g})$ can be identified with the graded algebra $\wedge^{n} \mathfrak{g}^{*}$. The graded algebra $\wedge^{n} \mathfrak{g}^{*}$ can be identified with the graded algebra $\Omega_{\text {inv }}^{n}(G)$ of left-invariant differential $n$ forms on a Lie group $G$. Then the exterior differential $d$ induces the differential on the graded algebra $C(\mathfrak{g})=\oplus_{n} C^{n}(\mathfrak{g})$, and we get the graded differential algebra of cochains.

### 3.2.1 Notion of graded differential algebra and its structure

Definition 3.2.1. A graded differential algebra is a graded associative unital alge-

i) $d: \mathscr{A}^{i} \longrightarrow \mathscr{A}^{i+1}$ for any integer $i \in \mathbb{Z}$, i.e. $d$ is of degree 1 ,
ii) $d(u v)=d(u) v+(-1)^{|u|} u d(v)$ for any homogeneous $u \in \mathscr{A}$ and any $v \in \mathscr{A}$, i.e. $d$ satisfies the graded Leibniz rule,
iii) $d^{2} u=0$ for any $u \in \mathscr{A}$.

A linear mapping $d: \mathscr{A} \longrightarrow \mathscr{A}$ is called a differential of a graded differential algebra $\mathscr{A}$. The properties i) and ii) show that differential $d$ is an antiderivation of a graded algebra $\mathscr{A}$.

Definition 3.2.2. Let $\mathscr{A}, \mathscr{B}$ be two graded differential algebras with differentials correspondingly $d, d^{\prime}$. A linear mapping $\phi: \mathscr{A} \longrightarrow \mathscr{B}$ is said to be a homomorphism of graded differential algebras if
i) $\phi: \mathscr{A}^{i} \longrightarrow \mathscr{B}^{i}$ for any integer $i \in \mathbb{Z}$,
ii) $\phi(u v)=\phi(u) \phi(v)$ for any $u, v \in \mathscr{A}$,
iii) $\phi \circ d=d^{\prime} \circ \phi$.

Definition 3.2.3. A graded differential algebra $\mathscr{A}$ is referred to as commutative graded differential if it is commutative graded algebra, i.e. the graded commutator of any two homogeneous elements $u, v \in \mathscr{A}$ vanishes $[u, v]=u v-(-1)^{|u||v|} v u=0$.

### 3.2.2 Algebra of differential forms of a manifold

In this paragraph we describe a very important graded differential algebra which arises on a smooth manifold $M$. Let $T M=\bigcup_{x \in M} T_{x} M$ be a tangent bundle and let $T^{*} M=\bigcup_{x \in M} T_{x}^{*} M$ be a cotangent bundle on a smooth $n$-dimensional manifold $M$. The smooth sections of $T M$ are the vector fields $X: M \longrightarrow T M$, with local representation $\left.X\right|_{U}=\sum_{i=1}^{n} X^{i} \frac{\partial}{\partial x^{i}}$, where $U \subset M$ is a neighborhood of an arbitrary point $x \in M$ and $\left\{\left.\frac{\partial}{\partial x^{i}}\right|_{x}\right\}_{i=1}^{n}$ is a basis of a fiber $T_{x} M$. The smooth sections of a cotangent bundle $T^{*} M$ are differential 1-forms (or simply 1-forms) and they can be locally written as $\left.\alpha\right|_{U}=\sum_{i=1}^{n} \alpha_{i} d x^{i}$, where basis $\left\{d x^{i}\right\}_{i=1}^{n}$ is a dual basis to $\left\{\frac{\partial}{\partial x^{i}}\right\}_{i=1}^{n}$. Let us consider the exterior algebra bundle $\wedge^{k} T^{*} M$, whose fiber at $x \in M$ is the antisymmetric tensor product of degree $k$ of vector spaces $T_{x}^{*} M$. Obviously $\wedge T^{*} M=\bigoplus_{k=0}^{n} \wedge^{k} T^{*} M$. We use $A^{k}(M)$ to denote the space of the smooth sections of the $\wedge^{k} T^{*} M$, i.e. $A^{k}(M)=\Gamma\left(M, \wedge^{k} T^{*} M\right)$. The elements of the space $A(M)=\bigoplus_{k=0}^{n} A^{k}(M)$ are called the differential forms of degree $k$ or briefly $k$-forms. In particular, 0 -forms are smooth functions, $A^{0}(M)=C^{\infty}(M)$. Wedge product of exterior forms can be extended to the space of differential forms $\wedge: A^{k}(M) \times$ $A^{l}(M) \longrightarrow A^{k+l}(M)$ such that for the arbitrary $\alpha_{1} \in A^{k}(M)$ and $\alpha_{2} \in A^{l}(M)$

$$
\alpha_{1} \wedge \alpha_{2}=(-1)^{k l} \alpha_{2} \wedge \alpha_{1}
$$

The wedge product is associative and bilinear. There exists an unique mapping $d: A(M) \longrightarrow A(M)$, called exterior differential, which satisfies the following conditions:

1. $d: A^{k}(M) \longrightarrow A^{k+1}(M)$ is a linear mapping with a property $d^{2}=0$,
2. if $f$ is a smooth function on a manifold $M$, then $d f \in A^{1}(M)$ is a 1-form on $M$ such that $(d f)(X)=X(f)$ for a vector field $X$ on $M$,
3. $d\left(\alpha_{1} \wedge \alpha_{2}\right)=\left(d \alpha_{1}\right) \wedge \alpha_{2}+(-1)^{k} \alpha_{1} \wedge\left(d \alpha_{2}\right)$, where $\alpha_{1} \in A^{k}(M)$ and $\alpha_{2} \in$ $A^{l}(M)$.

It is easy to see that the space of differential forms has a structure of a graded differential algebra with respect to wedge product and exterior differential of forms.

A differential $k$-form $\alpha$ can be uniquely expressed in local coordinates of a smooth manifold $x^{1}, x^{2}, \ldots, x^{n}$ by an expression

$$
\left.\alpha\right|_{U}=\sum_{1 \leqslant i_{1}<i_{2}<\ldots<i_{k} \leqslant n} \omega_{i_{1} i_{2} \ldots i_{k}} d x^{i_{1}} \wedge d x^{i_{2}} \wedge \ldots \wedge d x^{i_{k}}
$$

If we use the notion of subset of the set of first positive $n$ integers developed for description of the structure of a Grassmann algebra $I=\left(i_{1}, i_{2}, \ldots, i_{k}\right) \subset \mathscr{N}$, where $1 \leqslant i_{1}<i_{2}<\ldots<i_{k} \leqslant n$, and define

$$
d x^{I}=d x^{i_{1}} \wedge d x^{i_{2}} \wedge \ldots \wedge d x^{i_{k}}
$$

then locally a differential $k$-form can be written in the compact form

$$
\left.\alpha\right|_{U}=\sum_{I \subset \mathscr{N}} \omega_{I} d x^{I}
$$

where $\omega_{I}=\omega_{i_{1} i_{2} \ldots i_{k}}$, and the sum is taken over all subsets of the set $\mathscr{N}$ which contain $k$ integers. The exterior differential $d$ for a differential $k$-form $\left.\alpha\right|_{U}$ written in local coordinates of a smooth manifold is given by

$$
d\left(\left.\alpha\right|_{U}\right)=\sum_{I \subset \mathscr{N}} d \omega_{I} \wedge d x^{I}
$$

where $d \omega_{I}$ is the exterior differential of a function. This formula can be used (locally) for an explicit proof of the peculiar property of the exterior differential $d^{2}=0$. Indeed we have

$$
d^{2}\left(\left.\alpha\right|_{U}\right)=d\left(\sum_{I \subset \mathscr{N}} d \omega_{I} \wedge d x^{I}\right)=\sum_{I \subset \mathscr{N}}\left(d^{2} \omega_{I} \wedge d x^{I}+\omega_{I} d^{2} x^{I}\right) .
$$

For basic differential $k$-forms $d x^{I}$ we have

$$
d^{2} x^{I}=\sum_{r=1}^{k}(-1)^{r-1} d x^{i_{1}} \wedge \ldots \wedge d^{2} x^{i_{r}} \wedge \ldots \wedge d x^{i_{k}}
$$

Thus we only need to prove that $d^{2}=0$ in the case of functions (degree zero forms). But this can be proved in a very easy way

$$
d^{2} f=d\left(\sum_{i} \frac{\partial f}{\partial x^{j}} d x^{j}\right)=\sum_{i<j}\left(\frac{\partial^{2} f}{\partial x^{i} \partial x^{j}}-\frac{\partial^{2} f}{\partial x^{j} \partial x^{i}}\right) d x^{i} \wedge d x^{j}=0
$$

where we use the commutativity property of second order derivatives

$$
\frac{\partial^{2} f}{\partial x^{i} \partial x^{j}}=\frac{\partial^{2} f}{\partial x^{j} \partial x^{i}}
$$

This property of exterior differential gives rise to a very important concept of cohomology. Let us remind that a differential $k$-form $\alpha$ is said to be closed if $d \alpha=0$, and differential $k$-form $\alpha$ is said to be exact if there exists a differential $(k-1)$-form $\beta$ such that $d \beta=\alpha$. The quotient of the subspace of closed $k$-forms by exact $k$-forms is called the $k$-dimensional cohomologies of a smooth manifold $M$. The cohomologies are very important in differential topology of manifolds.

## Chapter 4

## Graded $q$-Differential Algebras and Galois <br> Extension

### 4.1 Graded $q$-Differential Algebra and Applications

An idea to generalize the concept of a differential module and to develop a corresponding algebraic structures, by assuming for a differential $d$ a more general equation $d^{N}=0, N \geq 2$ than the fundamental equation $d^{2}=0$ of a differential of graded differential algebra, seems to be very natural. Taking the equation $d^{N}=0$ as a starting point one should choose a space where a calculus with $d^{N}=0$ will be constructed. As a calculus with $d^{N}=0$ may be considered as a generalization of $d^{2}=0$, and, taking into account that we have the exterior calculus of differential forms with exterior differential $d^{2}=0$ on a smooth manifold, one way to construct $d^{N}=0$ is to take a smooth manifold and to consider objects on this manifold more general than the differentials forms [13]. In our approach we use notions of $q$ deformed structures such as graded $q$-Leibniz rule, graded $q$-commutator, graded inner $q$-derivation, where $q$ is a primitive $N$ th root of unity $[3,4,7,8,5,10,11]$.

A notion of graded $q$-differential algebra was introduced in [19] (see also in $[18,20,21,22,23]$ and it may be viewed as a generalization of a graded differential algebra. Let us mention that a concept of graded $q$-differential algebra is closely related to the monoidal structure introduced in [25] for the category
of N -complexes and it is proved in [23] that the monoids of the category of N complexes can be identified as the graded $q$-differential algebras. It is well known that a connection and its curvature are basic elements of the theory of fiber bundles and they play an important role not only in a modern differential geometry but also in theoretical physics namely in a gauge field theory. A basic algebraic structure used in the theory of connections on modules is a graded differential algebra. A graded differential algebra is an algebraic model for the de Rham algebra of differential forms on a smooth manifold. Consequently considering a concept of graded $q$-differential algebra which is more general structure than a graded differential algebra we can develop a generalization of the theory of connections on modules [35]. One of the aims of this paper is to present and study algebraic structures based on the relation $d^{N}=0$ and to generalize a concept of connection and its curvature applying a concept of graded $q$-differential algebra to the theory of connections on modules.

### 4.1.1 Calculus of $q$-numbers

A number $q$ in a concept of graded $q$-differential is a primitive $N$ th root of unity, and a calculus of $q$-numbers is widely used in a theory of graded $q$-differential algebras. In this subsection we briefly remind several important $q$-analogs of numbers and their properties. It turns out that the well known notions such as factorial and binomial coefficient can be defined in the case of primitive $N$ th root of unity [26].

Let $q$ be a primitive $N$ th root of unity. One can easily show that a primitive $N$ th root of unity has the property

$$
\begin{equation*}
1+q+q^{2}+\cdots+q^{N-1}=0 \tag{4.1.1}
\end{equation*}
$$

which we used in the previous chapters in the particular case of a primitive cubic root of unity $j$. Let us denote $1+q+q^{2}+\cdots+q^{N-1}=S$. Multiplying both sides of this equality by $q$ we obtain

$$
q+q^{2}+\cdots+q^{N}+1=S q
$$

Subtracting this equality from the initial equation $1+q+q^{2}+\cdots+q^{N-1}=S$ we get

$$
0=S q-S \Rightarrow S(1-q)=0 \Rightarrow S=0 \text { as } 1-q \neq 0
$$

A number $[k]_{q}$, where $k$ is an integer $k \geq 0$, is defined by the formula

$$
[0]_{q}=0, \quad[k]_{q}=\frac{1-q^{k}}{1-q}=1+q+q^{2}+\cdots+q^{k-1}
$$

Evidently if $q$ is a primitive $N$ th root of unity then $[N]_{q}=0$, which immediately follows from (4.1.1). One can define the $q$-analogs of factorials of integers by the formula

$$
\begin{gathered}
{[0!]_{q}=1} \\
{[n!]_{q}=[1]_{q}[2]_{q} \cdots[n]_{q}}
\end{gathered}
$$

If $p, n$ are integers satisfying $0 \leq p \leq n, n \geq 1$ then the Gaussian $q$-binomial coefficients are defined by

$$
\left[\begin{array}{c}
n \\
p
\end{array}\right]_{q}=\frac{[n!]_{q}}{[p!]_{q}[(n-p)!]_{q}}
$$

It can be proved that the Gaussian $q$-binomial coefficients satisfy the recursion relation

$$
\left[\begin{array}{c}
n+1 \\
p
\end{array}\right]_{q}=q^{k}\left[\begin{array}{l}
n \\
p
\end{array}\right]_{q}+\left[\begin{array}{c}
n \\
p-1
\end{array}\right]_{q}
$$

or

$$
\left[\begin{array}{c}
n+1 \\
p
\end{array}\right]_{q}=\left[\begin{array}{l}
n \\
p
\end{array}\right]_{q}+q^{n+1-k}\left[\begin{array}{c}
n \\
p-1
\end{array}\right]_{q}
$$

The notions of graded commutator and graded derivation of a graded algebra can be generalized within the framework of noncommutative geometry and the theory of quantum groups with the help of $q$-deformations. In general $q$ may be any complex number different from 1 but for our purpose we need $q$ to be a primitive $N$ th root of unity.

Definition 4.1.1. Let $\mathscr{A}=\oplus_{k \in \mathbb{Z}_{N}} \mathscr{A}^{k}$ be a graded associative unital algebra over $\mathbb{C}$ and $u \in \mathscr{A}^{k}, v \in \mathscr{A}^{l}$ be homogeneous elements. The graded $q$-commutator $[,]_{q}: \mathscr{A}^{k} \otimes \mathscr{A}^{l} \longrightarrow \mathscr{A}^{k+l}$ is defined by

$$
\begin{equation*}
[u, v]_{q}=u v-q^{k l} v u \tag{4.1.2}
\end{equation*}
$$

where $q$ is a primitive $N$ th root of unity.

Definition 4.1.2. A graded $q$-derivation of degree $m$ of a graded algebra $\mathscr{A}$ is a linear mapping $\delta: \mathscr{A} \longrightarrow \mathscr{A}$ of degree $m$ with respect to graded structure of $\mathscr{A}$, i.e. $\delta: \mathscr{A}^{i} \longrightarrow \mathscr{A}^{i+m}$, which satisfies the graded $q$-Leibniz rule

$$
\begin{equation*}
\delta(u v)=\boldsymbol{\delta}(u) v+q^{m l} u \boldsymbol{\delta}(v), \tag{4.1.3}
\end{equation*}
$$

where $u$ is a homogeneous element of grading $l$, i.e. $u \in \mathscr{A}^{l}$.
In analogy with an inner graded derivation one defines an inner graded $q$-derivation of degree $m$ of a graded algebra $\mathscr{A}$ associated to an element $v \in \mathscr{A}^{m}$ by the formula

$$
\begin{equation*}
\operatorname{ad}_{v}^{q}(u)=[v, u]_{q}=v u-q^{m l} u v, \tag{4.1.4}
\end{equation*}
$$

where $u \in \mathscr{A}^{l}$. It is easy to verify that an inner graded $q$-derivation is a graded $q$-derivation.

### 4.1.2 $N$-complex and its cohomologies

In this paragraph we give an brief overview of $N$-structures such as $N$-differential module, $N$-cochain complex. The section is based heavily on [6, 21].

Let $K$ be a commutative ring with a unit and $E$ be a left $K$-module. A module $E$ endowed with an endomorphism $d: E \longrightarrow E$ is referred to as a differential module with differential $d$ if endomorphism $d$ satisfies $d^{2}=0$. If $K$ is a field, then the differential module $E$ is said to be a differential vector space. It is easy to see that from the property $d^{2}=0$ of differential $d: E \longrightarrow E$ follows $\operatorname{Im} d \subset \operatorname{Ker} d \subset E$ and one can measure the non-exactness of the sequence $E \xrightarrow{d} E \xrightarrow{d} E$ by the quotient module $H(E)=\operatorname{Ker} d / \operatorname{Im} d$.

Let us consider two differential modules $E_{1}$ and $E_{2}$ with differentials

$$
d_{1}: E_{1} \longrightarrow E_{1}, \quad d_{2}: E_{2} \longrightarrow E_{2}
$$

A homomorphism of modules $\phi: E_{1} \longrightarrow E_{2}$ is said to be a homomorphism of differential modules $E_{1}, E_{2}$ if it satisfies $\phi \circ d_{1}=d_{2} \circ \phi$. It is easy to show that if $\phi$ is a homomorphism of differential modules then $\phi\left(\operatorname{Im} d_{1}\right) \subset \operatorname{Im} d_{2}$ and $\phi\left(\operatorname{Ker} d_{1}\right) \subset$ $\operatorname{Ker} d_{2}$. It means that a homomorphism of differential modules $\phi$ induces the homomorphism of homologies $\phi_{*}: H\left(E_{1}\right) \longrightarrow H\left(E_{2}\right)$ of differential modules $E_{1}, E_{2}$.

For an exact sequence of differential modules

$$
0 \rightarrow E_{1} \xrightarrow{\phi} E_{2} \xrightarrow{\psi} E_{3} \rightarrow 0,
$$

i.e. $\operatorname{Im} \phi=\operatorname{Ker} \psi, \operatorname{Ker} \phi=0, \operatorname{Im} \psi=E_{3}$, there exists a homomorphism of homologies $\partial: H\left(E_{3}\right) \rightarrow H\left(E_{1}\right)$ such that $\operatorname{Ker}\left(\phi_{*}\right)=\operatorname{Im}(\partial), \operatorname{Ker}\left(\psi_{*}\right)=\operatorname{Im}\left(\phi_{*}\right)$ and $\operatorname{Ker}(\partial)=\operatorname{Im}\left(\psi_{*}\right)$, where $\phi_{*}: H\left(E_{1}\right) \longrightarrow H\left(E_{2}\right)$ and $\psi_{*}: H\left(E_{2}\right) \longrightarrow H\left(E_{3}\right)$ are homomorphisms of homologies induced by $\phi: E_{1} \longrightarrow E_{2}$ and $\psi: E_{2} \longrightarrow E_{3}$. A module $E$ is said to be a $\mathbb{Z}$-graded module if it is given as a direct sum of submodules $E^{i} \subset E$ labeled by integers $i \in \mathbb{Z}$, i.e. $E=\oplus_{i \in \mathbb{Z}} E^{i}$. We will call an element $u \in E^{i}$ a homogeneous element of $\mathbb{Z}$-graded module of degree $i$. A cochain complex is a $\mathbb{Z}$-graded differential module $E$ with differential $d$ of degree 1 with respect to a $\mathbb{Z}$-graded structure of $E$, which means $d: E^{i} \rightarrow E^{i+1}$.

A $\mathbb{Z}$-graded structure of a cochain complex $E \oplus_{i \in \mathbb{Z}} E^{i}$ induces the $\mathbb{Z}$-graded structure of its homology $H(E)$, i.e. $H(E)=\oplus_{i \in \mathbb{Z}} H^{i}(E)$, where $H^{i}(E)=\operatorname{Ker} d \cap$ $E^{i} / \operatorname{Im} d \cap E^{i}$. A homology $H(E)$ is said to be a cohomology of a cochain complex $E$. It can be proved [21] that for an exact sequence of cochain complexes

$$
0 \rightarrow E_{1} \xrightarrow{\phi} E_{2} \xrightarrow{\psi} E_{3} \rightarrow 0
$$

there exists a homomorphism of homologies $\partial: H^{i}\left(E_{3}\right) \longrightarrow H^{i+1}\left(E_{1}\right)$ such that the sequence

$$
\ldots \xrightarrow{\partial} H^{n}\left(E_{1}\right) \xrightarrow{\phi_{*}} H^{n}\left(E_{2}\right) \xrightarrow{\psi_{*}} H^{n}\left(E_{3}\right) \xrightarrow{\partial} H^{n+1}\left(E_{1}\right) \rightarrow \ldots
$$

is exact.
A cochain complex $E=\oplus_{i \in \mathbb{Z}} E^{i}$ with differential $d$ is said to be a positive cochain complex if for every $i<0$ a submodule $E^{i}$ is trivial, i.e. $E^{i}=0$. We construct positive cochain complex using a notion of a pre-cosimplicial module. Let us remind that a sequence of modules $\left(E^{n}\right)_{n \in \mathbb{N}}=\left(E^{0}, E^{1}, \ldots, E^{n}, \ldots\right)$ with homomorphisms $\phi_{0}, \phi_{1}, \ldots, \phi_{n+1}$ such that each $\phi_{i}$ determines a sequence

$$
E^{0} \xrightarrow{\phi_{i}} E^{1} \xrightarrow{\phi_{i}} E^{2} \ldots \xrightarrow{\phi_{i}} E^{n} \xrightarrow{\phi_{i}} E^{n+1} \xrightarrow{\phi_{i}} \ldots,
$$

where $\phi_{i}: E^{n} \longrightarrow E^{n+1}$ is a homomorphism of modules, is said to be a pre-cosimplicial module if

$$
\phi_{j} \circ \phi_{i}=\phi_{i} \circ \phi_{j-1},
$$

where $i, j \in\{0,1, \ldots, n+1\}$ and $i<j$. For a pre-cosimplitial module we construct a positive cochain complex $E$ with differential $d$ by setting $E=\oplus_{n \in \mathbb{N}} E^{n}$ and $d=$
$\sum_{i=0}^{n+1}(-1)^{i} \phi_{i}$. We shall call this positive cochain complex the pre-cosimplicial complex and its differential $d$ the simplicial differential.

The relation $d^{2}=0$, which determines the structure of a differential module and allows to define the important characteristics of a non-exactness of a differential module, can be considered in a more general form $d^{N}=0$, where $N \geq 2$ is an positive integer. This generalization was proposed and considered in the framework of noncommutative geometry almost at the same time in the papers [25, 21, 23]. Now we describe a notion of an N -differential module, which can be viewed as a generalization of a notion of differential module, we also define the generalized homologies of an $N$-differential module.

Let $N$ be an integer greater or equal to two and $E$ be a left $K$-module. A left $K$-module $E$ is said to be a $N$-differential module with $N$-differential $d$ if $d$ : $E \longrightarrow E$ is an endomorphism of $E$ satisfying relation $d^{N}=0$. If $K$ is a field an $N$-differential module $E$ will be referred to as a $N$-differential vector space. Obviously $N$-differential module can be viewed as a generalization of a concept of differential module to any integer $N \geq 2$. For each integer $1 \leq m \leq N-1$ we can define the submodules $Z_{m}(E)=\operatorname{Ker}\left(d^{m}\right) \subset E$ and $B_{m}(E)=\operatorname{Im}\left(d^{N-m}\right) \subset E$. From the relation $d^{N}=0$ it follows that $B_{m}(E) \subset Z_{m}(E)$ and the quotient modules $H_{m}(E):=Z_{m}(E) / B_{m}(E)$ are called the generalized homology of the $N$-differential module $E$.

An $N$-differential module $E$ with $N$-differential $d$ is said to be a $N$-cochain complex of modules or simply a $N$-complex if $E$ is a $\mathbb{Z}$-graded module $E=\oplus_{k \in \mathbb{Z}} E^{k}$ and its $N$-differential $d$ has degree 1, i.e. $d: E^{k} \longrightarrow E^{k+1}$.

If $E$ is an $N$-complex then its cohomologies $H_{m}(E)$ are $\mathbb{Z}$-graded modules, i.e. $H_{m}(E)=\oplus_{n \in \mathbb{Z}} H_{m}^{n}(E)$, where

$$
H_{m}^{n}(E)=\operatorname{Ker}\left(d^{m}: E^{n} \longrightarrow E^{n+m}\right) / d^{N-m}\left(E^{n+m-N}\right)
$$

Let us consider an example of a positive $N$-complex [23]. Let $q \in \mathbb{C}$ be a $N$ th root of unity and $\left(\left(E^{n}\right)_{n \in \mathbb{N}} ; f_{0}, f_{1}, \ldots, f_{n+1}\right)$ be a pre-cosimplicial module, where $f_{0}, f_{1}, \ldots, f_{n+1}$ are coface homomorphisms. This pre-cosimplicial module has a structure of the positive $N$-complexes if we construct the positively graded or $\mathbb{N}$ graded module $E=\oplus_{n \in \mathbb{N}} E^{n}$ with the endomorphism $d_{m}: E \longrightarrow E, i \leq n+1$ of degree 1 defining it by

$$
\begin{equation*}
d_{m}=\delta_{m+1}+q^{n-m+1} \sum_{r=0}^{m}(-1)^{r} f_{n-m+r+1} \tag{4.1.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{m}=\sum_{i=0}^{n-m+1} q^{i} f_{i} \tag{4.1.6}
\end{equation*}
$$

For $m=0,1$ we get

$$
\begin{equation*}
d_{0}=\sum_{i=0}^{n+1} q^{i} f_{i}, \quad d_{1}=\sum_{i=0}^{n} q^{i} f_{i}-q^{n} f_{n+1} \tag{4.1.7}
\end{equation*}
$$

It is easy to see that $d_{m}: E^{n} \longrightarrow E^{n+1}, d_{m}^{N}=0$ which means that $d_{m}$ is the $N$ differential, and we get the $N$-complexes $\left(E, d_{0}\right),\left(E, d_{1}\right), \ldots,\left(E, d_{n+1}\right)$.

### 4.1.3 Graded $q$-differential algebra

If we endow a cochain complex with an associative unital law of multiplication (by other words we endow a cochain complex with a structure of graded algebra) in such a way that a differential of a cochain complex satisfies the graded Leibniz rule with respect to this multiplication then we obtain a concept of a graded differential algebra. Analogously if we equip a N -complex with an associative unital law of multiplication in such a way that a $N$-differential of a $N$-complex satisfies the $q$-graded Leibniz rule, where $q$ is a primitive $N$ th root of unity, then we obtain a generalization of a graded differential algebra which is called graded $q$-differential algebra. In this subsection we give a definition of a graded $q$-differential algebra, where $q$ is a primitive $N$ th root of unity. The peculiar property of a graded $q$ differential algebra is $d^{N}=0$, where $N \geq 2$. This equation is a generalization of the equation $d^{2}=0$ of a differential of a graded differential algebra, and this generalization was proposed by M. Kapranov in [25] in the framework of noncommutative geometry. It should be mentioned that the goal of approach proposed in [25] is to study the generalized cohomologies induced by a differential $d^{N}=0$ and it does not have a notion of a graded $q$-differential algebra. A concept of graded $q$-differential algebra was introduced in [19] and later developed in the series of papers $[3,4,5,6,8,27]$. The next aim of this subsection is to prove the lemma which gives an expansion of $k$ th power of $N$-differential. We will use this lemma in the next subsection to prove the theorem which gives a way of construction a graded $q$-differential algebra if we have a unital associative graded algebra.

Let $\mathscr{A}=\oplus_{n \in \mathbb{Z} \mathscr{A}^{n}}$ be an associative unital graded $\mathbb{C}$-algebra. The subspace of elements of degree zero $\mathscr{A}^{0} \subset \mathscr{A}$ is the subalgebra of $\mathscr{A}$. Any subspace $\mathscr{A}^{k} \subset \mathscr{A}$ of elements of degree $k \in \mathbb{Z}$ is the $\left(\mathscr{A}^{0}, \mathscr{A}^{0}\right)$-bimodule.

Definition 4.1.3. A graded $q$-differential algebra over $\mathbb{C}$ is an associative unital $\mathbb{Z}$ graded (or $\mathbb{Z}_{N}$-graded) $\mathbb{C}$-algebra $\mathscr{A}=\oplus_{k \in \mathbb{Z}} \mathscr{A}^{k}$ endowed with a linear mapping $d$ of degree one such that the sequence

$$
\ldots \xrightarrow{d} \mathscr{A}^{k-1} \xrightarrow{d} \mathscr{A}^{k} \xrightarrow{d} \mathscr{A}^{k+1} \xrightarrow{d} \ldots
$$

is an $N$-complex with $N$-differential $d$ satisfying the graded $q$-Leibniz rule

$$
\begin{equation*}
d(\omega \cdot \theta)=d \omega \cdot \theta+q^{k} \omega \cdot d \theta \tag{4.1.8}
\end{equation*}
$$

where $\omega \in \mathscr{A}^{k}, \theta \in \mathscr{A}$.
Obviously the subspace of elements of degree zero $\mathscr{A}^{0} \subset \mathscr{A}$ is the subalgebra of a graded $q$-differential algebra $\mathscr{A}$. Clearly the triple $\left(\mathscr{A}^{0}, d, \mathscr{A}^{1}\right)$ is the first order differential calculus over the algebra $\mathscr{A}^{0}$. The triple $\left(\mathscr{A}^{0}, d, \mathscr{A}^{1}\right)$ will be referred to as an $N$-differential calculus over the algebra $\mathfrak{A}$.

Let us remind that a graded center of an associative unital graded $\mathbb{C}$-algebra $\mathscr{A}=$ $\oplus_{k \in \mathbb{Z}^{k}}$ is the graded subspace $Z(\mathscr{A})=\oplus_{k \in \mathbb{Z}} Z^{k}(\mathscr{A})$ of $\mathscr{A}$ generated by the homogeneous elements $v \in \mathscr{A}^{k}$, where $k \in \mathbb{Z}$, satisfying $v w=q^{k m} w v$ for any $w \in \mathscr{A}^{m}, m \in \mathbb{Z}$. It is easy to verify that the graded center $Z(\mathscr{A})$ is the graded subalgebra of $\mathscr{A}$.
It is well known that given a homogeneous element $v \in \mathscr{A}^{k}$ of $\mathscr{A}$ we can associate to it the graded $q$-derivation of degree $k$ by means of a graded $q$-commutator $[,]_{q}$ as follows

$$
\begin{equation*}
v \mapsto \operatorname{ad}_{v}^{q}(v) w=[v, w]_{q}=v w-q^{k m} w v, \tag{4.1.9}
\end{equation*}
$$

where $w \in \mathscr{A}^{m}$. Clearly $\mathrm{ad}_{v}^{q}: \mathscr{A}^{m} \longrightarrow \mathscr{A}^{m+k}$, and the graded $q$-derivation $\mathrm{ad}_{v}^{q}$ associated to a homogeneous element $v$ is referred to as an inner graded $q$-derivation of degree $k$ of $\mathscr{A}$. Let $v \in \mathscr{A}^{1}$ be a homogeneous element of degree one and $d_{v}=\operatorname{ad}_{v}^{q}: \mathscr{A}^{m} \longrightarrow \mathscr{A}^{m+1}$ be the inner graded $q$-derivation associated to $v$. The $k$ th power of this inner graded $q$-derivation can be expanded as follows [33]:
Lemma 4.1.1. For any integer $k \geq 2$ it holds

$$
\begin{equation*}
d_{v}^{k} w=\sum_{i=0}^{k} p_{i}^{(k)} v^{k-i} w v^{i} \tag{4.1.10}
\end{equation*}
$$

where $w$ is a homogeneous element of $\mathscr{A}$ and

$$
p_{i}^{(k)}=(-1)^{i} q^{|w|_{i}} \frac{[k]_{q}!}{[i]_{q}![k-i]_{q}!}=(-1)^{i} q^{|w|_{i}}\left[\begin{array}{c}
k  \tag{4.1.11}\\
i
\end{array}\right]_{q}
$$

$$
\begin{equation*}
|w|_{i}=i|w|+\frac{i(i-1)}{2} . \tag{4.1.12}
\end{equation*}
$$

### 4.1.4 Associative algebra approach to graded $q$-differential algebra

The aim of this section is to show that given a unital associative graded algebra one can endow it with a structure of graded $q$-differential algebra if there exists an element $v$ of this algebra whose $N$ th power belong to the graded center of graded associative algebra. By other words we propose a method of how to construct a graded $q$-differential algebra with the help of a graded associative algebra, and this method opens a way to constructing a class of graded $q$-differential algebras. It is worth mentioning that this method can be applied to generalized Clifford algebras because each generator $\gamma^{i}$ of a generalized Clifford algebra satisfies $\left(\gamma^{i}\right)^{N}=\mathbb{1}$, where $\mathbb{1}$ is the identity element of a generalized Clifford algebra. This method was proposed in [3] and later developed and applied to generalized Clifford algebra to construct a graded $q$-differential algebra of forms on a quantum plane [4],[33]

Theorem 4.1.2. Let $\mathscr{A}$ be a graded associative unital algebra $\mathscr{A}=\oplus_{k} \mathscr{A}^{k}$, and $q$ be a primitive $N$ th root of unity. If there exists an element of grading one $v \in \mathscr{A}^{1}$ which satisfies the condition $v^{N} \in \mathscr{Z}(\mathscr{A})$, where $\mathscr{Z}(\mathscr{A})$ is the graded center of $\mathscr{A}$, then the graded algebra $\mathscr{A}$ endowed with the inner graded $q$-derivation $d=\mathrm{ad}_{v}^{q}$ is a graded $q$-differential algebra ( $d$ is its $N$-differential).

Proof. Our proof of this theorem is based on the lemma proved at the end of previous subsection. Thus we will use the power expansion (4.1.10). Indeed making use of (4.1.10) we can express the $N$ th power of $d$ as follows

$$
d^{N} u=\sum_{i=0}^{N}(-1)^{i} p_{i}\left[\begin{array}{c}
N  \tag{4.1.13}\\
i
\end{array}\right]_{q} v^{k-i} u v^{i} .
$$

Taking into account that $q$ is a primitive $N$ th root of unity we get

$$
\left[\begin{array}{c}
N \\
i
\end{array}\right]_{q}=0, \quad i \in\{1,2, \ldots, N-1\} .
$$

Hence the terms in (4.1.13), which are numbered with $i=1,2, \ldots, N-1$, vanish, and we are left with two terms

$$
d^{N} u=v^{N} u+(-1)^{N} q^{\sigma(N)} u v^{N} .
$$

As $v^{N}$ is the element of grading zero (modulo $N$ ) of the graded center $\mathscr{Z}(\mathscr{A})$ we can rewrite the above formula as follows

$$
d^{N} u=\left(1+(-1)^{N} q^{\sigma(N)}\right) u v^{N}, \quad \sigma(N)=\frac{N(N-1)}{2} .
$$

In order to show that the multiplier in the above formula vanish for any $N \geq 2$ we consider separately two cases for $N$ to be an odd or even positive integer. If $N$ is an odd positive integer then the multiplier $1+(-1)^{N} q^{\sigma(N)}$ vanish because in this case

$$
1+(-1)^{N} q^{\sigma(N)}=1-\left(q^{N}\right)^{\frac{N-1}{2}}=0
$$

If $N$ is an even positive integer then

$$
1+(-1)^{N} q^{\sigma(N)}=1+\left(q^{\frac{N}{2}}\right)^{N-1}=1+(-1)^{N-1}=0
$$

Hence for any $N \geq 2$ we have $d^{N}=0$, and this ends the proof of the theorem.
Let us fix a positive integer $m \in\{1,2, \ldots, N-1\}$ and split up the $N$ th power of $N$-differential $d$ as follows $d^{N}=d^{m} \circ d^{N-m}$. We remind a concept of generalized cohomologies of $N$-complex. Then the equation $d^{N}=0$ can be given in the form $d^{N}=d^{m} \circ d^{N-m}=0$ and this leads to possible generalization of a concept of cohomology. For each integer $1 \leq m \leq N-1$ one can define the submodules

$$
\begin{align*}
& Z_{m}(E)=\left\{x \in E: d^{m} x=0\right\} \subset E  \tag{4.1.14}\\
& B_{m}(E)=\left\{x \in E: \exists y \in E, x=d^{N-m} y\right\} \subset E \tag{4.1.15}
\end{align*}
$$

From $d^{N}=0$ it follows that $B_{m}(E) \subset Z_{m}(E)$. For each $m \in\{1,2, \ldots, N-1\}$ the quotient module $H_{m}(E):=Z_{m}(E) / B_{m}(E)$ is said to be a generalized homology of order $m$ of $N$-differential module $E$. The following lemma [20] gives a very useful criteria for the triviality of the generalized cohomologies of an N -differential module.

Lemma 4.1.3. Let $E$ be an $N$-differential vector space over complex numbers $\mathbb{C}$, $N \geq 2$ be an integer and $q$ be a complex number satisfying the conditions $[N]_{q}=0$ and $[n]_{q}$ is invertible for any integer $1 \leq n \leq N-1$. If there is a vector space endomorphism $f: E \longrightarrow E$ satisfying $f \circ d-q d \circ f=\operatorname{Id}_{E}$ then the generalized cohomologies of an $N$-differential vector space $E$ are trivial, i.e. for any integer $1 \leq n \leq N-1$ it holds $H_{n}(E)=0$.

Based on this lemma we can prove that the generalized cohomologies of the cochain $N$-complex described in Theorem 4.1.2 are trivial. It is worth mentioning that the same argument is used in [20] to show that the generalized cohomologies of the $N$-differential module constructed by means of the algebra of $\mathrm{N} \times \mathrm{N}$ matrices $\operatorname{Mat}_{N}(\mathbb{C})$ are trivial.

Theorem 4.1.4. Let $q$ be a primitive $N$ th root of unity, $\mathscr{A}=\oplus_{i \in \mathbb{Z}_{N} \mathscr{A}^{i}}$ be a graded associative unital algebra with an element $v \in \mathscr{A}^{1}$ satisfying $v^{N}=\lambda \mathbb{1}$, where $\lambda \neq 0$. Then the generalized cohomologies $H_{n}(\mathscr{A})$ of the cochain $N$-complex of Theorem 4.1.2

$$
\begin{equation*}
\mathscr{A}^{0} \xrightarrow{d} \mathscr{A}^{1} \xrightarrow{d} \mathscr{A}^{2} \xrightarrow{d} \ldots \xrightarrow{d} \mathscr{A}^{N-1} \tag{4.1.16}
\end{equation*}
$$

with $N$-differential $d=\mathrm{ad}_{v}^{q}$, induced by an element $v$, are trivial, i.e. for any $n \in\{1,2, \ldots, N-1\}$ we have $H_{n}(\mathscr{A})=0$.

### 4.1.5 Matrix representation of graded $q$-differential algebra

Consider the algebra $\operatorname{Mat}_{N}(\mathbb{C})$ of $N \times N$ matrices. Evidently this algebra is unital associative algebra over $\mathbb{C}$ if we take a product of matrices as a multiplication law for this algebra. The unit matrix will be denoted by $\mathbb{1}$. The basis for vector space of $\operatorname{Mat}_{N}(\mathbb{C})$ is the matrices $\left\{E_{l}^{k}\right\}, k, l=1,2, \cdots, N$ where

$$
\begin{equation*}
\left(E_{l}^{k}\right)_{j}^{i}=\delta_{l}^{k} \delta_{j}^{i} . \tag{4.1.17}
\end{equation*}
$$

We would like to point out that we use conventional notations for the matrices of $\operatorname{Mat}_{N}(\mathbb{C})$ which means that superscript $i$ stands for $i$ th row and subscript $j$ stands for $j$ th column. Obviously $\operatorname{dim} \operatorname{Mat}_{N}(\mathbb{C})=N^{2}$. It follows from (4.1.17) that

$$
\begin{equation*}
E_{l}^{k} E_{n}^{m}=\delta_{n}^{k} E_{l}^{m} \tag{4.1.18}
\end{equation*}
$$

In the matrix $E_{l}^{k}$ we have 1 on the intersection of the $k$-th column and $l$-th row and all other entries are zeros.

In what follows we will use two descriptions for the algebra $\operatorname{Mat}_{N}(\mathbb{C})$. The first is based on the basis $E_{l}^{k}$. In this case any matrix of $\operatorname{Mat}_{N}(\mathbb{C})$ can be written uniquely as a linear combination of $E_{l}^{k}$ by the formula

$$
u=\sum_{k, l=1}^{N} \lambda_{l}^{k} E_{l}^{k}
$$

where $u \in \operatorname{Mat}_{N}(\mathbb{C})$ and $\lambda_{l}^{k} \in \mathbb{C}$. The equation (4.1.18) gives the structural constants of the algebra $\operatorname{Mat}_{N}(\mathbb{C})$.

The algebra of square matrices of $N$ th order can be endowed with a graded structure. Indeed graded structure of $\operatorname{Mat}_{N}(\mathbb{C})$ can be defined by $\left|E_{l}^{k}\right|=k-l(\bmod N)$. Then we have the following degrees $0,1, \cdots, N-1$. Let us denote a subspace of elements of degree $k$ by $M^{k}$ then

$$
\begin{aligned}
\operatorname{Mat}_{N}(\mathbb{C}) & =M_{N}^{0} \oplus M_{N}^{1} \oplus \cdots \oplus M_{N}^{N-1} \\
& =\oplus_{k=0}^{N-1} M_{N}^{k} .
\end{aligned}
$$

Proposition 4.1.4. The matrices $E_{k}^{k}, k=1,2, \cdots, N$ form the basis for the subspace $M_{N}^{0}$. This subspace of matrices of degree zero is the subalgebra of $\operatorname{Mat}_{N}(\mathbb{C})$. Any subspace $M^{k}$ of $\operatorname{Mat}_{N}(\mathbb{C})$, where $k>0$, is $M^{0}$-bimodule.

Proof. Any element of $M_{N}^{0}$ can be written in the form

$$
\lambda_{1} E_{1}^{1}+\lambda_{2} E_{2}^{2}+\cdots+\lambda_{N} E_{N}^{N}=\left(\begin{array}{cccc}
\lambda_{1} & 0 & \cdots & 0 \\
0 & \lambda_{2} & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & \lambda_{N}
\end{array}\right)
$$

This is diagonal matrix. If we add two diagonal matrices that will be diagonal matrix and if we multiply two diagonal matrices that is also diagonal matrix. It shows that $M_{N}^{0} \subset \operatorname{Mat}_{N}(\mathbb{C})$ is subalgebra of $\operatorname{Mat}_{N}(\mathbb{C})$. It follows from the graded structure of $\operatorname{Mat}_{N}(\mathbb{C})$ that any $M^{k}, k>0$ is a $M^{0}$-bimodule.

As we mentioned before the matrices $E_{l}^{k}$ satisfy the relation

$$
\begin{equation*}
E_{l}^{k} E_{n}^{m}=\delta_{n}^{k} E_{l}^{m} \tag{4.1.19}
\end{equation*}
$$

Let us denote the degrees of these matrices by $a$ and $b$, i.e.

$$
\left|E_{l}^{k}\right|=a \text { and }\left|E_{n}^{m}\right|=b
$$

According to the definition of graded structure of $\operatorname{Mat}_{N}(\mathbb{C})$ we have

$$
\left|E_{l}^{k}\right|=a=k-l(\bmod N) \text { and }\left|E_{n}^{m}\right|=b=m-n(\bmod N) .
$$

Now we can calculate the degree of the product of two matrices with the help of (4.1.18), and we obtain

$$
\left|E_{l}^{k} E_{n}^{m}\right|=\left|\delta_{n}^{k} E_{l}^{m}\right|=\left|E_{l}^{m}\right|=m-l(\bmod N)
$$

and

$$
\left|E_{l}^{k}\right|\left|E_{n}^{m}\right|=k-l+m-n(\bmod N)=m-l(\bmod N)(\text { as } k=n)=a+b(\bmod N)
$$

Now our aim is to equip the algebra of square matrices of $N$ th order with a structure of a graded $q$-differential algebra. In order to construct a graded $q$-differential algebra we will use Theorem 4.1.2. Actually we can apply this theorem because the algebra of square matrices of order $N$ can be considered as the generalized Clifford algebra, and a possible application of Theorem 4.1.2 to generalized Clifford algebras was mentioned in the previous subsection. It is worth to remind that a generalized Clifford algebra is a unital associative algebra over $\mathbb{C}$ generated by $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}$ which obey the relations

$$
\gamma_{i} \gamma_{j}=q \gamma_{j} \gamma_{i}(i<j), \quad\left(\gamma_{i}\right)^{N}=\mathbb{1}
$$

where $q$ is a primitive $N$ th root of unity. Particularly taking $N=2$ we see that this definition is the definition of Clifford algebra. As it was mentioned before in the case of algebra of matrices $\operatorname{Mat}_{N}(\mathbb{C})$ we have two approaches to describe the structure of $\operatorname{Mat}_{N}(\mathbb{C})$. The first one is based on the basis $E_{l}^{k}$ for the vector space of $\operatorname{Mat}_{N}(\mathbb{C})$, i.e any matrix of $\operatorname{Mat}_{N}(\mathbb{C})$ can be written uniquely as a linear combination of $E_{l}^{k}$ by the formula

$$
u=\sum_{k, l=1}^{N} \lambda_{l}^{k} E_{l}^{k} \text { where } A \in \operatorname{Mat}_{N}(\mathbb{C}) \text { and } \lambda_{l}^{k} \in \mathbb{C}
$$

and the equation (4.1.18) gives the structural constants of $\operatorname{Mat}_{N}(\mathbb{C})$. The second approach uses the following two matrices

$$
x=\left(\begin{array}{ccccc}
1 & 0 & 0 & \cdots & 0 \\
0 & q^{-1} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & q^{-(N-1)}
\end{array}\right), \quad \xi=\left(\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0
\end{array}\right)
$$

where $q$ is $N$-th root of unity. It can be proved that the algebra of square matrices of $N$ th order is generated by these matrices, and $x, \xi$ can be taken as generators of $\operatorname{Mat}_{N}(\mathbb{C})$. The generators $x, y$ satisfy

$$
x \xi=q \xi x, x^{N}=\xi^{N}=\mathbb{1} .
$$

Thus the algebra of square matrices $\operatorname{Mat}_{N}(\mathbb{C})$ is the generalized Clifford algebra with two generators $(n=2)$. For any matrix $u \in \operatorname{Mat}_{N}(\mathbb{C})$ can be expressed as a power expansion of generators

$$
\begin{aligned}
u= & \sum_{i, j=0}^{N-1} \lambda_{i j} x^{i} \xi^{j} \\
= & \lambda_{00} \mathbb{1}+\lambda_{10} x+\lambda_{01} \xi+\lambda_{20} x^{2}+\lambda_{11} x \xi+ \\
& \lambda_{02} \xi^{2}+\cdots \cdots+\lambda_{N-1, N-1} x^{N-1} \xi^{N-1}
\end{aligned}
$$

Proposition 4.1.5. The degree of $E_{l}^{k}$ is defined by $\left|E_{l}^{k}\right|=k-l(\bmod N)$, the residue classes of module $N$ by $\{\overline{0}, \overline{1}, \cdots, \overline{N-1}\}$ and $\operatorname{Mat}_{N}(\mathbb{C})$ is the graded algebra with respect to the degree defined by $\left|E_{l}^{k}\right|=k-l(\bmod N)$.

Proof. We only to show that for any two homogenous elements $A, B$ it holds $|A B|=|A|+|B|$. Consider two homogenous elements $A, B$ such that $|A|=a,|B|=$ $b$ where

$$
A=\sum_{k, l}^{N} \lambda_{l}^{k} E_{l}^{k}, \quad B=\sum_{m, n}^{N} \alpha_{n}^{m} E_{n}^{m}
$$

Hence $\left|E_{l}^{k}\right|=a=k-l(\bmod N)$ and $\left|E_{n}^{m}\right|=b=m-n(\bmod N)$. Then the product of two elements

$$
\begin{aligned}
A B & =\sum_{k, l}^{N} \sum_{m, n}^{N} \lambda_{l}^{k} \alpha_{n}^{m} E_{l}^{k} E_{n}^{m} \\
& =\sum_{k, l}^{N} \sum_{m, n}^{N} \lambda_{l}^{k} \alpha_{n}^{m} \delta_{n}^{k} E_{l}^{m} \\
& =\sum_{n, l, m}^{N} \lambda_{l}^{n} \alpha_{n}^{m} E_{l}^{m}
\end{aligned}
$$

The degree of a product is $|A B|=\left|\lambda_{l}^{n} \alpha_{n}^{m} E_{l}^{m}\right|=\left|E_{l}^{m}\right|=m-l(\bmod N)$ and the sum of degrees of two elements is $|A|+|B|=a+b=k-l+m-n(\bmod N)=$ $m-l(\bmod N)$ as $k=n$.

Let us remind that the subspace of elements of degree $k$ was denoted by $M^{k}$. Then we have

$$
\operatorname{Mat}_{N}(\mathbb{C})=M^{0} \oplus M^{1} \oplus \cdots \oplus M^{N-1}=\oplus_{k=0}^{N-1} M^{k}
$$

Hence the algebra of square matrices of $N$ th order is the graded unital associative algebra, and it is even the generalized Clifford algebra. We can apply our results obtained in the previous section to construct a graded $q$-differential algebra. Let us remind that for a differential calculus of first order over a unital associative algebra we used the terminology of function theory calling the elements of subalgebra of degree zero functions and the elements of degree one differential 1-form. We will use the same terminology here in the case of the algebra of matrices. Hence the elements of the subalgebra $M^{0}$ of matrices of degree zero we will called functions, and the elements of the subspace of degree will be called differential 1-forms. Given a function $f \in M^{0}$ we can write it either in terms of generators $x, \xi$ of the algebra of matrices or in the basis $E_{l}^{k}$. Hence we have

1. $f(x)=\lambda_{0} \mathbb{1}+\lambda_{1} x+\lambda_{2} x^{2}+\cdots+\lambda_{N-1} x^{N-1}$, and this way of writing of element of degree zero shows that our terminology from a theory of functions is justified because this element has a form of a power function of the variable $x$;
2. $f(x)=\alpha_{1} e_{1}+\alpha_{2} e_{2}+\cdots+\alpha_{N} e_{N}$ where $e_{1}=E_{1}^{1}, e_{2}=E_{2}^{2}, \cdots, e_{N}=E_{N}^{N}$.

Let us define the linear mapping $d: \operatorname{Mat}_{N}(\mathbb{C}) \longrightarrow \operatorname{Mat}_{N}(\mathbb{C})$ by

$$
\begin{equation*}
d u=[\xi, u]_{q}, \tag{4.1.20}
\end{equation*}
$$

where graded $q$-commutator is defined by $[\xi, u]_{q}=\xi u-q^{|u|} u \xi$. Though it follows from the properties of inner graded $q$-derivation that $d$ is the graded $q$-differential we can prove this directly.

Proposition 4.1.6. The linear mapping $d$ defined in (4.1.20) is the $N$-differential of the algebra of square matrices of order $N$, i.e. $d$ is the graded q-differential of the algebra $\operatorname{Mat}_{N}(\mathbb{C})$ satisfying $d^{N}=0$.

Proof. First of all we have

$$
\begin{aligned}
d(u v) & =\xi u v-q^{|u v|} u v \xi \\
& =\xi u v-q^{|u|+|v|} u v \xi .
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
d u v+q^{|u|} u d v & \\
& =\left(\xi_{u}-q^{|u|}\right) v+q^{|u|} u\left(\xi v-q^{|v|} v \xi\right) \\
& =\xi u v-q^{|u|} u \xi v+q^{|u|} u \xi v-q^{|u|+|v|} u v \xi \\
& =\xi u v-q^{|u|+|v|} u v \xi
\end{aligned}
$$

Consequently $d(u v)=d u v+q^{|u|} u d v$ and it is proved that $d$ is the graded $q$ differential. The second property $d^{N}=0$ follows immediately from Theorem 4.1.2.

Evidently $d$ is the inner graded derivation of the algebra of matrices, and because $\xi^{N}=\mathbb{1}$ it follows immediately from Theorem 4.1.2 that the algebra of square matrices of order $N$ equipped with the graded structure and inner graded derivation $d$ is the graded $q$-differential algebra, where inner graded derivation $d$ can be considered as $N$-differential, i.e. $d$ satisfies $d^{N}=0$. For function $f \in M_{N}^{0}$ we have

$$
d f=[\xi, f]_{q}=\xi f-f \xi
$$

It is obvious that if we restrict the $N$-differential $d$ to degree zero and one subspaces then we get the first order differential calculus $d: M_{N}^{0} \longrightarrow M_{N}^{1}$ or this can be written as the triple $\left(M_{N}^{0}, d, M_{N}^{1}\right)$, where $M_{N}^{0}$ is the algebra of functions of $x$, and $M_{N}^{1}$ is the $M_{N}^{0}$-bimodule of differential 1-forms. It is easily verify that the differential $d$ satisfies the graded $q$-Leibniz rule. It follows from the graded structure of the algebra of $N$ th order matrices that the basis for the subspace $M_{N}^{1}$ is $\left\{E_{1}^{2}, E_{2}^{3} \cdots, E_{N-1}^{N}, E_{N}^{1}\right\}$. Let us denote the basis for the subspace of differential 1 -forms by $\omega_{k}=E_{k}^{k+1},(k=1,2, \cdots, N)$. Then any differential one form can be expressed in terms of basic differential forms in the form $\omega=\lambda_{k} \omega_{k}=\sum_{k=1}^{N} \lambda_{k} \omega_{k}$ where $\lambda_{k} \in \mathbb{C}$, and the dimension of the subspace of one forms is $\operatorname{dim} M_{N}^{1}(\mathbb{C})=N$.

From Proposition (4.1.4) it follows that the subspace of differential 1-forms $M_{N}^{1}$ is the bimodule over the algebra of functions $M_{N}^{0}$. Thus we can multiply a differential one form $\omega$ by a function $f$ either from the right or from the left. We see in Chapter 2 devoted to noncommutative first order differential calculus over a unital associative algebra that these two products are related to each other by means of endomorphism $\phi: M_{N}^{0} \longrightarrow M_{N}^{0}$ of the algebra of functions $M_{N}^{0}$. Thus if $\omega=d x f(x)$ then

$$
f(x) d x=d x \phi(f), \phi: M_{N}^{0} \longrightarrow M_{N}^{0} .
$$

In order to find this endomorphism in the case of algebra of matrices we write

$$
\begin{aligned}
f(x) d x & =d x \varphi(f) \\
\left(\lambda_{0} \mathbb{1}+\lambda_{1} x+\lambda_{2} x^{2}+\cdots+\lambda_{N-1} x^{N-1}\right)(1-q) \xi x & =d x \varphi(f), \\
(1-q)\left(\lambda_{0} \xi x+\lambda_{1} x \xi x+\lambda_{2} x^{2} \xi x+\cdots+\lambda_{N-1} x^{N-1} \xi x\right) & =d x \varphi(f), \\
(1-q)\left(\lambda_{0} \xi_{x}+\lambda_{1} q x \xi x x+\lambda_{2} x q \xi_{x x}+\cdots \cdots\right) & =d x \varphi(f), \\
(1-q)\left(\lambda_{0} \xi_{x}+\lambda_{1} q \xi_{x x}+\lambda_{2} q^{2} \xi_{x x x}+\cdots \cdots\right) & =(1-q) \xi x \varphi(f) .
\end{aligned}
$$

From these relations it follows that

$$
\varphi(f)=\lambda_{0}+\lambda_{1} q x+\lambda_{2} q^{2} x^{2}+\cdots+\lambda_{N-1} q^{N-1} x^{N-1}
$$

Taking into consideration that any function is the power expansion $f(x)=\lambda_{0} \mathbb{1}+$ $\lambda_{1} x+\lambda_{2} x^{2}+\cdots+\lambda_{N-1} x^{N-1}$ we conclude

$$
\begin{aligned}
\varphi(f(x)) & =\lambda_{0}+\lambda_{1} q x+\lambda_{2} q^{2} x^{2}+\cdots+\lambda_{N-1} q^{N-1} x^{N-1} \\
& =\lambda_{0}+\lambda_{1}(q x)+\lambda_{2}(q x)^{2}+\cdots+\lambda_{N-1}(q x)^{N-1} \\
& =f(q x),
\end{aligned}
$$

so we have

$$
\varphi(f(x))=f(q x)
$$

Proposition 4.1.7. The mapping $\varphi: M^{0}(\mathbb{C}) \longrightarrow M^{0}(\mathbb{C})$ defined by

$$
\varphi(f(x))=f(q x)
$$

is the automorphism of the algebra $M^{0}(\mathbb{C})$.
Proof. Let us consider two functions

$$
f(x)=\sum_{i=0}^{N-1} \lambda_{i} x^{i}, \quad h(x)=\sum_{j=0}^{N-1} \mu_{j} x^{j} .
$$

The linear mapping $\varphi$ is defined by

$$
\varphi(f)=\sum_{m=0}^{N-1} q^{m} \lambda_{m} x^{m}, \quad \varphi(h)=\sum_{n=0}^{N-1} q^{n} \mu_{n} x^{n} .
$$

It is obvious that the mapping $\varphi$ is bijection. Hence we need to show that

$$
\varphi(f(x) h(x))=\varphi(f(x)) \varphi(h(x)) .
$$

The product of two functions can be expressed as follows

$$
f(x) h(x)=\sum_{i, j=0}^{N-1} \lambda_{i} \mu_{j} x^{i+j}=\sum_{k=0}^{N-1}\left(\sum_{i+j=k} \lambda_{i} \mu_{j}\right) x^{k}
$$

and

$$
\varphi(f(x) h(x))=\sum_{k=0}^{N-1} q^{k}\left(\sum_{i+j=k} \lambda_{i} \mu_{j}\right) x^{k}
$$

On the otherhand

$$
\begin{aligned}
\varphi(f) \varphi(h) & =\sum_{l=0}^{N-1}\left(\sum_{i+j=l} q^{i} \lambda_{i} q^{j} \mu_{j}\right) x^{l}=\sum_{l=0}^{N-1}\left(\sum_{i+j=l} q^{i+j} \lambda_{i} \mu_{j}\right) x^{l} \\
& =\sum_{l=0}^{N-1} q^{l}\left(\sum_{i+j=l} \lambda_{i} \mu_{j}\right) x^{l},
\end{aligned}
$$

which ends the proof.
Making use of the definition of $N$-differential $d$ we can find the differential of coordinate function $x$. Indeed we obtain

$$
\begin{equation*}
d x=\xi x-x \xi=\xi x-q x \xi=(1-q) \xi x \tag{4.1.21}
\end{equation*}
$$

Our next step in developing this first order noncommutative differential calculus of matrices is to find derivative with respect to $x$ induced by the $N$-differential $d$. Applying the definition of partial derivatives of noncommutative first order differential calculus given in Chapter 2 we obtain in this case

$$
\begin{equation*}
d f=d x \frac{\partial f}{\partial x} \tag{4.1.22}
\end{equation*}
$$

where $f$ is a function. Now taking the powers of the variable $x$, i.e. $x^{2}, x^{3}, \cdots, x^{k}$, we can calculate the derivative of these functions with the help of definition of differential and formulae (4.1.21),(4.1.22). For instant taking $f(x)=x^{2}$ and making use of the definition of derivative we can write

$$
\begin{equation*}
d x^{2}=d x \frac{\partial x^{2}}{\partial x} \tag{4.1.23}
\end{equation*}
$$

On the other hand we can find $d x^{2}$ by applying the definition of differential in terms of graded $q$-commutator. This gives

$$
\begin{aligned}
d x^{2} & =\xi x^{2}-x^{2} \xi \\
& =\xi x^{2}-q x \xi x \\
& =\xi x^{2}-q^{2} \xi x^{2} \\
& =\left(1-q^{2}\right) \xi x^{2}
\end{aligned}
$$

Now substituting the obtained expression for $d x^{2}$ into the equation (4.1.23) we get

$$
\left(1-q^{2}\right) \xi x^{2}=(1-q) \xi x \frac{\partial x^{2}}{\partial x}
$$

Thus we find the derivative of square of $x$

$$
\frac{\partial x^{2}}{\partial x}=(1+q) x
$$

Analogously taking $f=x^{3}$ and calculating the derivative with respect to $x$ as it is shown above we find the general formula for the derivative of a power function $d x^{3}=\xi x^{3}-x^{3} \xi=\xi x^{3}-q x \xi x x=\xi x^{3}-q^{2} x^{2} \xi x=\xi x^{3}-q^{3} \xi x^{3}=\left(1-q^{3}\right) \xi x^{3}$.

Now substituting the expression for $d x^{3}$ into the equation

$$
d x^{3}=d x \frac{\partial x^{3}}{\partial x}
$$

we obtain

$$
\frac{\partial x^{3}}{\partial x}=\left(1+q+q^{2}\right) x^{2}
$$

Similarly for any integer $k$ we find

$$
\frac{\partial x^{k}}{\partial x}=\left(1+q+q^{2}+\cdots+q^{k-1}\right) x^{k-1}=[k]_{q} x^{k-1}
$$

Now we are describing higher order derivatives of $q$-differential algebra which is similar to the exterior calculus.

$$
d f^{1}=\left[\xi_{\lambda}, f^{1}\right]
$$

$$
\begin{aligned}
& =\xi_{\lambda} f^{1}-f^{1} \xi_{\lambda} \\
& =\left(\lambda_{1} E_{N}^{1}+\lambda_{1} E_{1}^{2}+\cdots\right) E_{1}^{1}-E_{1}^{1}\left(\lambda_{1} E_{N}^{1}+\lambda_{1} E_{1}^{2}+\cdots\right) \\
& =\lambda_{1} E_{N}^{1}-\lambda_{2} E_{1}^{2}
\end{aligned}
$$

$$
\begin{aligned}
d f^{2} & =\left[\xi_{\lambda}, f^{2}\right] \\
& =\xi_{\lambda} f^{2}-f^{2} \xi_{\lambda} \\
& =\left(\lambda_{1} E_{N}^{1}+\lambda_{1} E_{1}^{2}+\cdots\right) E_{2}^{2}-E_{2}^{2}\left(\lambda_{1} E_{N}^{1}+\lambda_{1} E_{1}^{2}+\cdots\right) \\
& =\lambda_{2} E_{1}^{2}-\lambda_{3} E_{2}^{3}
\end{aligned}
$$

Similarly if we go for further process we can write the following equation

$$
d f^{N}=\lambda_{N} E_{N-1}^{N}-\lambda_{1} E_{N}^{1}
$$

After that we can make a conclusion of above formula

$$
\begin{aligned}
d x^{\mu} & =\lambda_{\bar{\mu}} \zeta^{\bar{\mu}}-\lambda_{\overline{\mu+1}} \zeta^{\overline{\mu+1}} \text { when } 1 \leq \mu \leq N-1 \\
d x^{\mu} & =\lambda_{N} \zeta^{N}-\lambda_{1} \zeta^{1} \text { when } \mu=N .
\end{aligned}
$$

Again

$$
\begin{aligned}
d^{2} f^{1} & =\left[\xi_{\lambda}, \lambda_{1} E_{N}^{1}-\lambda_{2} E_{1}^{2}\right] \\
& =\xi_{\lambda}\left(\lambda_{1} E_{N}^{1}-\lambda_{2} E_{1}^{2}\right)-q\left(\lambda_{1} E_{N}^{1}-\lambda_{2} E_{1}^{2}\right) \xi_{\lambda} \\
& =\lambda_{1} \lambda_{N} E_{N-1}^{1}-(1+q) \lambda_{1} \lambda_{2} E_{N}^{2}+q \lambda_{2} \lambda_{3} E_{1}^{3}
\end{aligned}
$$

$$
\begin{aligned}
d^{2} f^{2} & =\left[\xi_{\lambda}, \lambda_{2} E_{1}^{2}-\lambda_{3} E_{2}^{3}\right] \\
& =\xi_{\lambda}\left(\lambda_{2} E_{1}^{2}-\lambda_{3} E_{2}^{3}\right)-q\left(\lambda_{2} E_{1}^{2}-\lambda_{3} E_{2}^{3}\right) \xi_{\lambda} \\
& =\lambda_{1} \lambda_{2} E_{N}^{2}-(1+q) \lambda_{2} \lambda_{3} E_{1}^{3}+q \lambda_{3} \lambda_{4} E_{2}^{4},
\end{aligned}
$$

$$
d^{2} f^{3}=d\left(d f^{3}\right)
$$

$$
=\left[\xi_{\lambda}, \lambda_{3} E_{2}^{3}-\lambda_{4} E_{3}^{4}\right]
$$

$$
\begin{aligned}
& =\xi_{\lambda}\left(\lambda_{3} E_{2}^{3}-\lambda_{4} E_{3}^{4}\right)-q\left(\lambda_{3} E_{2}^{3}-\lambda_{4} E_{3}^{4}\right) \xi_{\lambda} \\
& =\lambda_{2} \lambda_{3} E_{3}^{1}-(1+q) \lambda_{3} \lambda_{4} E_{2}^{4}+q \lambda_{4} \lambda_{5} E_{3}^{5}
\end{aligned}
$$

Similarly if we go for further process we can write the following equation

$$
d^{2} f^{k}=\lambda_{k-1} \lambda_{k} \xi^{k}-(1+q) \lambda_{k} \lambda_{k+1} \xi^{k+1}+q \lambda_{k+1} \lambda_{k+2} \xi^{k+2} .
$$

For third order derivative

$$
\begin{aligned}
d^{3} f^{1} & =d\left(d^{2} f^{1}\right) \\
& =\left[\xi_{\lambda}, \lambda_{1} \lambda_{N} E_{N-1}^{1}-(1+q) \lambda_{1} \lambda_{2} E_{N}^{2}+q \lambda_{2} \lambda_{3} E_{1}^{3}\right] \\
& =\lambda_{1} \lambda_{N-1} \lambda_{N} E_{N-2}^{1}-\left(1+q+q^{2}\right) \lambda_{1} \lambda_{2} \lambda_{N} E_{N-1}^{2}+ \\
& +q\left(1+q+q^{2}\right) \lambda_{1} \lambda_{2} \lambda_{3} E_{N}^{3}-q^{3} \lambda_{2} \lambda_{3} \lambda_{4} E_{1}^{4},
\end{aligned}
$$

$$
d^{3} f^{2}=d\left(d^{2} f^{2}\right)
$$

$$
=\left[\xi_{\lambda}, \lambda_{1} \lambda_{2} E_{N}^{2}-(1+q) \lambda_{2} \lambda_{3} E_{1}^{3}+q \lambda_{3} \lambda_{4} E_{2}^{4}\right]
$$

$$
=\lambda_{1} \lambda_{2} \lambda_{N} E_{N-1}^{2}-\left(1+q+q^{2}\right) \lambda_{1} \lambda_{2} \lambda_{3} E_{N}^{3}+
$$

$$
+q\left(1+q+q^{2}\right) \lambda_{2} \lambda_{3} \lambda_{4} E_{1}^{4}-q^{3} \lambda_{3} \lambda_{4} \lambda_{5} E_{2}^{5}
$$

$$
d^{3} f^{3}=d\left(d^{2} f^{3}\right)
$$

$$
=\left[\xi_{\lambda}, \lambda_{2} \lambda_{3} E_{3}^{1}-(1+q) \lambda_{3} \lambda_{4} E_{2}^{4}+q \lambda_{4} \lambda_{5} E_{3}^{5}\right]
$$

$$
=\lambda_{1} \lambda_{2} \lambda_{3} E_{N}^{3}-\left(1+q+q^{2}\right) \lambda_{2} \lambda_{3} \lambda_{4} E_{1}^{4}+
$$

$$
+q\left(1+q+q^{2}\right) \lambda_{3} \lambda_{4} \lambda_{5} E_{2}^{5}-q^{3} \lambda_{4} \lambda_{5} \lambda_{6} E_{3}^{6}
$$

If these process continues then we will get the higher order derivative

$$
f^{n}(x)=f\left(\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right](-1)^{k} x^{\sigma^{k}}\right)
$$

### 4.2 Graded $q$-Differential Algebra Approach to Galois Extension

Let us briefly remind a definition of noncommutative Galois extension [28, 31, 32, 37]. Suppose $\tilde{\mathscr{A}}$ is an associative unital $\mathbb{C}$-algebra, $\mathscr{A} \subset \tilde{\mathscr{A}}$ is its subalgebra, and there is an element $\tau \in \tilde{\mathscr{A}}$ which satisfies $\tau \notin \mathscr{A}, \tau^{N}=\mathbb{1}$, where $N \geq 2$ is an integer and $\mathbb{1}$ is the identity element of $\tilde{\mathscr{A}}$. A noncommutative Galois extension of $\mathscr{A}$ by means of $\tau$ is the smallest subalgebra $\mathscr{A}[\tau] \subset \tilde{\mathscr{A}}$ such that $\mathscr{A} \subset \mathscr{A}[\tau]$, and $\tau \in \mathscr{A}[\tau]$. It should be pointed out that a concept of noncommutative Galois extension can be applied not only to associative unital algebra with a binary multiplication law but as well as to the algebra with a ternary multiplication law, for instant to a ternary analog of Grassmann and Clifford algebra [2, 32, 37], and this approach can be used in particle physics to construct an elegant algebraic model for quarks.

A graded $q$-differential algebra can be viewed as a generalization of a notion of graded differential algebra if we use a more general equation $d^{N}=0, N \geq 2$ than the basic equation $d^{2}=0$ of a graded differential algebra. This idea was proposed and developed within the framework of noncommutative geometry [25], where the author introduced the notions of N -complex, generalized cohomologies of N complex and making use of an $N$ th primitive root of unity constructed an analog of an algebra of differential forms in $n$-dimensional space with exterior differential satisfying the relation $d^{N}=0$. Later this idea was developed in the paper [19], where the authors introduced and studied a notion of graded $q$-differential algebra. It was shown $[3,4,6,7,8,9]$ that a notion of graded $q$-differential algebra can be applied in noncommutative geometry in order to construct a noncommutative generalization of differential forms and a concept of connection.

In this section we will study a special case of noncommutative Galois extension which is called a semi-commutative Galois extension. A noncommutative Galois extension is referred to as a semi-commutative Galois extension [37] if for any element $x \in \mathscr{A}$ there exists an element $x^{\prime} \in \mathscr{A}$ such that $x \tau=\tau x^{\prime}$. In this paper we show that a semi-commutative Galois extension can be endowed with a structure of a graded algebra if we assign degree zero to elements of subalgebra $\mathscr{A}$ and degree one to $\tau$. This is the first step on a way to construct the graded $q$-differential algebra if we are given a semi-commutative Galois extension. The second step is the theorem which states that if there exists an element $v$ of graded associative unital $\mathbb{C}$-algebra which satisfies the relation $v^{N}=\mathbb{1}$ then this algebra can be endowed
with the structure of graded $q$-differential algebra. We can apply this theorem to a semi-commutative Galois extension because we have an element $\tau$ with the property $\tau^{N}=\mathbb{1}$, and this allows us to equip a semi-commutative Galois extension with the structure of graded $q$-differential algebra. Then we study the first and higher order noncommutative differential calculus induced by the $N$-differential of graded $q$-differential algebra. We introduce a derivative and differential with the help of first order noncommutative differential calculus developed in the papers [5, 15]. We also study the higher order noncommutative differential calculus and in this case we consider a differential $d$ as an analog of exterior differential and the elements of higher order differential calculus as analogs of differential forms. Finally we apply our calculus to reduced quantum plane [17].

### 4.2.1 Semi-commutative Galois extension

In this section we remind a definition of noncommutative Galois extension, semicommutative Galois extension, and show that given a semi-commutative Galois extension we can construct the graded $q$-differential algebra.

First of all we remind a notion of a noncommutative Galois extension [28, 31, 32, 37].

Definition 4.2.1. Let $\tilde{\mathscr{A}}$ be an associative unital $\mathbb{C}$-algebra and $\mathscr{A} \subset \tilde{\mathscr{A}}$ be its subalgebra. If there exist an element $\tau \in \tilde{\mathscr{A}}$ and an integer $N \geq 2$ such that
i) $\tau^{N}= \pm \mathbb{1}$,
ii) $\tau^{k} \notin \mathscr{A}$ for any integer $1 \leq k \leq N-1$,
then the smallest subalgebra $\mathscr{A}[\tau]$ of $\tilde{\mathscr{A}}$ which satisfies
iii) $\mathscr{A} \subset \mathscr{A}[\tau]$,
iv) $\tau \in \mathscr{A}[\tau]$,
is called the noncommutative Galois extension of $\mathscr{A}$ by means of $\tau$.
In this section we will study a particular case of a noncommutative Galois extension which is called a semi-commutative Galois extension [37]. A noncommutative Galois extension is referred to as a semi-commutative Galois extension if for any element $x \in \mathscr{A}$ there exists an element $x^{\prime} \in \mathscr{A}$ such that $x \tau=\tau x^{\prime}$. We will give this definition in terms of left and right $\mathscr{A}$-modules generated by $\tau$. Let
$\mathscr{A}_{1}^{1}[\tau]$ and $\mathscr{A}_{\mathrm{r}}^{1}[\tau]$ be respectively the left and right $\mathscr{A}$-modules generated by $\tau$. Obviously we have

$$
\mathscr{A}_{1}^{1}[\tau] \subset \mathscr{A}[\tau], \mathscr{A}_{\mathrm{r}}^{1}[\tau] \subset \mathscr{A}[\tau] .
$$

Definition 4.2.2. A noncommutative Galois extension $\mathscr{A}[\tau]$ is said to be a right (left) semi-commutative Galois extension if $\mathscr{A}_{\mathrm{r}}^{1}[\tau] \subset \mathscr{A}_{1}^{1}[\tau]\left(\mathscr{A}_{1}^{1}[\tau] \subset \mathscr{A}_{\mathrm{r}}^{1}[\tau]\right)$. If $\mathscr{A}_{\mathrm{r}}^{1}[\tau] \equiv \mathscr{A}_{1}^{1}[\tau]$ then a noncommutative Galois extension will be referred to as a semi-commutative Galois extension, and in this case $\mathscr{A}^{1}[\tau]=\mathscr{A}_{\mathbf{r}}^{1}[\tau]=\mathscr{A}_{1}^{1}[\tau]$ is the $\mathscr{A}$-bimodule.

It is well known that a bimodule over an associative unital algebra $\mathscr{A}$ freely generated by elements of its basis induces the endomorphism from an algebra $\mathscr{A}$ to the algebra of square matrices over $\mathscr{A}$. In the case of semi-commutative Galois extension we have only one generator $\tau$ and it induces the endomorphism of an algebra $\mathscr{A}$. Indeed let $\mathscr{A}[\tau]$ be a semi-commutative Galois extension and $\mathscr{A}^{1}[\tau]$ be its $\mathscr{A}$-bimodule generated by $[\tau]$. Any element of the right $\mathscr{A}$-module $\mathscr{A}_{\mathrm{r}}^{1}[\tau]$ can be written as $\tau x$, where $x \in \mathscr{A}$. On the other hand $\mathscr{A}[\tau]$ is a semi-commutative Galois extension which means $\mathscr{A}_{\mathrm{r}}^{1}[\tau] \equiv \mathscr{A}_{1}^{1}[\tau]$, and hence each element $x \tau$ of the left $\mathscr{A}$-module can be expressed as $\tau \phi_{\tau}(x)$, where $\phi_{\tau}(x) \in \mathscr{A}$. It is easy to verify that the linear mapping $\phi: x \longrightarrow \phi_{\tau}(x)$ is the endomorphism of subalgebra $\mathscr{A}$, i.e. for any elements $x, y \in \mathfrak{A}$ we have $\phi_{\tau}(x y)=\phi_{\tau}(x) \phi_{\tau}(y)$. This endomorphism will play an important role in our differential calculus, and in what follows we will also use the notation $\phi_{\tau}(x)=x_{\tau}$. Thus

$$
u \tau=\tau \phi_{\tau}(x), \quad u \tau=\tau u_{\tau} .
$$

It is clear that

$$
\phi_{\tau}^{N}=\mathrm{id}_{\mathscr{A}}, u_{\tau^{N}}=u
$$

because for any $u \in \mathscr{A}$ it holds $u \tau^{N}=\tau^{N} \phi^{N}(u)$ and taking into account that $\tau^{N}=\mathbb{1}$ we get $\phi_{\tau}^{N}(u)=u$.

Proposition 4.2.1. Let $\mathscr{A}[\tau]$ be a semi-commutative Galois extension of $\mathscr{A}$ by means of $\tau$, and $\mathscr{A}_{l}^{k}[\tau], \mathscr{A}_{r}^{k}[\tau]$ be respectively the left and right $\mathscr{A}$-modules generated by $\tau^{k}$, where $k=1,2, \ldots, N-1$. Then $\mathscr{A}_{l}^{k}[\tau] \equiv \mathscr{A}_{r}^{k}[\tau]=\mathscr{A}^{k}[\tau]$ is the $\mathscr{A}$-bimodule, and

$$
\mathscr{A}[\tau]=\oplus_{k=0}^{N-1} \mathscr{A}^{k}[\tau]=\mathscr{A}^{0}[\tau] \oplus \mathscr{A}^{1}[\tau] \oplus \ldots \oplus \mathscr{A}^{N-1}[\tau]
$$

where $\mathscr{A}^{0}[\tau] \equiv \mathscr{A}$.

Evidently the endomorphism of $\mathscr{A}$ induced by the $\mathscr{A}$-bimodule structure of $A^{k}[\tau]$ is $\phi^{k}$, where $\phi: \mathscr{A} \longrightarrow \mathscr{A}$ is the endomorphism induced by the $\mathscr{A}$-bimodule $\mathscr{A}^{1}[\tau]$. We will also use the notation $\phi^{k}(x)=x_{\tau^{k}}$.

It follows from Proposition 4.2.1 that a semi-commutative Galois extension $\mathscr{A}[\tau]$ has a natural $\mathbb{Z}_{N}$-graded structure which can be defined as follows: we assign degree zero to each element of subalgebra $\mathscr{A}$, degree 1 to $\tau$ and extend this graded structure to a semi-commutative Galois extension $\mathscr{A}[\tau]$ by determining the degree of a product of two elements as the sum of degree of its factors. The degree of a homogeneous element of $\mathscr{A}[\tau]$ will be denoted by $|\mid$. Hence $| u \mid=0$ for any $u \in \mathscr{A}$ and $|\tau|=1$.

Now our aim is to show that given a noncommutative Galois extension we can construct a graded $q$-differential algebra, where $q$ is a primitive $N$ th root of unity. First of all we remind some basic notions, structures and theorems of theory of graded $q$-differential algebras.

Let $\mathscr{A}=\oplus_{k \in \mathbb{Z}_{N}} \mathscr{A}^{k}=\mathscr{A}^{0} \oplus \mathscr{A}^{1} \oplus \ldots \oplus \mathscr{A}^{N-1}$ be a $\mathbb{Z}_{N}$-graded associative unital $\mathbb{C}$-algebra with identity element denoted by $\mathbb{1}$. Obviously the subspace $\mathscr{A}^{0}$ of elements of degree 0 is the subalgebra of a graded algebra $\mathscr{A}$. Every subspace $\mathscr{A}^{k}$ of homogeneous elements of degree $k \geq 0$ can be viewed as the $\mathscr{A}^{0}$-bimodule. The graded $q$-commutator of two homogeneous elements $u, v \in \mathscr{A}$ is defined by

$$
[v, u]_{q}=v u-q^{|v||u|} u v .
$$

A graded $q$-derivation of degree $m$ of a graded algebra $\mathscr{A}$ is a linear mapping $d: \mathscr{A} \longrightarrow \mathscr{A}$ of degree $m$, i.e. $d: \mathscr{A}^{i} \longrightarrow \mathscr{A}^{i+m}$, which satisfies the graded $q$ Leibniz rule

$$
\begin{equation*}
d(u v)=d(u) v+q^{m l} u d(v), \tag{4.2.1}
\end{equation*}
$$

where $u$ is a homogeneous element of degree $l$, i.e. $u \in \mathscr{A}^{l}$. A graded $q$-derivation $d$ of degree $m$ is called an inner graded $q$-derivation of degree $m$ induced by an element $v \in \mathscr{A}^{m}$ if

$$
\begin{equation*}
d(u)=[v, u]_{q}=v u-q^{m l} u v, \tag{4.2.2}
\end{equation*}
$$

where $u \in \mathscr{A}^{l}$.
Now let $q$ be a primitive $N$ th root of unity, for instant $q=e^{2 \pi i / N}$. Then

$$
q^{N}=1, \quad 1+q+\ldots+q^{N-1}=0
$$

We remind that a graded $q$-differential algebra is a graded associative unital algebra $\mathscr{A}$ endowed with a graded $q$-derivation $d$ of degree one which satisfies $d^{N}=0$.

In what follows a graded $q$-derivation $d$ of a graded $q$-differential algebra $\mathscr{A}$ will be referred to as a graded $N$-differential. Thus a graded $N$-differential $d$ of a graded $q$-differential algebra is a linear mapping of degree one which satisfies a graded $q$-Leibniz rule and $d^{N}=0$. It is useful to remind that a graded differential algebra is a graded associative unital algebra equipped with a differential $d$ which satisfies the graded Leibniz rule and $d^{2}=0$. Hence it is easy to see that a graded differential algebra is a particular case of a graded $q$-differential algebra when $N=2, q=-1$, and in this sense we can consider a graded $q$-differential algebra as a generalization of a concept of graded differential algebra. Given a graded associative algebra $\mathscr{A}$ we can consider the vector space of inner graded $q$-derivations of degree one of this algebra and put the question: under what conditions an inner graded $q$-derivation of degree one is a graded $N$-differential? The following theorem gives answer to this question.

Theorem 4.2.2. Let $\mathscr{A}$ be a $\mathbb{Z}_{N}$-graded associative unital $\mathbb{C}$-algebra and $d(u)=$ $[v, u]_{q}$ be its inner graded $q$-derivation induced by an element $v \in \mathscr{A}^{1}$. The inner graded $q$-derivation $d$ is the $N$-differential, i.e. it satisfies $d^{N}=0$, if and only if $v^{N}= \pm \mathbb{1}$.

Now our goal is apply this theorem to a semi-commutative Galois extension to construct a graded $q$-differential algebra with $N$-differential satisfying $d^{N}=0$.

Proposition 4.2.3. Let $q$ be a primitive Nth root of unity. A semi-commutative Galois extension $\mathscr{A}[\tau]$, equipped with the $\mathbb{Z}_{N}$-graded structure described above and with the inner graded q-derivation $d=[\tau,]_{q}$ induced by $\tau$, is the graded $q$-differential algebra, and $d$ is its $N$-differential. For any element $\xi$ of semicommutative Galois extension $\mathscr{A}[\tau]$ written as a sum of elements of right $\mathscr{A}$ modules $\mathscr{A}^{k}[\tau]$

$$
\xi=\sum_{k=0}^{N-1} \tau^{k} u_{k}=\mathbb{1} u_{0}+\tau u_{1}+\tau^{2} u_{2}+\ldots+\tau^{N-1} u_{N-1}, u_{k} \in \mathscr{A}
$$

it holds

$$
\begin{equation*}
d \xi=\sum_{k=0}^{N-1} \tau^{k+1}\left(u_{k}-q^{k}\left(u_{k}\right)_{\tau}\right) \tag{4.2.3}
\end{equation*}
$$

where $u_{k} \longrightarrow\left(u_{k}\right)_{\tau}$ is the endomorphism of $\mathscr{A}$ induced by the bimodule structure of $\mathscr{A}^{1}[\tau]$.

A first order differential calculus is a triple $(\mathscr{A}, \mathscr{M}, d)$ where $\mathscr{A}$ is an associative unital algebra, $\mathscr{M}$ is an $\mathscr{A}$-bimodule, and $d$, which is called a differential of first order differential calculus, is a linear mapping $d: \mathscr{A} \longrightarrow \mathscr{M}$ satisfying the Leibniz rule $d(f h)=d f h+f d h$, where $f, h \in \mathscr{A}$. A first order differential calculus $(\mathscr{A}, \mathscr{M}, d)$ is referred to as a coordinate first order differential calculus if an algebra $\mathscr{A}$ is generated by the variables $x^{1}, x^{2}, \cdots, x^{n}$ which satisfy the commutation relations, and an $\mathscr{A}$-bimodule $\mathscr{M}$, considered as a right $\mathscr{A}$-module, is freely generated by $d x^{1}, d x^{2}, \cdots, d x^{n}$. It is worth to mention that a first order differential calculus was developed within the framework of noncommutative geometry, and an algebra $\mathscr{A}$ is usually considered as the algebra of functions of a noncommutative space, the generators $x^{1}, x^{2}, \cdots, x^{n}$ of this algebra are usually interpreted as coordinates of this noncommutative space, and an $\mathscr{A}$-bimodule $\mathscr{M}$ plays the role of space of differential forms of degree one. In this paper we will use the corresponding terminology in order to stress a relation with noncommutative geometry.

Let us consider a structure of coordinate first order differential calculus. This differential calculus induces the differentials $d x^{1}, d x^{2}, \cdots, d x^{n}$ of the generators $x^{1}, x^{2}, \cdots, x^{n}$. Evidently $d x^{1}, d x^{2}, \cdots, d x^{n} \in \mathscr{M}$. $\mathscr{M}$ is a bimodule, i.e. it has a structure of left $\mathscr{A}$-module and right $\mathscr{A}$-module. Hence for any two elements $f, h \in \mathscr{A}$ and $\omega \in \mathscr{M}$ it holds $(f \omega) h=f(\omega h)$. According to the definition of a coordinate first order differential calculus the right $\mathscr{A}$-module $\mathscr{M}$ is freely generated by the differentials of generators $d x^{1}, d x^{2}, \cdots, d x^{n}$. Thus for any $\omega \in \mathscr{M}$ we have $\omega=d x^{1} f_{1}+d x^{2} f_{2}+\cdots+d x^{n} f_{n}$ where $f_{1}, f_{2}, \cdots, f_{n} \in \mathscr{A}$. A coordinate first order differential calculus $(\mathscr{A}, \mathscr{M}, d)$ is an algebraic structure, which extends to noncommutative case the classical differential structure of a manifold. From the point of view of noncommutative geometry $\mathscr{A}$ can be viewed as an algebra of smooth functions, $d$ is the exterior differential, and $\mathscr{M}$ is the bimodule of differential 1-forms. In order to stress this analogy we will call the elements of algebra $\mathscr{A}$ "functions" and the elements of $\mathscr{A}$-bimodule $\mathscr{M}$ "1-forms".

Because $\mathscr{M}$ is $\mathscr{A}$-bimodule, for any function $f \in \mathscr{A}$ we have two products $f d x^{i}$ and $d x^{i} f$. Since $d x^{1}, d x^{2}, \cdots, d x^{n}$ is the basis for the right $\mathscr{A}$-module $\mathscr{M}$, each element of $\mathscr{M}$ can be expressed as linear combination of $d x^{1}, d x^{2}, \cdots, d x^{n}$ multiplied by the functions from the right. Hence the element $f d x^{i} \in \mathscr{M}$ can be expressed in this way, i.e.

$$
\begin{equation*}
f d x^{i}=d x^{1} r_{1}^{i}(f)+d x^{2} r_{2}^{i}(f)+\ldots+d x^{n} r_{n}^{i}(f)=d x^{j} r_{j}^{i}(f) \tag{4.2.4}
\end{equation*}
$$

where $r_{1}^{i}(f), r_{2}^{i}(f), \ldots, r_{n}^{i}(f) \in \mathscr{A}$ are the functions. Making use of these func-
tions we can compose the square matrix

$$
R(f)=\left(r_{j}^{i}(f)\right)=\left(\begin{array}{cccc}
r_{1}^{1}(f) & r_{1}^{2}(f) & \cdots & r_{1}^{n}(f) \\
\vdots & \vdots & \vdots & \vdots \\
r_{n}^{1}(f) & r_{n}^{2}(f) & \cdots & r_{n}^{n}(f)
\end{array}\right)
$$

It is worth to point out that an entry $r_{j}^{i}(f)$ stands on intersection of $i$-th column and $j$-th row. This square matrix determines the mapping $R: \mathscr{A} \longrightarrow \operatorname{Mat}_{n}(\mathscr{A})$ where $\operatorname{Mat}_{n}(\mathscr{A})$ is the algebra of $n$ order square matrices over an algebra $\mathscr{A}$. It can be proved

Proposition 4.2.4. $R: \mathscr{A} \longrightarrow \operatorname{Mat}_{n}(\mathscr{A})$ is the homomorphism of algebras.
Proof. We need to prove that for any $f, g \in \mathscr{A}$ it holds $R(f g)=R(f) R(g)$. Now according to the equation (4.2.4) we have

$$
(f g) d x^{i}=d x^{j} r_{j}^{i}(f g) .
$$

The left hand side of the above relation can be written as

$$
f\left(g d x^{i}\right)=f\left(d x^{j} r_{j}^{i}(g)\right)=\left(f d x^{j}\right) r_{j}^{i}(g)=\left(d x^{k} r_{k}^{j}(f)\right) r_{j}^{i}(g)=d x^{k}\left(r_{k}^{j}(f) r_{j}^{i}(g)\right)
$$

Now we can write

$$
d x^{j} r_{j}^{i}(f g)=d x^{k}\left(r_{k}^{j}(f) r_{j}^{i}(g)\right) \Rightarrow r_{k}^{i}(f g)=r_{k}^{j}(f) r_{j}^{i}(g)
$$

or in matrix form $R(f g)=R(f) R(g)$ which ends the proof.
Let $(\mathscr{A}, \mathscr{M}, d)$ be a coordinate first order differential calculus such that right $\mathscr{A}$ module $\mathscr{M}$ is a finite freely generated by the differentials of coordinates $\left\{d x_{i}\right\}_{i=1}^{n}$. The mappings $\partial_{k}: \mathscr{A} \longrightarrow \mathscr{A}$, where $k \in\{1,2, \ldots, n\}$, uniquely defined by

$$
\begin{equation*}
d f=d x^{k} \partial_{k}(f), \quad f \in \mathscr{A} \tag{4.2.5}
\end{equation*}
$$

are called the right partial derivatives of a coordinate first order differential calculus.

Proposition 4.2.5. If $(\mathscr{A}, \mathscr{M}, d)$ is a coordinate first order differential calculus over an algebra $\mathscr{A}$ such that $\mathscr{M}$ is a finite freely generated right $\mathscr{A}$-module with a basis $\left\{d x_{i}\right\}_{i=1}^{n}$ then the right partial derivatives $\partial_{k}: \mathscr{A} \longrightarrow \mathscr{A}$ of this differential calculus satisfy

$$
\begin{equation*}
\partial_{k}(f g)=\partial_{k}(f) g+r(f)_{k}^{i} \partial_{i}(g) \tag{4.2.6}
\end{equation*}
$$

The property (4.2.6) is called the twisted (with homomorphism $R$ ) Leibniz rule for partial derivatives.

If $\mathscr{A}$ is a graded $q$-differential algebra with differential $d$ then evidently the subspace of elements of degree zero $\mathscr{A}^{0}$ is the subalgebra of $\mathscr{A}$, the subspace of elements of degree one $\mathscr{A}^{1}$ is the $\mathscr{A}^{0}$-bimodule, a differential $d: \mathscr{A}^{0} \longrightarrow \mathscr{A}^{1}$ satisfies the Leibniz rule. Consequently we have the first order differential calculus $\left(\mathscr{A}^{0}, \mathscr{A}^{1}, d\right)$ of a graded $q$-differential algebra $\mathscr{A}$. If $\mathscr{A}^{0}$ is generated by some set of variables then we can construct a coordinate first order differential calculus with corresponding right partial derivatives.

### 4.2.2 First order calculus of Galois extension

It is shown in Subsection 4.1.3 that given a semi-commutative Galois extension we can construct a graded $q$-differential algebra. In the previous section we described the structure of a coordinate first order differential calculus over an associative unital algebra, and at the end of this section we also mentioned that the subspaces $\mathscr{A}^{0}, \mathscr{A}^{1}$ of a graded $q$-differential algebra together with differential $d$ of this algebra can be viewed as a first order differential calculus over $\mathscr{A}^{0}$. In this section we apply an approach of first order differential calculus to a graded $q$-differential algebra of a semi-commutative Galois extension.

Let $\mathscr{A}[\tau]$ be a semi-commutative Galois extension of an algebra $\mathscr{A}$ by means of $\tau$. Thus we have an algebra $\mathscr{A}$ and $\mathscr{A}$-bimodule $\mathscr{A}^{1}[\tau]$. Next we have the $N$ differential $d: \mathscr{A}[\tau] \longrightarrow \mathscr{A}[\tau]$ induced by $\tau$, and if we restrict this $N$-differential to the subalgebra $\mathscr{A}$ of Galois extension $\mathscr{A}[\tau]$ then $d: \mathscr{A} \longrightarrow \mathscr{A}^{1}[\tau]$ satisfies the Leibniz rule. Consequently we have the first order differential calculus which can be written as the triple $\left(\mathscr{A}, d, \mathscr{A}^{1}[\tau]\right)$. In order to describe the structure of this first order differential calculus we will need the vector space endomorphism $\Delta: \mathscr{A} \longrightarrow \mathscr{A}$ defined by

$$
\Delta u=u-u_{\tau}, \quad u \in \mathscr{A} .
$$

For any elements $u, v \in \mathscr{A}$ this endomorphism satisfies

$$
\Delta(u v)=\Delta(u) v+u_{\tau} \Delta(v) .
$$

Let us assume that there exists an element $x \in \mathscr{A}$ such that the element $\Delta x \in \mathscr{A}$ is invertible, and the inverse element will be denoted by $\Delta x^{-1}$. The differential $d x$ of an element $x$ can be written in the form $d x=\tau \Delta x$ which clearly shows that $d x$ has degree one, i.e. $d x \in \mathscr{A}^{1}[\tau]$, and hence $d x$ can be used as generator for the right
$\mathscr{A}$-module $\mathscr{A}^{1}[\tau]$. Let us denote by $\phi_{d x}: u \longrightarrow \phi_{d x}(u)=u_{d x}$ the endomorphism of $\mathscr{A}$ induced by bimodule structure of $\mathscr{A}^{1}[\tau]$ in the basis $d x$. Then

$$
\begin{equation*}
u_{d x}=\Delta x^{-1} u_{\tau} \Delta x=\operatorname{Ad}_{\Delta x} u_{\tau} . \tag{4.2.7}
\end{equation*}
$$

Definition 4.2.6. For any element $u \in \mathscr{A}$ we define the right derivative $\frac{d u}{d x} \in \mathscr{A}$ (with respect to $x$ ) by the formula

$$
\begin{equation*}
d u=d x \frac{d u}{d x} \tag{4.2.8}
\end{equation*}
$$

Analogously one can define the left derivative with respect to $x$ by means of the left $\mathscr{A}$-module structure of $\mathscr{A}^{1}[\tau]$. Further we will only use the right derivative which will be referred to as the derivative and often will be denoted by $u_{x}^{\prime}$. Thus we have the linear mapping

$$
\frac{d}{d x}: \mathscr{A} \longrightarrow \mathscr{A}, \quad \frac{d}{d x}: u \mapsto u_{x}^{\prime}
$$

Proposition 4.2.7. For any element $u \in \mathscr{A}$ we have

$$
\begin{equation*}
\frac{d u}{d x}=\Delta x^{-1} \Delta u \tag{4.2.9}
\end{equation*}
$$

The derivative (4.2.8) satisfies the twisted Leibniz rule, i.e. for any two elements $u, v \in \mathscr{A}$ it holds

$$
\frac{d}{d x}(u v)=\frac{d u}{d x} v+\phi_{d x}(u) \frac{d v}{d x}=\frac{d u}{d x} v+A d_{\Delta x} u_{\tau} \frac{d v}{d x}
$$

We have constructed the first order differential calculus with one variable $x$, and it is natural to study a transformation rule of the derivative of this calculus if we choose another variable. From the point of view of differential geometry we will study a change of coordinate in one dimensional space. Let $y \in \mathscr{A}$ be an element of $\mathscr{A}$ such that $\Delta y=y-y_{\tau}$ is invertible.

Proposition 4.2.8. Let $x, y$ be elements of $\mathscr{A}$ such that $\Delta x, \Delta y$ are invertible elements of $\mathscr{A}$. Then

$$
d y=d x y_{x}^{\prime}, \frac{d}{d x}=y_{x}^{\prime} \frac{d}{d y}, d x=d y x_{y}^{\prime}, \frac{d}{d y}=x_{y}^{\prime} \frac{d}{d x}
$$

where $x_{y}^{\prime}=\left(y_{x}^{\prime}\right)^{-1}$.

Indeed we have $d y=\tau \Delta y, d x=\tau \Delta x$. Hence $\tau=d x \Delta x^{-1}$ and

$$
d y=d x\left(\Delta x^{-1} \Delta y\right)=d x y_{x}^{\prime}
$$

If $u$ is any element of $\mathscr{A}$ the for the derivatives we have

$$
\frac{d u}{d x}=\Delta x^{-1} \Delta u=\left(\Delta x^{-1} \Delta y\right)\left(\Delta y^{-1} \Delta u\right)=y_{x}^{\prime} \frac{d u}{d y}
$$

As an example of the structure of graded $q$-differential algebra induced by $d_{\tau}$ on a semi-commutative Galois extension we can consider the quaternion algebra $\mathbb{H}$. The quaternion algebra $\mathbb{H}$ is associative unital algebra generated over $\mathbb{R}$ by $i, j, k$ which are subjected to the relations

$$
i^{2}=j^{2}=k^{2}=-\mathbb{1}, i j=-j i=k, j k=-k j=i, k i=-i k=j
$$

where $\mathbb{1}$ is the unity element of $\mathbb{H}$. Given a quaternion

$$
\mathfrak{q}=a_{0} \mathbb{1}+a_{1} i+a_{2} j+a_{3} k
$$

we can write it in the form $\mathfrak{q}=\left(a_{0} \mathbb{1}+a_{2} j\right)+i\left(a_{1}+a_{3} j\right)$. Hence if we consider the coefficients of the previous expression $z_{0}=a_{0} \mathbb{1}+a_{2} j, z_{1}=a_{1}+a_{3} j$ as complex numbers then $\mathfrak{q}=z_{0} \mathbb{1}+i z_{1}$ which clearly shows that the quaternion algebra $\mathbb{H}$ can be viewed as the semi-commutative Galois extension $\mathbb{C}[i]$. Evidently in this case we have $N=2, q=-1$, and $\mathbb{Z}_{2}$-graded structure defined by $|\mathbb{1}|=0,|i|=1$. Hence we can use the terminology of superalgebras. It is easy to see that the subspace of odd elements (degree 1) can be considered as the bimodule over the subalgebra of even elements $a \mathbb{1}+b j$ and this bimodule induces the endomorphism $\phi: \mathbb{C} \longrightarrow \mathbb{C}$, where $\phi(z)=\bar{z}$. Let $d$ be the differential of degree one (odd degree operator) induced by $i$. Then making use of 4.2 .3 for any quaternion $\mathfrak{q}$ we have

$$
d \mathfrak{q}=d\left(z_{0} \mathbb{1}+i z_{1}\right)=-\left(\bar{z}_{1}+z_{1}\right) \mathbb{1}
$$

Obviously $d^{2} \mathfrak{q}=0$.

### 4.2.3 Higher order calculus of Galois Extension

Our aim in this section is to develop a higher order differential calculus of a semicommutative Galois extension $\mathscr{A}[\tau]$. This higher order differential calculus is induced by the graded $q$-differential algebra structure. In subsection 4.1.3 it is
mentioned that a graded $q$-differential algebra can be viewed as a generalization of a concept of graded differential algebra if we take $N=2, q=-1$. It is well known that one of the most important realizations of graded differential algebra is the algebra of differential forms on a smooth manifold. Hence we can consider the elements of the graded $q$-differential algebra constructed by means of a semicommutative Galois extension $\mathscr{A}[\tau]$ and expressed in terms of differential $d x$ as noncommutative analogs of differential forms with exterior differential $d$ which satisfies $d^{N}=0$. In order to stress this analogy we will consider an element $x \in$ $\mathscr{A}$ as analog of coordinate, the elements of degree zero as analogs of functions, elements of degree $k$ as analogs of $k$-forms, and we will use the corresponding terminology. It should be pointed out that because of the equation $d^{N}=0$ there are higher order differentials $d x, d^{2} x, \ldots, d^{N-1} x$ in this algebra of differential forms.

Before we describe the structure of higher order differentials forms it is useful to introduce the polynomials $P_{k}(x), Q_{k}(x)$, where $k=1,2, \ldots, N$. Let us remind that $\Delta x=x-x_{\tau} \in \mathscr{A}$. Applying the endomorphism $\tau$ we can generate the sequence of elements

$$
\Delta x_{\tau}=x_{\tau}-x_{\tau^{2}}, \Delta x_{\tau^{2}}=x_{\tau^{2}}-x_{\tau^{3}}, \ldots, \Delta x_{\tau^{N-1}}=x_{\tau^{N-1}}-x
$$

Obviously each element of this sequence is invertible. Now we define the sequence of polynomials $Q_{1}(x), Q_{2}(x), \ldots, Q_{N}(x)$, where

$$
Q_{k}(x)=\Delta x_{\tau^{k-1}} \Delta x_{\tau^{k-2}} \ldots \Delta x_{\tau} \Delta x
$$

These polynomials can be defined by means of the recurrent relation

$$
Q_{k+1}(x)=\left(Q_{k}(x)\right)_{\tau} \Delta x
$$

It should be mentioned that $Q_{k}(x)$ is the invertible element and

$$
\left(Q_{k}(x)\right)^{-1}=\Delta x^{-1} \Delta x_{\tau}^{-1} \ldots \Delta x_{\tau^{k-1}}^{-1}
$$

We define the sequence of elements $P_{1}(x), P_{2}(x), \ldots, P_{N}(x) \in \mathscr{A}$ by the recurrent formula

$$
P_{k+1}(x)=P_{k}(x)-q^{k}\left(P_{k}(x)\right)_{\tau}, \quad k=1,2, \ldots, N-1
$$

and $P_{1}(x)=\Delta x$. Clearly $P_{1}(x)=Q_{(x)}$ and for the $k=2,3$ a straightforward calculation gives

$$
\begin{aligned}
& P_{2}(x)=x-(1+q) x_{\tau}+q x_{\tau^{2}} \\
& P_{3}(x)=x-\left(1+q+q^{2}\right) x_{\tau}+\left(q+q^{2}+q^{3}\right) x_{\tau^{2}}-q^{3} x_{\tau^{3}} .
\end{aligned}
$$

Proposition 4.2.9. If $q$ is a primitive Nth root of unity then there are the identities

$$
P_{N-1}(x)+\left(P_{N-1}(x)\right)_{\tau}+\ldots+\left(P_{N-1}(x)\right)_{\tau^{N-1}} \equiv 0, \quad P_{N}(x) \equiv 0
$$

Now we will describe the structure of higher order differential forms. It follows from the previous section that any 1 -form $\omega$, i.e. an element of $\mathscr{A}^{1}[\tau]$, can be written in the form $\omega=d x u$, where $u \in \mathscr{A}$. Evidently $d: \mathscr{A} \longrightarrow \mathscr{A}^{1}[\tau], d \omega=$ $d x u_{x}^{\prime}$. The elements of $\mathscr{A}^{2}[\tau]$ will be referred to as 2 -forms. In this case there are two choices for a basis for the right $\mathscr{A}$-module $\mathscr{A}^{2}[\tau]$. We can take either $\tau^{2}$ or $(d x)^{2}$ as a basis for $\mathscr{A}^{2}[\tau]$. Indeed we have

$$
(d x)^{2}=\tau^{2} Q_{2}(x)
$$

It is worth mentioning that the second order differential $d^{2} x$ can be used as the basis for $\mathscr{A}^{2}[\tau]$ only in the case when $P_{2}(x)$ is invertible. Indeed we have

$$
d^{2} x=\tau^{2} P_{2}(x), \quad d^{2} x=(d x)^{2} Q_{2}^{-1}(x) P_{2}(x)
$$

If we choose $(d x)^{2}$ as the basis for the module of 2-forms $\mathscr{A}^{2}[\tau]$ then any 2-form $\omega$ can be written as $\omega=(d x)^{2} u$, where $u \in \mathscr{A}$. Now the differential of any 1-form $\omega=d x u$, where $u \in \mathscr{A}$, can be expressed as follows

$$
\begin{equation*}
d \omega=(d x)^{2}\left(q u_{x}^{\prime}+Q_{2}^{-1}(x) P_{2}(x) u\right) . \tag{4.2.10}
\end{equation*}
$$

It should be pointed out that the second factor of the right-hand side of the above formula resembles a covariant derivative in classical differential geometry. Hence we can introduce the linear operator $D: \mathscr{A} \longrightarrow \mathscr{A}$ by the formula

$$
\begin{equation*}
D u=q u_{x}^{\prime}+Q_{2}^{-1}(x) P_{2}(x) u, \quad u \in \mathscr{A} . \tag{4.2.11}
\end{equation*}
$$

If $\omega=d v, v \in \mathscr{A}$, i.e. $\omega$ is an exact form, then

$$
d \omega=d^{2} v=(d x)^{2} D v_{x}^{\prime}=(d x)^{2}\left(q v_{x}^{\prime \prime}+Q_{2}^{-1}(x) P_{2}(x) v_{x}^{\prime}\right)
$$

If we consider the simplest case $N=2, q=-1$ then

$$
d^{2} v=0, \quad P_{2}(x) \equiv 0, \quad(d x)^{2} \neq 0
$$

and from the above formula it follows that $v_{x}^{\prime \prime}=0$.

Proposition 4.2.10. Let $\mathscr{A}[\tau]$ be a semi-commutative Galois extension of algebra $\mathscr{A}$ by means of $\tau$, which satisfies $\tau^{2}=\mathbb{1}$, and d be the differential of the graded differential algebra induced by an element $\tau$ as it is shown in Proposition 4.2.3. Let $x \in \mathscr{A}$ be an element such that $\Delta x$ is invertible. Then for any element $u \in \mathscr{A}$ it holds $u_{x}^{\prime \prime}=0$, where $u_{x}^{\prime}$ is the derivative (4.2.8) induced by $d$. Hence any element of an algebra $\mathscr{A}$ is linear with respect to $x$.

The quaternions considered as the noncommutative Galois extension of complex numbers provides a simple example for the above proposition. Indeed in this case $\tau=i, \mathscr{A} \equiv \mathbb{C}$, where the imaginary unit is identified with $j,(a \mathbb{1}+b j)_{\tau}=a \mathbb{1}-b j$. Hence we can choose $x=a \mathbb{1}+b j$ iff $b \neq 0$. Indeed in this case $\Delta x=x-x_{\tau}=$ $a \mathbb{1}+b j-a \mathbb{1}+b j=2 b j$, and $\Delta x$ is invertible iff $b \neq 0$. Now any $z=c \mathbb{1}+d j \in \mathscr{A}$ can be uniquely written in the form $z=\tilde{c} \mathbb{1}+\tilde{d} x$ iff

$$
\left|\begin{array}{ll}
1 & a \\
0 & b
\end{array}\right|=b \neq 0
$$

Thus any $z \in \mathscr{A}$ is linear with respect to $x$.
Now we will describe the structure of module of $k$-forms $\mathscr{A}^{k}[\tau]$. We choose $(d x)^{k}$ as the basis for the right $\mathscr{A}$-module $\mathscr{A}^{k}[\tau]$, then any $k$-form $\omega$ can be written $\omega=(d x)^{k} u, u \in \mathscr{A}$. We have the following relations

$$
(d x)^{k}=\tau^{k} Q_{k}(x), \quad d^{k} x=\tau^{k} P_{k}(x)
$$

In order to get a formula for the exterior differential of a $k$-form $\omega$ we need the polynomials $\Phi_{1}(x), \Phi_{2}(x), \ldots, \Phi_{N-1}(x)$ which can be defined by the recurrent relation

$$
\begin{equation*}
\Phi_{k+1}(x)=\operatorname{Ad}_{\Delta x}\left(\Phi_{k}\right)+q^{k-1} \Phi_{1}(x), \quad k=1,2, \ldots, N-1 \tag{4.2.12}
\end{equation*}
$$

where $\Phi_{1}(x)=Q_{2}^{-1}(x) P_{2}(x)$. These polynomials satisfy the relations $d(d x)^{k}=$ $(d x)^{k+1} \Phi_{k}(x)$ and given a $k$-form $\omega=(d x)^{k} u, u \in \mathscr{A}$ we find its exterior differential as

$$
d \omega=(d x)^{k+1}\left(q^{k} u_{x}^{\prime}+\Phi_{k}(x) u\right)=(d x)^{k+1} D^{(k)} u
$$

The linear operator $D^{(k)}: \mathscr{A} \longrightarrow \mathscr{A}, k=1,2, \ldots, N-1$ introduced in the previous formula has the form

$$
\begin{equation*}
D^{(k)} u=q^{k} u_{x}^{\prime}+\Phi_{k}(x) u \tag{4.2.13}
\end{equation*}
$$

and, as it was mentioned before, this operator resembles a covariant derivative of classical differential geometry. It is easy to see that the operator (4.2.11) is the particular case of (4.2.13), i.e. $D^{(1)} \equiv D$.

### 4.2.4 Galois extension approach to reduced quantum plane

In this section we show that a reduced quantum plane can be considered as a semi-commutative Galois extension. We study a first order and higher order differential calculus of a semi-commutative Galois extension in the particular case of a reduced quantum plane.

Let $x, y$ be two variables which obey the commutation relation

$$
\begin{equation*}
x y=q y x, \tag{4.2.14}
\end{equation*}
$$

where $q \neq 0,1$ is a complex number. These two variables generate the algebra of polynomials over the complex numbers. This algebra is an associative algebra of polynomials over $\mathbb{C}$ and the identity element of this algebra will be denoted by $\mathbb{1}$. In noncommutative geometry and theoretical physics a polynomial of this algebra is interpreted as a function of a quantum plane with two noncommuting coordinate functions $x, y$ and the algebra of polynomials is interpreted as the algebra of (polynomial) functions of a quantum plane. If we fix an integer $N \geq 2$ and impose the additional condition

$$
\begin{equation*}
x^{N}=y^{N}=\mathbb{1}, \tag{4.2.15}
\end{equation*}
$$

then a quantum plane is referred to as a reduced quantum plane and this polynomial algebra will be denoted by $\mathscr{A}_{q}[x, y]$.

Let us mention that from an algebraic point of view an algebra of functions on a reduced quantum plane may be identified with the generalized Clifford algebra $\mathfrak{C}_{2}^{N}$ with two generators $x, y$. Indeed a generalized Clifford algebra is an associative unital algebra generated by variables $x_{1}, x_{2}, \ldots, x_{p}$ obeying the relations $x_{i} x_{j}=$ $q^{\operatorname{sg}(j-i)} x_{j} x_{i}, x_{i}^{N}=1$, where sg is the sign function.

It is well known that the generalized Clifford algebras have matrix representations, and, in the particular case of the algebra $\mathscr{A}_{q}[x, y]$, the generators of this algebra $x, y$ can be identified with the square matrices of order $N$

$$
x=\left(\begin{array}{cccccc}
1 & 0 & 0 & \ldots & 0 & 0  \tag{4.2.16}\\
0 & q^{-1} & 0 & \ldots & 0 & 0 \\
0 & 0 & q^{-2} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & q^{-(N-2)} & 0 \\
0 & 0 & 0 & \ldots & 0 & q^{-(N-1)}
\end{array}\right)
$$

$$
y=\left(\begin{array}{cccccc}
0 & 1 & 0 & \ldots & 0 & 0  \tag{4.2.17}\\
0 & 0 & 1 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 \\
1 & 0 & 0 & \ldots & 0 & 0
\end{array}\right)
$$

where $q$ is a primitive $N$ th root of unity. As the matrices (4.2.17) generate the algebra $\operatorname{Mat}_{N}(\mathbb{C})$ of square matrices of order $N$ we can identify the algebra of functions on a reduced quantum plane with the algebra of matrices $\operatorname{Mat}_{N}(\mathbb{C})$.

The set of monomials $B=\left\{\mathbf{1}, y, x, x^{2}, y x, y^{2}, \ldots, y^{k} x^{l}, \ldots, y^{N-1} x^{N-1}\right\}$ can be taken as the basis for the vector space of the algebra $\mathscr{A}_{q}[x, y]$. We can endow this vector space with an $\mathbb{Z}_{N}$-graded structure if we assign degree zero to the identity element $\mathbb{1}$ and variable $x$ and we assign degree one to the variable $y$. As usual we define the degree of a product of two variables $x, y$ as the sum of degrees of factors. Then a polynomial

$$
\begin{equation*}
w=\sum_{l=0}^{N-1} \beta_{l} y^{k} x^{l}, \quad \beta_{l} \in \mathbb{C} \tag{4.2.18}
\end{equation*}
$$

will be a homogeneous polynomial with degree $k$. Let us denote the degree of a homogeneous polynomial $w$ by $|w|$ and the subspace of the homogeneous polynomials of degree $k$ by $\mathscr{A}_{q}^{k}[x, y]$. It is obvious that

$$
\begin{equation*}
\mathscr{A}_{q}[x, y]=\mathscr{A}_{q}^{0}[x, y] \oplus \mathscr{A}_{q}^{1}[x, y] \oplus \ldots \oplus \mathscr{A}_{q}^{N-1}[x, y] . \tag{4.2.19}
\end{equation*}
$$

In particular a polynomial $r$ of degree zero can be written as follows

$$
\begin{equation*}
r=\sum_{l=0}^{N-1} \beta_{l} x^{l}, \quad \beta_{l} \in \mathbb{C}, r \in \mathscr{A}_{q}^{0}[x, y] . \tag{4.2.20}
\end{equation*}
$$

Obviously the subspace of elements of degree zero $\mathscr{A}_{q}^{0}[x, y]$ is the subalgebra of $\mathscr{A}_{q}[x, y]$ generated by the variable $x$. Evidently the polynomial algebra $\mathscr{A}_{q}[x, y]$ of polynomials of a reduced quantum plane can be considered as a semi-commutative Galois extension of the subalgebra $\mathscr{A}_{q}^{0}[x, y]$ by means of the element $y$ which satisfies the relation $y^{N}=\mathbb{1}$. The commutation relation $x y=q y x$ gives us a semicommutativity of this extension.

Now we can endow the polynomial algebra $\mathscr{A}_{q}[x, y]$ with an $N$-differential $d$. Making use of Theorem 4.2.2 we define the $N$-differential by the following formula

$$
\begin{equation*}
d w=[y, w]_{q}=y w-q^{|w|} w y \tag{4.2.21}
\end{equation*}
$$

where $q$ is a primitive $N$ th root of unity and $w \in \mathscr{A}_{q}[x, y]$. Hence the algebra $\mathscr{A}_{q}[x, y]$ equipped with the $N$-differential $d$ is a graded $q$-differential algebra.

In order to give a differential-geometric interpretation to the graded $q$-differential algebra structure of $\mathscr{A}_{q}[x, y]$ induced by the $N$-differential $d_{v}$ we interpret the commutative subalgebra $\mathscr{A}_{q}^{0}[x, y]$ of the $x$-polynomials (4.2.20) of $\mathscr{A}_{q}[x, y]$ as an algebra of polynomial functions on a one dimensional space with coordinate $x$. Since $\mathscr{A}_{q}^{k}[x, y]$ for $k>0$ is a $\mathscr{A}_{q}^{0}[x, y]$-bimodule we interpret this $\mathscr{A}_{q}^{0}[x, y]$-bimodule of the elements of degree $k$ as a bimodule of differential forms of degree $k$ and we shall call an element of this bimodule a differential $k$-form on a one dimensional space with coordinate $x$. The $N$-differential $d$ can be interpreted as an exterior differential.

It is easy to show that in one dimensional case we have a simple situation when every bimodule $\mathscr{A}_{q}^{k}[x, y], k>0$ of the differential $k$-forms is a free right module over the commutative algebra of functions $\mathscr{A}_{q}^{0}[x, y]$. Indeed if we write a differential $k$-form $w$ as follows

$$
\begin{equation*}
w=y^{k} \sum_{l=0}^{N-1} \beta_{l} x^{l}=y^{k} r, \quad r=\sum_{l=0}^{N-1} \beta_{l} x^{l} \in \mathscr{A}_{q}^{0}[x, y], \tag{4.2.22}
\end{equation*}
$$

and take into account that the polynomial $r=\left(y^{k}\right)^{-1} w=y^{N-k} w$ is uniquely determined then we can conclude that $\mathscr{A}_{q}^{k}[x, y]$ is a free right module over $\mathscr{A}_{q}^{0}[x, y]$ generated by $y^{k}$.

As it was mentioned before a bimodule structure of a free right module over an algebra $\mathscr{B}$ generated freely by $p$ generators is uniquely determined by the homomorphism from an algebra $\mathscr{B}$ to the algebra of $(p \times p)$-matrices over $\mathscr{B}$. In the case of a reduced quantum plane every right module $\mathscr{A}_{q}^{k}[x, y]$ is freely generated by one generator (for instant we can take $y^{k}$ as a generator of this module). Thus its bimodule structure induces an endomorphism of the algebra of functions $\mathscr{A}_{q}^{0}[x, y]$ and denoting this endomorphism in the case of the generator $y^{k}$ by $A_{k}: \mathscr{A}_{q}^{0}[x, y] \longrightarrow \mathscr{A}_{q}^{0}[x, y]$ we get

$$
\begin{equation*}
\left.r y^{k}=y^{k} A_{k}(r), \quad \text { (no summation over } k\right) \tag{4.2.23}
\end{equation*}
$$

for any function $r \in \mathscr{A}_{q}^{0}[x, y]$. Making use of the commutation relations of variables $x, y$ we easily find that $A_{k}(x)=q^{k} x$. Since the algebra of functions $\mathscr{A}_{q}^{0}[x, y]$ may be viewed as a bimodule over the same algebra we can consider the functions as degree zero differential forms, and the corresponding endomorphism is
the identity mapping of $\mathscr{A}_{q}[x, y]$, i.e. $A_{0}=I$, where $I: \mathscr{A}_{q}^{0}[x, y] \longrightarrow \mathscr{A}_{q}^{0}[x, y]$ is the identity mapping. Thus the bimodule structures of the free right modules $\mathscr{A}_{q}^{0}[x, y], \mathscr{A}_{q}^{1}[x, y], \ldots, \mathscr{A}_{q}^{N-1}[x, y]$ of differential forms induce the associated endomorphisms $A_{0}, A_{1}, \ldots, A_{N-1}$ of the algebra $\mathscr{A}_{q}^{0}[x, y]$. It is easy to see that for any $k$ it holds $A_{k}=A_{1}^{k}$.
Let us start with the first order differential calculus $\left(\mathscr{A}_{q}^{0}[x, y], \mathscr{A}_{q}^{1}[x, y], d\right)$ over the algebra of functions $\mathscr{A}_{q}^{0}[x, y]$ induced by the $N$-differential $d$, where

$$
d: \mathscr{A}_{q}^{0}[x, y] \longrightarrow \mathscr{A}_{q}^{1}[x, y]
$$

and $\mathscr{A}_{q}^{1}[x, y]$ is the bimodule over $\mathscr{A}_{q}^{0}[x, y]$. For any $w \in \mathscr{A}_{q}^{0}[x, y]$ we have

$$
\begin{equation*}
d w=y w-w y=y w-y A_{1}(w)=y\left(w-A_{1}(w)\right)=y \Delta_{q}(w) \tag{4.2.24}
\end{equation*}
$$

where $\Delta_{q}=I-A_{1}: \mathscr{A}_{q}^{0}[x, y] \longrightarrow \mathscr{A}_{q}^{0}[x, y]$. It is easy to verify that for any two functions $w, w^{\prime} \in \mathscr{A}_{q}^{0}[x, y]$ the mapping $\Delta_{q}$ has the following properties

$$
\begin{gather*}
\Delta_{q}\left(w w^{\prime}\right)=\Delta_{q}(w) w^{\prime}+A_{1}(w) \Delta_{q}\left(w^{\prime}\right),  \tag{4.2.25}\\
\Delta_{q}\left(x^{k}\right)=(1-q)[k]_{q} x^{k} . \tag{4.2.26}
\end{gather*}
$$

Particularly $d x=y \Delta_{q}(x)$, and this formula shows that $d x$ can be taken as a generator for the free right module $\mathscr{A}_{q}^{1}[x, y]$.

Since the bimodule $\mathscr{A}_{q}^{1}[x, y]$ of differential calculus $\left(\mathscr{A}_{q}^{0}[x, y], \mathscr{A}_{q}^{1}[x, y], d\right)$ is a free right module we have a coordinate first order differential calculus over the algebra $\mathscr{A}_{q}^{0}[x, y]$, and in the case of a calculus of this kind the differential induces the derivative $\partial: \mathscr{A}_{q}^{0}[x, y] \longrightarrow \mathscr{A}_{q}^{0}[x, y]$ which is defined by the formula $d w=d x \partial w, \forall w \in \mathscr{A}_{q}^{0}[x, y]$. Using this definition we find that for any function $w$ it holds

$$
\begin{equation*}
\partial w=(1-q)^{-1} x^{N-1} \Delta_{q}(w) \tag{4.2.27}
\end{equation*}
$$

From this formula and (4.2.25),(4.2.26) it follows that this derivative satisfies the twisted Leibniz rule

$$
\begin{equation*}
\partial\left(w w^{\prime}\right)=\partial(w) \cdot w^{\prime}+A_{1}(w) \cdot \partial\left(w^{\prime}\right) \tag{4.2.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial x^{k}=[k]_{q} x^{k-1} \tag{4.2.29}
\end{equation*}
$$

Let us study the structure of the higher order exterior calculus on a reduced quantum plane or, by other words, the structure of the bimodule $\mathscr{A}_{q}^{k}[x, y]$ of differential $k$-forms, when $k>1$. In this case we have a choice for the generator of the free right module. Indeed since the $k$ th power of the exterior differential $d$ is not equal to zero when $k<N$, i.e. $d^{k} \neq 0$ for $k<N$, a differential $k$-form $w$ may be expressed either by means of $(d x)^{k}$ or by means of $d^{k} x$. Straightforward calculation shows that we have the following relation between these generators

$$
\begin{equation*}
d^{k} x=\frac{[k]_{q}}{q^{\frac{k(k-1)}{2}}}(d x)^{k} x^{1-k} \tag{4.2.30}
\end{equation*}
$$

We will use the generator $(d x)^{k}$ of the free right module $\mathscr{A}_{q}^{k}[x, y]$ as a basis in our calculations with differential $k$-forms. For any differential $k$-form $w \in \mathscr{A}_{q}^{k}[x, y]$ we have $d w \in \mathscr{A}_{q}^{k+1}[x, y]$. Let us express these two differential forms in terms of the generators of the modules $\mathscr{A}_{q}^{k}[x, y]$ and $\mathscr{A}_{q}^{k+1}[x, y]$. We have $w=(d x)^{k} r, d w=$ $(d x)^{k+1} \tilde{r}$, where $r, \tilde{r} \in \mathscr{A}_{q}^{0}[x, y]$ are the functions. Making use of the definition of the exterior differential $d$ we calculate the relation between the functions $r, \tilde{r}$ which is

$$
\begin{equation*}
\tilde{r}=\left(\Delta_{q} x\right)^{-1}\left(q^{-k} r-q^{k} A_{1}(r)\right) \tag{4.2.31}
\end{equation*}
$$

where $A_{1}$ is the endomorphism of the algebra of functions $\mathscr{A}_{q}^{0}[x, y]$. This relation shows that the exterior differential $d$ considered in the case of the differential $k$-forms induces the mapping $\Delta_{q}^{(k)}: \mathscr{A}_{q}^{0}[x, y] \longrightarrow \mathscr{A}_{q}^{0}[x, y]$ of the algebra of the function which is defined by the formula

$$
\begin{equation*}
d w=(d x)^{k+1} \Delta_{q}^{(k)}(r) \tag{4.2.32}
\end{equation*}
$$

where

$$
\begin{equation*}
w=(d x)^{k} r \tag{4.2.33}
\end{equation*}
$$

It is obvious that

$$
\begin{equation*}
\Delta_{q}^{(k)}(r)=\left(\Delta_{q} x\right)^{-1}\left(q^{-k} r-q^{k} A_{1}(r)\right) \tag{4.2.34}
\end{equation*}
$$

It is obvious that for $k=0$ the mapping $\Delta_{q}^{(0)}$ coincides with the derivative induced by the differential $d$ in the first order calculus, i.e.

$$
\begin{equation*}
\Delta_{q}^{(0)}(r)=\partial r=\left(\Delta_{q} x\right)^{-1}\left(r-A_{1}(r)\right) \tag{4.2.35}
\end{equation*}
$$

The higher order mappings $\Delta_{q}^{(k)}$, which we do not have in the case of a classical exterior calculus on a one dimensional space, have the derivation type property

$$
\begin{equation*}
\Delta_{q}^{(k)}\left(r r^{\prime}\right)=\Delta_{q}^{(k)}(r) r^{\prime}+q^{k} A_{1}(r) \Delta_{q}^{(0)}\left(r^{\prime}\right) \tag{4.2.36}
\end{equation*}
$$

where $k=0,1,2, \ldots, N-1$. A higher order mapping $\Delta_{q}^{(k)}$ can be expressed in terms of the derivative $\partial$ as a differential operator on the algebra of functions as follows

$$
\begin{equation*}
\Delta_{q}^{(k)}=q^{k} \partial+\frac{q^{-k}-q^{k}}{1-q} x^{-1} \tag{4.2.37}
\end{equation*}
$$

Thus we see that exterior calculus on a one dimensional space with coordinate $x$ satisfying $x^{N}=1$ generated by the exterior differential $d$ satisfying $d^{N}=0$ has the differential forms of higher order which are not presented in the case of a classical exterior calculus with $d^{2}=0$.
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## Kokkuvõte

## Mittekommutatiivse Galois laiendi lähenemine ternaarsele Grassmanni algebrale ja gradueeritud $q$-diferentsiaalalgebrale

Geomeetrilise ruumi mõistel on kaasaegses teoreetilises füüsikas erakordselt tähtis roll ja sellega seoses kasutatakse diferentsiaalgeomeetria meetodeid teoreetilise füüsika fundamentaalprobleemide lahendamiseks. Kaasaegses teoreetilises füüsikas on neli fundamentaalset vastasmõju (elektromagneetiline, tugev, nõrk ja gravitatsioon) ja igat interaktsiooni kirjeldatakse vastava väljateooria abil. Selleks, et kirjeldada interaktsiooni kvanttasemel peab selle vastasmõju väljateooria olema kvantiseeritud, st peab olema konstrueeritud kvantväljateooria. Kaasaegse teoreetilise füüsika tähtsaks probleemiks on gravitatsiooni üldtunnustatud kvantväljateooria puudumine. Arvatakse, et üks võimalik lähenemine selle probleemi lahendamiseks on seotud geomeetrilise ruumi uue mõiste väljatöötamisega. Motiveerituna gravitatsiooni kvantväljateooria probleemist pani prantsuse matemaatik A. Connes aluse mittekommutatiivsele geomeetriale, mis tugineb mittekommutatiivse ruumi mõistele. Mittekommutatiivse ruumi mõiste pärineb kvantteooriast, kus suurused, mis kommuteeruvad klassikalisel tasemel, ei kommuteeru kvanttasemel, nt koordinaat ja impulss. Mittekommutatiivses ruumis puudub punkti mõiste, punkti mõiste annab teed funktsiooni mõistele ja funktsioonide algebra mõistele. On teada, et lõplikumõõtmelisel muutkonnal moodustavad siledad funktsioonid assotsiatiivse kommutatiivse ühikuga algebra. Mittekommutatiivse ruumi korral on funktsioonide algebra assotsiatiivne ühikuga algebra, kuid ta ei pea olema kommutatiivne. On märkimisväärne, et vaatamata punkti mõiste puudusele mittekommutatiivse ruumi korral, on võimalik rakendada diferentsiaalgeomeetria meetodeid kasutades ainult funktsioonide algebrat. Tõepoolest, diferentsiaalgeomeetria üheks tähtsaks struktuuriks on vektorväljad. Kaasaegses diferentsiaalgeomeetrias näidatakse, et vektorvälja mõistet võib samastada funktsioonide algebra
derivatsiooniga. Seega, kui funktsioonide algebra on antud, võime me arendada vektorväljade formalismi kasutades selleks funktsioonide algebra derivatsioone.

Antud väitekirjas kasutatakse Borowiec-Kharchenko-Oziewicz (BKO) lähenemist [15] esimest järku mittekommutatiivse diferentsiaalarvutuse konstrueerimiseks ja uurimiseks Grassmanni algebra, ternaarse Grassmanni algebra ja mittekommutatiivse ruumi (kvantruum) korral. BKO-lähenemises koosneb esimest järku diferentsiaalarvutus kolmest komponendist, kus üheks komponendiks on assotsiatiivne ühikuga algebra (funktsioonide algebra), teiseks komponendiks on bimoodul üle funktsioonide algebra (esimest järku diferentsiaalvormid) ja kolmas komponent on diferentsiaal, st lineaarkujutus funktsioonide algebrast bimoodulisse, mis rahuldab Leibnizi valemit algebra korrutamistehe suhtes. Kui algebra on tekitatud lõpliku arvu moodustajate abil, kusjuures moodustajad rahuldavad kommutatsiooniseoseid ja esimest järku diferentsiaalarvutuse bimooduli parempoolne moodul on vabalt tekitatud moodustajate diferentsiaalide abil, siis vastavat esimest järku diferentsiaalarvutust nimetatakse koordinaatdiferentsiaalarvutuseks. Koordinaatdiferentsiaalarvutuse struktuuri tähtsaks komponendiks on homomorfism algebrast maatriksite algebrasse. Käesolevas väitekirjas on leitud võrrandid ülalpool mainitud homomorfismi jaoks, mis tulenevad algebra kommutatsiooniseostest. Neid võrrandeid on uuritud ja lahendatud teise astme kommutatsiooniseostuste korral. Saadud tulemused on rakendatud esimest järku mittekommutatiivse diferentsiaalarvutuse uurimiseks Grassmanni algebra, ternaarse Grassmanni algebra ja mittekommutatiivse ruumi korral.

Antud väitekirjas uuritakse Grassmanni algebra ternaarset analoogi. Grassmanni algebra moodustajad antikommuteeruvad, või teiste sõnadega, Grassmanni algebra iga kahe moodustaja kõikvõimalike korrutiste summa on null. Me võime eespool sõnastatud tingimust üldistada nõudes, et iga kolme moodustaja kõikvõimalike korrutiste summa on null. Antud tingimus on võimalik lahendada kolmandat järku algjuure abil ja kasutades leitud lahendit defineerime Grassmanni algebra ternaarse analoogi, kus kolme moodustaja korrutise tsükliline permutatsioon on võrdne esialgse korrutisega korrutatud kolmandat järku algjuurega. Mainime, et antud Grassmanni algebra analoog tekkis teoreetilises füüsikas seoses kvarkide mudeliga. Antud väitekirjas on defineeritud ja uuritud Grassmanni algebra ternaarne analoog involutsiooniga. Seega on meil klassikaline (tavaline) Grassmanni algebra ja tema ternaarne analoog. Antud väitekirjas on konstrueeritud algebra nii, et Grassmanni algebra ja tema ternaarne analoog on selle algebra alamalgebrad. Teiste sõnadega antud väitekirjas on leitud Grassmanni algebra ternaarne laiend.

Käesolevas väitekirjas uuritakse mittekommutatiivset Galois’ laiendit. Väitekirjas näidatakse seost mittekommutatiivse Galois laiendi ja gradueeritud $q$-diferentsiaalalgebrate vahel, kus $q$ on $N$-järku algjuur ühest. Gradueeritud $q$-diferentsiaalalgebrate teoorias on tõestatud teoreem, mis väidab, et assotsiatiivne ühikuga algebra on gradueeritud $q$-diferentsiaalalgebra, kui leidub üks selline gradueeringuga element, et astmes $N$ ta on võrdne ühikelemendiga. Antud väitekirjas eespool mainitud teoreem on rakendatud poolkommutatiivsele Galois laiendile ja on tõestatud, et iga poolkommutatiivne Galois laiend on gradueeritud $q$-diferentsiaalalgebra. On uuritud selle algebra esimest järku ja kõrgemat järku differentsiaalarvutus.
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