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Preface

There is a broad consensus among economists du# tpenness is beneficial for
countries in the long run. This is also true foveleping countries, whereby a strong
integration into the world economy may significgndontribute to the development
process (Winters et al. 2004). Furthermore, acogrdio the Stolper-Samuelson-
Theorem, the poor low-skilled workers that arergdatively abundant production factor
in developing countries should especially gain frimcreased trade openness in terms
of wage income. However, evidence from recent pleriof trade liberalization in de-
veloping countries indicates that distributionahbes went into the opposite direction
leading to a rise in wage inequality (Goldberg &adcnik 2007). Poor low skilled pop-
ulations in developing countries could reap muds lef the income gains from trade
than expected.

Thus far, the literature has offered several exgilans for this paradox. The most
prominent one is that trade liberalization causednarease in the demand for skilled
labor leading to a rise in the skill premium in deping countries. Among the explain-
ing factors for this increase in the demand follesttilabor are trade-induced skill biased
technological change (Wood 1995, Thoenig and Verd@3, Attanasio et al. 2004,
Acemoglu 2003, Harrison and Hanson 1999, AghioaleR005), capital inflows and
complementarity of capital and skilled labor (Craggl Epelbaum 1996, Behrman et al.
2000), outsourcing and trade in intermediate gdéegnstra and Hanson 1997, 2003),
firm heterogeneity (Bernard and Jensen 1997, Zlb2Verhoegen 2008) as well as
distortions in factor and product markets (Topal@04a0, Chiquear 2008, Wacziarg and
Wallack 2004). Another explanation is that tradeetalization in developing countries
disproportionally affected sectors with a highearghof unskilled labor leading to a
relative decline of the industry wage premium otraamease of informal employment to
the disfavor of poor unskilled workers (Goldbergl &avcnik 2005, 2007).

In this dissertation, | present evidence on anatyye of explanation for why poor low-
skilled workers in developing countries do not Wegres much from globalization as
expected: political economy factors that influetice way how poor low-skilled work-
ers in developing countries can participate indlodal economy. Thereby, | focus on
both sides of the international trade relationsi@n. the one side, | investigate how
trade protectionism following an economic crisisairdeveloped country, namely the
United States, affected imports from developingntoes. Employing a newly con-
structed dataset on U.S. import refusals and aitgrastimation framework, | find that
during the recent Subprime Crisis and its afterntbéhU.S. has used the enforcement
of product standards to disproportionally protéstdomestic industries against imports



from developing countries. Because exports fromymaveloping countries to the U.S.
predominantly consist of food products, which aredpced by poor unskilled rural

populations, this recent episode of rising tradetqmtionism had adverse effects on
poor and unskilled workers in developing countries.

On the other side of the trade relationship, | foom a poor land-locked developing
country in Central Asia, namely Tajikistan, andeastigate how rent-seeking of local
officials and authorities influences whether poaskilled agricultural laborers in the
cotton sector benefit from a global cotton pricegsu Using a newly constructed
household panel dataset and a difference-in-differeestimation framework, | find that
rent appropriation mainly works through politicaiterference in the labor market
branch of the production process. Managers of lpega-statal farms, local politicians
and cotton gins collude and appropriate the rewi® fcotton exports by coercing em-
ployees of state-owned enterprises, hospitals enoats as well as students and school
children to work in the cotton harvest for very Ipieking wages. On those large para-
statal farms, the cotton price surge has led tiwoag increase in the profits of manag-
ers, whereas wages of poor unskilled cotton pic&rsot change. Interestingly, | find
that on small private farms, which were creatednduthe privatization process pushed
by international donors and where incentive stmasware more market-oriented, wages
of cotton pickers positively responded to the aotprice surge. Those small private
farms do not command the political connections s&&®y to access the pool of coerced
labor and face competitive local labor markets, nehg labor supply consists of land-
less female laborers from local villages. The eaysiof small holder farmers and wages
of cotton pickers on small farms significantly ieased in response to the cotton price
surge.

In the first chapter which is co-authored by Cluét Moser, | present a newly gathered
and constructed dataset that links disaggregat&d tchport flows with U.S. import
refusals due to non-compliance with U.S. produahdards. This novel dataset com-
prises U.S. import flows and import refusals forf68d and non-food product groups,
164 trading partners of the U.S and the years 20@012. The main challenge for the
construction of this novel dataset has been to mthie unique product classification for
import refusals from the U.S. Food and Drug Adntmaison (FDA) to the Harmonized
System (HS) product classification for internatibmade flows used by the U.S. Inter-
national Trade Commission (ITC). | employ this dataand a sectoral gravity equation
to estimate the costs of non-compliance with UrSdpct standards. The results indi-
cate that import refusals significantly decreaspoets to the United States. This trade
reducing effect is driven by developing countrisbereas for developed countries there



are no negative effects. Even more important, thdet reducing effect of refusals is
dominated by refusals without any product samplalyeis, in particular during the
Subprime Crisis and its aftermath. Because FDAeffi inspecting imported shipments
at the U.S. border have considerable legal leewaly are allowed to reject import
shipments that only appear to violate U.S. prodtemdards, this result is worrisome. It
indicates that the U.S. might have used the enfioecg of product standards to protect
domestic industries during the Subprime Crisis iémaftermath. Especially worrisome
is that this countercyclical, hidden protectionisrainly affected imports from develop-
ing countries. By focusing on a non-tariff bartiertrade (NTB) that has not been in the
research focus thus far, this paper contributeéldditerature on the effects of NTBs on
trade flows taking into account the endogeneitypmitectionism (Trefler 1993, Essaji
2008 and Bown and Crowley 2013).

The second chapter which is co-authored with Aleeaiianzer, exploits a surge in the
world market price of cotton in 2010/11 combinedhwaTajikistan’s geographic varia-
tion in the suitability for cotton production toeidtify the causal effect of cotton prices
on employment and wages of agricultural workerthécotton sector. For this analysis,
| constructed a novel household panel datasetithadsed on data from the Tajikistan
Living Standards Survey (TLSS) conducted by the Mv&ank in 2007 and 2009 and
the Institute for East and Southeast European &udDS) in 2011. To identify cotton
communities, | use information on crops grown ia dtommunity from the TLSS 2007
as well as information on the suitability of ardas cotton production from the Food
and Agricultural Organization (FAO) - Global Agritwral and Ecological Zones Data-
base (GAEZ) that | matched with the geo-refereramdmunities in the TLSS. Because
Tajikistan is only a small producer on the worldrked of cotton, the surge in the world
market price of cotton in 2010/2011 can be treateéxogenous to Tajikistan. Employ-
ing a difference-in-difference estimator that exglahe geographic variation in the
suitability for cotton production and the time \aron of world cotton prices, | find that
the cotton price surge led to substantially higlagor demand and wages for female
cotton pickers, who form the most vulnerable pdrthe workforce. The price hike
benefits only workers on small entrepreneurial farfarms, whereas cotton pickers of
big parastatal enterprises miss out.

Interviews and additional data collected in Tafi&rs in March and November 2014
indicate that the pass-through of price fluctuatidepends on the competitive structure
of local labor markets. Managers of big para-st@ahs exploit their political connec-
tions to access a pool of coerced labor that ctseisemployees of state-owned enter-
prises, hospitals and schools as well as studentsehool children that are forced to



work in the cotton harvest for very low picking vesg In contrast, small private farms
face competitive local labor markets, whereby labgoply consists of landless female
laborers from local villages. Hence, this paperv&hthat so far the privatization pro-
cess in Tajikistan has succeeded in establishimpr@ competitive and entrepreneurial
agricultural sub-sector that created new incomeodppities for poor landless women
in rural villages.

In the third chapter of my dissertation, | explthie natural experiment of the cotton
price surge to identify the effects of a positivensitory income shock on consumption
and investment decisions of poor rural househaidthe cotton regions of Tajikistan.
Analyzing how poor households in developing costniespond to short run income
fluctuations due to trade openness is crucial ¥atueating the overall effects of globali-
zation and trade on poverty (Winters et al. 20@4&xticularly in the short run, changes
in trade openness cause adjustment processes @rddrfluctuations that might have
strong impacts for poorer households, especialyeveloping countries (Goldberg and
Pavcnik 2007). Although important parts of the dapan in developing countries are
strongly exposed to income risk caused by worldepfiuctuations, the literature has,
thus far, mainly focused on how households in dgial countries deal with income
risk induced by weather shocks or illness (WolpB82, Paxson 1992, Gertler and
Gruber 2002). This paper contributes to the liteatoy focusing on the impacts of a
trade-induced positive income shock on househatdwmption and investments. Using
a newly constructed household panel dataset anffesedce-in-difference estimator
that exploits the geographic variation in the ity for cotton production and the
exogenous time variation of world cotton prices$intl that the cotton price surge in-
creased real monthly income of agricultural hous#hin cotton regions by over 70
percent. This positive transitory income shocktlea significant increase in household
consumption, which indicates that rural househahdd ajikistan cannot fully insure
against transitory income shocks (Morduch 1995)weieer, | find evidence that several
types of consumption smoothing strategies existerRally investment or savings re-
lated disbursements for non-food products increaseh more than disbursements for
simple consumption motives (Rosenzweig and Wol@083] Attanasio and Szekely
2004). Furthermore, the results indicate that pacal households in Tajikistan try to
smooth future consumption by sending more migrahtsad (Yang and Choi 2007) or
by investing in social relationships that might ast insurance device in lean times
(Grimard 1997). | also find that the positive triéms income shock lead households to
increase investments in human capital, i.e. spegnidinmedical treatment of household
members and education of children.



1 Hidden Protectionism? Evidence from Non-tariff Barriers
to Trade in the United State$

1.1 Introduction

Non-tariff barriers to trade (NTBs) like producastlards and technical regulations have
increased in importance compared to tariffs thatarhistorical low$.NTBs are char-
acterized by two opposing trends. While some caemtaim at harmonizing product
standards to reap further gains from trade (ergdettalks between the United States
and European Union), fear of protectionism hastted close monitoring of NTBs
worldwide during the Great Recession (e.g., Baldavid Evenett, 2009).

Product standards are imposed to overcome marietefs and protect the health and
safety of domestic consumers. In the United StaktesFood and Drug Administration
(FDA) is responsible for ensuring the safety of @stic and foreign products. Those
import shipments not complying with U.S. producrstards are refused entry into the
market by the FDA. In this study, we collect a rdata set that combines disaggregated
import data from the U.S. International Trade Cossiun (ITC) with import refusals
from the FDA.

This paper provides estimates on the costs of womptiance with U.S. product stan-
dards at different times of the business cycle. 3Naw that the trade costs associated
with non-compliance with U.S. product standards sarestantial for poorer countries.
While there is a negative impact of import refusalsimports to the United States for
non-OECD countries, OECD countries are largely f@taéd. Our estimates imply that
a one standard deviation increase in refusals e=dsicort- and long-run exports from
an average developing country by USD 6 to 11 lillid/e gain further insights by ex-
amining the type of inspection that underlies agiimport refusal. It turns out that the
trade reducing effect is mainly triggered by refssaithout any product sample analy-
sis and the implied trade costs quadruple duriegStbprime Crisis and its aftermath.
We conclude that these results for the United State consistent with the hypothesis
that product standards are counter-cyclical praersm in disguise.

! This chapter was co-authored by Christoph Moseriléte developed the empirical strategy and, memegally,

the paper together, the original idea for this aede project was mine. It was also mainly my taskestigate and
summarize the institutional background of the FDW,amore importantly, to gather a novel datasetdliaws us to
link disaggregated U.S. import flows with disaggresgl U.S. import refusals. The main challenge wasidke the
different classification systems of the ITC and FDdmparable and to carefully match the correspongiogluct

groups.

2 Similarly, Baldwin's famous quote says that “[t]mavering of tariffs has, in effect, been like driaig a swamp.
The lower water level has revealed all the snaglsstumps of non-tariff barriers that still haveb® cleared away.”
(Baldwin, 1970, quoted in Baldwin, 2000).



We estimate a bilateral gravity model for 93 impdriproduct-groups to the United
States for the years 2002 to 2012. We proceedreethteps by reporting OLS esti-
mates, standard fixed effect estimates and, thgmgrdic panel estimates. The last and
preferred specification does not only allow us ¢oteol for past import flows and use
lagged import refusals as internal instrumentsofar non-compliance measure (as sug-
gested by Essaji, 2008), but we can also extendrémeework to include additional,
external instruments drawn from the EU - Rapid Algystem for Food and Feed
(RASFF) database. Since EU refusals and notifinatere plausibly exogenous to U.S.
import demand, but likely to be correlated with Ur8fusals, they constitute a valid
instrument.

Why are thousands of shipments blocked from ergdhe U.S. market each year? The
FDA names two main reasons for import refusalsitachtion and misbranding. Recent
reports on blocked U.S. imports of toys containiegd fall in the first category with
products being inferior and entailing substantigdlth risks’ But adulteration can also
simply stem from differing product standards betwégding countries. Second, a
product might be denied entry into the United $tatee to misbranding, i.e., U.S. la-
belling standards are not met or necessary cextifscfor conformity assessment are not
provided by the exporter.

The FDA might be also subject to lobbying and it pressure$.in one of its most
controversial moves, the FDA issued an outright &aall grapes from Chile in March
1989 due to a non-lethal contamination of two gsapeh cyanide (Engel, 1999; Haw-
thorne, 2005). It remains unclear to date, whetherFDA simply overreacted or the
U.S. government aimed for a weakening of the Piabclgime. Similar to technical
regulations (see Trefler, 1993 and Essaji, 2008ster product standards and border
inspections may be imposed for protectionist mativethe United States. Lamb (2006)
provides anecdotal evidence that political presfama U.S. avocado producer associa-
tions has been driving the boycott of Mexican Hagscados until 1997. More recently,
U.S. catfish producers have lobbied for more fredjirespections of catfish imports to
protect their industry® According to Watson and James (2013) regulatooyeption-

% Decker, Brett and William Triplett “China’s PoisormExports: PRC Products Aren't just Cheap, They'regBran
ous,” The Washington Times, November 16th, 2011.

4 After all, the FDA is a government agency, its ouissioner a political appointee and the revolvingmalso spins
at the FDA. For the U.S. Department of Defense,chirger and Moser (2014) show that conflicts oéiast can
arise due to the revolving door. The Governmentofiotability Office indeed acknowledges a staff twer rate at
the FDA above the federal government average ir2 26ited in Hawthorne, 2005, p. 30).

® Nixon, Ron, “Number of Catfish Inspectors DriveBabate on Spending,” The New York Times, July 2861,3.



ism exists in the United States and Baldwin (20@0¢specially concerned about its
effect on developing countries.

Figure 1.1 sheds some first light on the enforceneér).S. product standards. This
figure shows that the total number of shipmentpaoted by the FDA increased hand in
hand with the unemployment rate due to the Subp@mss from less than 140,000 in

2008 to close to 280,000 in 2011. These FDA-inspestinclude inspections with and

without a product sample analysis. Even more sigikincidences of non-compliance
with U.S. product standards rose sharply in therafath of the crisis, with import re-

fusals without any product sample analysis beirgntiain driver. Our regression analy-
ses will further deal with this type of inspectithrat is arguably most prone to potential
hidden protectionism.

Our paper contributes to the existing literatures@veral ways. First, we contribute to
the recent empirical literature on protectionisrae(fRose, 2013; Bown and Crowley,
2013; Kee et al., 2013) by highlighting anotherrofe through which governments
might temporarily seek import protection: a stnicdaforcement of product standards.
Most importantly, we are to the best of our knowledhe first to link the effect of im-
port refusals to the business cycle and to consigetype of inspection leading to im-
port refusals. Second, we add to the trade andaj@went literature by quantifying the
short- and long-run costs of forgone exports duedoe-compliance with U.S. product
standards. Most alternative measures of productdatds, e.g., notifications to the
WTO, are based on technical regulations that argt fawoured nation (MFN) measures
without variation across exporters. In contrast, imgasure substantially varies across
countries, product-groups and time. This allowsaufactor in that any potential import
protection is trading partner- and product-spediind to control for country-product-
specific factors that are often omitted in otheidsts. Third, we contribute to the litera-
ture on import refusals by demonstrating how imguatrit is to account for the endoge-
nous nature of refusalsThereby, endogeneity can arise due to import ptiote or
risk-guided inspections. Product-groups with insne@ imports are more closely moni-
tored and inspected by the FDA.

The remainder of the paper is organized as foll@&estions 2 and 3 discuss the related
literature, the institutional background of the UfSod and Drug Administration

6 Jouanjean (2012) provides evidence that U.S. perdassociations influence U.S. market access aggnlfor
imports of fresh fruits and vegetables. As exensdiffor Russia, product standards and stricter oigpes at the
border might be even used for foreign policy pugsosSee Kramer, Andrew, “Chocolate Factory, Trade Wer

tim,” The New York Times, October 29th, 2013; Hexnslzorn, David, “Russia Putting a Strong Arm on Nbigis,”
The New York Times, October 22th, 2013.

"In contrast to other studies, we quantify the impddmport refusals not only for food productsi lalso for phar-
maceuticals, cosmetics and manufacturing prodiitis.is a smaller contribution to the literature.



(FDA) and some descriptive statistics for the newport refusal database. Section 4
provides a description of our data set and anreuthf the empirical strategy. Section 5
presents the empirical results and Section 6 offensluding remarks.

1.2 Related Literature

Our paper is related to the literature on endogemoatectionism, the theory on product
standards and the effect of non-tariff barrierréole, in particular for developing coun-
tries.

In a seminal paper, Trefler (1993) argues thatetiel of trade protection is not exoge-
nous but increasing in import competition and daimdebbying efforts. Similarly, the
paper closest to our study is Essaji (2008) whdyaea the effects of technical regula-
tions for a cross-section of sectoral trade floovihe United States. To address potential
endogeneity of technical measures, Essaji (20G8)uments U.S. technical regulations
with such regulations of countries with similar uégory processes, but different im-
port patterns. Both important contributions cleashow that the effects of protection-
ism are economically large, once endogeneity isrtakto account.

Several recent empirical papers investigate whetbentries fall back into protection-
ism in bad economic times. The empirical evidencehis issue is mixed. While Rose
(2013) argues forcefully that protectionism — asasueed by a broad set of tariff and
non-tariff barriers — has neither been counter&yelthe United States nor worldwide
after World War 1l, Bown and Crowley (2013) and Keteal. (2013) offer a more nu-
anced picture. Kee et al. (2013) conclude that dely countries have markedly in-
creased their tariffs from 2008 to 2009, but tHatreely modest U.S. trade policy reac-
tion has been an NTB, namely antidumpirBown and Crowley (2013) investigate the
relationship between the business cycle and andth8rfor five OECD countries. The
most relevant result for our paper: Bown and CrgwRk013) provide evidence that the
number of disaggregated product groups affectetbimporary trade barriers increases
with negative macroeconomic shocks in the UniteateSt In particular, the domestic
unemployment rate proves to be an important detemiof this NTB before and after
the onset of the Subprime Crisis.

The theoretical literature mainly views differingoduct standards as protectionist,
since higher quality standards increase the comgi@osts for foreign firms relative to
domestic ones. Fischer and Serra (2000) arguesthatlards chosen by a domestic so-
cial planner are always protectionist. In a simifemamework, Marette and Beghin

®n another study, based on the Global Trade AlgfitA), Boffa and Olarreaga (2012) conclude that coesthave
not retaliated during the Great Recession.



(2010) show that domestic standards are not nedgsgeotectionist, if domestic and

foreign producers differ in meeting these costsweleer, this only holds for foreign

producers being more efficient, an unlikely assuampfor developing countries export-
ing to the United States. Essaji (2010) is inte@sh the interplay between trade liber-
alization and the use of product standards. St0q) offers a political economy
model, where uncertainty about the optimal safewell might open the door for hidden
domestic transfers.

Our paper is obviously also related to and buildghe® empirical literature on product
standards.Moenius (2004) provides an important early accaumthe effects of stand-
ards on trade between OECD countries at the ingiestel. Several studies exploit the
number of notifications of newly imposed produchrgtards by importing countries
under WTQ'’s Sanitary and Phytosanitary (SPS) arahfiieal Barriers to Trade (TBT)
agreements or counter-notifications under the P& fcross-section or panel of trade
flows (see Disdier et al., 2008; Crivelli and Gridlsc2012; Fontagne et al., 2013).
Crivelli and Gréschl (2012) find for a disaggreghtgavity model for agricultural and
food products that SPS measures decrease the pitybafomarket entry, but positively
influence the intensive margin of exporters. Faich panel data set of French export-
ing firms, Fontagne et al. (2013) show that restec SPS measures in the importing
country negatively affect the extensive marginioh$ and, in contrast to Crivelli and
Groschl (2012), also the intensive margin of trade.

1.3 Background

1.3.1 The U.S. Food and Drug Administration (FDA)

The U.S. Food and Drug Administration (FDA) is lmawithin the U.S. Department

of Health and Human ServicEsThe FDA is responsible for enforcing the Federal
Food, Drug, and Cosmetic (FD&C) Act of 1938 andeotlaws designed to protect con-
sumer health. The following product categories falider FDA jurisdiction: food,

drugs, cosmetics, medical devices, electronic itdmas emit radiation, vaccines, blood
and biologics, animal feed and veterinary, and ¢cobgroducts. To ensure that prod-
ucts from these categories comply with U.S. prodtemdards, the FDA has the author-
ity to inspect domestically produced and importeadpcts and eventually refuse entry

°We focus here on the most closely related papearer@tudies differ in their measurement of produtahdards, the
sectors and time covered as well as their appré@at¢he endogeneity issue. The earlier literatuu$es on one
particular standard in a given product-group (s®eirfstance Otsuki et al., 2001, on African growrtdexports to
Europe; Anders and Caswell, 2009, on U.S. seafogmbiits; Maertens and Swinnen, 2009, on vegetablerexp
from Senegal; Baylis et al., 2010, on seafood esporthe EU).

' For an excellent overview of the FDA, see foramse Buzby et al. (2008), Josling et al. (2004), thame (2005)
and Liu (2010).



into U.S. markets. An inspected domestic produatefssed entry if it violates U.S.
product standards. However, an imported productateerady be refused entry “if it
[only] appears to violate” a certain U.S. produtdnslard (Buzby et al., 2008; Liu,
2010). This formulation in Section 801(a) of thedéml Food, Drug, and Cosmetic
(FD&C) Act leaves room for discriminatory action lBDA officials with respect to im-
ports’* The FDA separates violations into two main catesgoradulteration and mis-
branding. According to the FD&C Act, adulteratiorans that due to the addition of a
substance a product is inferior, impure and nougen Most violations for adulteration
deal with safety, packaging integrity or sanitatibat differing product standards be-
tween trading partners might also be the catesides adulteration, a product might
also be denied entry in the United States due &branding. Misbranding includes un-
truthful or misleading statements on product lalmelproducts missing appropriate la-
beling or packaging (Buzby et al., 2008). This gatg also comprises products that
were rejected by the FDA due to the lack of neagssartificates for conformity as-
sessment.

According to the FD&C Act, every importer of an FBégulated product has to file an
entry notice with U.S. Customs and Border ProtecticBP), which then notifies the
FDA of the entry. The import requests are colleced processed by the computer-
based system “Operational and Administrative Systemimport Support (OASIS)”.
The FDA uses OASIS to review the entry documents tanmake admissibility deci-
sions. If the FDA does not wish to inspect theerttie product will proceed into U.S.
commerce. If the FDA decides to examine the emiwy,importer will not be allowed to
further distribute the shipment until the resultiod inspection is received. Two types of
inspections exist: field exams and sample analgs@lving a laboratory test of product
samples. The overwhelming majority of inspectiores feeld exams at the ports of en-
try, whereby FDA inspection officers mainly use amgleptic testing (e.g., appearance
and smell) to decide whether a product complies WitS. product standard$lf the
product appears to violate these standards, therterpwill be given the opportunity to
submit a petition to recondition the product intompliance (Buzby et al., 2008; Liu,
2010; FDA, 2011a}!

1 Imported products can be refused without any maysividence, e.g. just on the basis of bad rejputaluie to past
events of non-compliance at the firm or countryduct level (see for instance Jouanjean et al., 2012

2 Non-food products can also be refused due to ewtion, i.e., if product-specific regulations ame met.
13 Barrionuevo, Alexei “Food Imports Often Escapeulioy,” The New York Times, Maysi 2007.
4 Many law firms in the U.S. are specialized on esting FDA decision of detentions and refusals.(e.g

FDAimports.com, LLC:http://www.fdaimports.con)/ The services of these law firms are expensive ifiis
hard(er) for exporters from developing countriesdwer such legal costs.
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Based on OASIS, the FDA collects information onudlimately refused shipments in
the Import Refusals Report (IRR). The IRR databaseailable from the beginning of
2002 onwards and includes the exact date of thesagfname, address and country of
origin of the exporting firm, an FDA-specific prociicode and the product description,
port of entry, reason for the refusal and the tgpénspection. The database does not
include information on the quantity, weight or valaf refused shipments, but it is the
best source of information on import refusals du@dn-compliance with U.S. product
standards.

It is important to bear in mind that the FDA"s @#an to inspect an entry is not random.
The FDA is only able to inspect about 1% of all ortpd products under its jurisdiction
(Buzby et al., 2008; FDA, 2010). To economize é@saurces for inspections, the FDA
employs risk-based criteria to guide its inspeaiddsing the OASIS database and past
import refusals, the FDA identifies exporting caued, product-groups, products or
certain firms that have a higher risk of violatidgS. product standards. To react to ur-
gent risks, the FDA additionally issues import te¢hat place a product from a certain
country or a particular firm on detention withoutygical examination. Thus, subse-
qguent shipments from this company or country-prédwoup will be refused automati-
cally, unless the importer can present evidenoevescome this violatioft. The FDA
may also use external information to identify nskducts such as the information from
the EU-RASFF authorities (Jouanjean et al., 202jport surges in a given country-
product-group can also trigger more inspectiong;esany non-compliance represents a
higher risk for U.S. citizens. Another reason fariacrease in inspections of country-
product-groups with higher imports may be proteusm (Trefler, 1993; Essaji, 2008;
Baylis et al., 2009).

The United States is an important export marketrfany countries and about 20% of
the overall U.S. imports fall under the jurisdictiof the FDA'® 25 cents of every dollar
spent on commodities by U.S. consumers are forymtsdegulated by the FDA (FDA,
2011b). A growing share of these products comas fileveloping countries.In 2010,
15% of food products, 28% of drugs and 52% of madievices sold in the U.S. mar-
kets were imported. Import lines of FDA regulatedducts have grown from 6 million
in 2001 to 24 million in 2011, corresponding to %4 annual increase (FDA, 2011b).

151t can be quite costly, in particular for expostérom developing countries, to obtain the necgssacuments for
conformity assessment from accepted certificatiodids (Jaffee and Henson, 2005).

8 The FDA estimates this share to be over 10%, blyt@nsiders food, drugs and cosmetics (FDA, 201#ibnce,

our estimate of around 20% in the year 2011 alsluites medical devices, electronic items emittadjation, ani-

mal feed and animal drugs and biologics underufisdiction of the FDA.

1 Emerging markets like China, India and Mexico haxeeased their exports in FDA regulated producthéoJ.S.

significantly in the last years. Drugs, medical ides and electronic items emitting radiation are phoduct catego-
ries that have experienced the strongest rise poiita from developing countries (FDA, 2011b).
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Note that the resources dedicated to the FDA amdutinding provided for FDA officers
in the field (who are responsible for product indmns) vary over time. In the after-
math of the September 11 terrorist attacks in 2884 the Subprime crisis in 2008, the
U.S. Congress granted more authority and additicesdurces to the FDA. The majori-
ty of the FDA investigators are assigned to inspechestic products and faciliti€slt

is difficult to identify the number of FDA officerassigned to the border from official
documents.

1.3.2 Descriptive Statistics on U.S. Imports and Import Rfusals

Figure 1.2 shows total U.S. imports in FDA reguliapeoducts and the total number of
refused shipments (total refusals) for the yea220 2012. Except for the Great Re-
cession, U.S. imports have been steadily increaamagthe overall volume of imports in
FDA regulated products more than doubled duringsimple period? In contrast to
imports, import refusals exhibit more variation otiene. Figures 1.3 and 1.4 allow for
a comparison between OECD and non-OECD countriesceTare two main takeaways.
First, both country groups share a similar grow#ttgrn in imports, but non-OECD
countries account for on average USD 250 billiomaloout twice the overall import vol-
ume of OECD-countries. Second, while both groups teaface an increase in import
refusals after the Subprime crisis, this increas@are pronounced for poorer countries
and starts from a higher level of total refusal®ad 10,000 vs. 4,000 refusals in the
year 2009). Furthermore, non-OECD countries arporesible for the noticeable spike
in import refusals in 2004/2005.

To shed more light on the distribution of U.S. impefusals across product-groups,
Table A1.8 in the Appendix shows import refusalsa atore disaggregated product lev-
el. Food products play a prominent role among tlppeducts most often refused during
the sample period. Fish products, fruits and vdigesa sugar confectionary, bread and
pastry as well as sauces, mixed dressings androents are among the top ten most
refused product-groups. However, the two produtggmies with most import refusals

are other drugs and medical devices. Table AlfBenAppendix includes the ten most
frequent reasons for import refusals from 20021 @@l 1, showing that import refusals

due to adulteration are less frequent than refuasto misbranding or missing certifi-

cations.

8 Racino, Brad (2011), “Inspectors Struggle to Keep Wyth Flood of Imports,” News 21
(http://foodsafety.news21.com/2011/imports/borda@oivnload on October 29th, 2014).
19 Note that the shares for five aggregated produmigs have been quite stable over time (Fig. Al.6), the
growth in imports is fairly spread over differemictors. Furthermore, the non-food product-groupsmhceuticals,
cosmetics and other manufacturing goods combinalfout 75% of total imports in FDA regulated produand are
responsible for an increase in total import refsiskiring the sample period (Fig. A1.7).
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To emphasize the importance of FDA regulated prtsdiar countries exporting to the
U.S., we compute the share of FDA regulated pradurctotal exports to the U.S. for
2012. For most countries, FDA regulated productsmiprtse more than 20% of total
exports to the United States, whereby for someldped and developing countries like
Ireland or Denmark and Ghana or Thailand this shiaes above 50%. Tables A1.10
and Al1.11 provide further descriptive statisticS@BCD and non-OECD countries.

1.4 Data and Empirical Strategy

1.4.1 Data

This paper is based on a newly collected dataWWetcarefully gather detailed infor-
mation from two main data sources. Since the FDdésuts own unique product classi-
fication system, the main challenge has been tobamenthe FDA’s Import Refusals
Report (IRR) database with disaggregated internativade data (c.i.f.) as provided by
the U.S. International Trade Commission (ITC). Thes data provided by the FDA
reports incidences of import refusals at the fiane product-level. We aggregate im-
port refusals to the most fine-grained product-gréor which a consistent match be-
tween the FDA and the Harmonized System (HS) dlaason is possible. Our guiding
principle for this careful matching procedure haerb that any FDA product code
uniquely falls into the assigned HS product categoWWe have succeeded in matching
all FDA regulated products to the correspondingddf&gories. The exact mapping for
our 93 food and non-food product-groups is docuettim Table A1.17 in the Appen-
dix. %

Our panel data set starts with the first year fbrcl the IRR data is available, covering
on a yearly basis all country-product-groups witfeast one notified refusal during the
sample period 2002 to 2012. For an important extensf our baseline regression
model, we draw on an additional data source. WeHEldenotification data from the

Rapid Alert System for Food and Feed (RASFF) da@aha instrument for U.S. refus-
als?! The RASFF database uses yet another own produciissification system and

covers only food products and animal feed. Aftesthar careful match, this leaves us
with 17 aggregated product-groups that consistertdiybine our 78 food and animal

20 |n principle, we match FDA product codes to HSigitccodes and preserve as much detailed informat®possi-
ble. For some matched groups, we have to use additHS 5 or HS 6 digit information. We have sucksgkin
creating 93 matched product-groups. Note that fedioal devices and radiation emitting products, dbestructed
product-groups may include more HS products thasessary for matching, because it was not possiblediate
FDA regulated products at the HS 6 digit or evethatHS 10 digit classification.

2L We use all the information available in the RASKfifitation database (i.e., import refusals anainfation on
detentions, import alerts and firms own inspecfidnsconstruct our instrument, since all these $ypkinformation
are relevant for inspection authorities at the BISA (Jouanjean et al., 2012).
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feed product-groups with 35 broad product-grouptheyRASFF. The exact mapping is
presented in Table A1.18 in the Appendix.

1.4.2 Empirical Strategy

We proceed in three steps. We start with OLS anaddstrd fixed effects estimates.
Then, we follow Arellano and Bond (1991) and estereadynamic panel model, where
variations within the country-product-group are diger identification. The Arellano-
Bond estimator is a natural choice against the dgpracind of large N and small T, a dy-
namic data generating process and concerns abteritiad endogeneity. Our bilateral
gravity model for disaggregated import flows to thaeited States covers up to 93 prod-
uct-groups per country for the years 2002 to 20iify 166 exporting countries enter-
ing our baseline regression. We estimate the falgweduced form model:

InImp; . = Z§=1(as In Impi,k,t—s) + B Refusalsl-‘k,t_l + U Vi T Uikt (1.1)

whereby the dependent variable measures the read vhimports (in logarithm) from
countryi’s product-groupk at timet to the United States. We control in all our main

specifications for time fixed effectsif and for country-product-group fixed effects

(ik)-

Our coefficient of main interest §$, which captures the effect of import refusals on
sectoral trade flows to the United States. Foll@ntine literature, we employ two dif-
ferent measures for import refusals in our empliragegalysis. First, we use a dummy
variable which takes the value of one, if in a giygoduct-grougk from countryi at
least one incidence of a refusal has been recoatleiiime t. Second, we use the
log(1+refusals) in order to account for the intghgf import refusals, i.e., the total
number of refusals in such a country-product-groupme t. The refusal indicator en-
ters equation (1.1) with a lag for two main reasdfisst, export contracts tend to be
signed a few months in advance and cannot be dadaHort-term. Second, we meas-
ure imports to the United States as the import edlui.f.), i.e., cost, insurance and
freight implies among other things that export sigots to the U.S. that have been re-
fused by the FDA still enter the import statistica given year.

Note that the time fixed effects capture time-vagyicharacteristics of the importing
country, global macroeconomic conditions and factaffecting trade costs for all ex-
porting countries to the United States alike. Timise fixed effect also absorbs any
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changes in FDA inspection capacity in the Unitedt&d. Furthermore, the country-
product-group fixed effects control for the timeeeage of the multilateral resistance
terms at the country-product-group level and timeariant country-product-group
characteristics, like trade costs or productiorlevSince the country-fixed effects are a
linear combination of these country-product-groppdcific effects, we are not able to
either include country dummies or distance to tindedl States (a classical gravity vari-
able) separately in the regressfén.

The Arellano-Bond GMM estimator allows for usingamal and external instruments.
On the one hand, we instrument endogenous refustislagged refusals as internal
instruments. Essaji (2008) argues that in a paatkal getting lagged values of technical
regulations in the U.S. represent plausible insémts for these regulations. In our con-
text, this strategy is even more sensible, sincé& Ki3pections are inter alia guided by
past incidences of refusals. To foresee two imporpecification tests of our dynamic
panel estimates, the null hypothesis of the vagliditthe overidentifying restrictions of

the Sargan and Hansen tests will indeed neverjbeted. On the other hand, in an im-
portant extension, we additionally incorporate Etifications from the RASFF data-

base as external instruments. We generate ourbl@sidor non-compliance with EU

product standards analogously to the U.S. ones.

EU notifications constitute a valid instrument fd:1S. import refusals, since U.S. FDA
agents are reported to also use external informabtoidentify high-risk products to
guide their inspections. It is reassuring for oumpeical strategy that Baylis et al.
(2009) show that EU import refusals are indeed iongortant determinant of U.S. im-
port refusals. Furthermore, EU notifications in ertain exporting country-product-
group should not be correlated with U.S. import dachin the same country-product-
group. EU naotifications are collected from indivedlEU member states with heteroge-
neous import demand structures. More generally,Uhiged States and the European
Union are quite different with respect to their mleopenness to trade, their major trad-
ing partners and their import demand structure.ddeiU refusals and notifications are
plausibly exogenous to U.S. import demand and dortesta valid instrument in our
context.

22 Note that we will report below robustness chedididing further fixed effects controlling for timerying coun-
try dummies (multilateral resistance term) and twaeying aggregated sector dummies.
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1.6 Empirical Results

1.6.1 Baseline Results

We now turn to our main results. Tables 1.1 andpie®ent the estimates for a number
of baseline regressions. In Table 1.1, we use timenady refusal and in Table 1.2 the

refusal intensity log(1+refusals) as our measuoesdn-compliance with U.S. product

standards.

In both tables, we benchmark our preferred dyngmaiel model in Column (4) with
pooled OLS and simple fixed effects estimates inu@os (1) and (2), respectively.
Compared to Column (4), Column (3) takes the atlggerrong assumption of refusals
being exogenous. Our preferred specification inuGwl (4) is based on the two-step
Arellano-Bond estimator with the dependent variadiéering with its first and second
lag. These lagged dependent variables are instrigchemith their first through third
lags. Furthermore, for our refusal indicator vaealwve also use its first through third
lag as internal instruments. To avoid weak instmihpeoblems, we reduce the number
of instruments by collapsing the instrument maffRoodman, 2009). Furthermore, we
follow Bazzi and Clemens (2013) and open the “bllagk” of GMM in order to assess
the strength of our instruments for our preferngéctications in Column (4). It is reas-
suring that these (unreported) additional spedificatests show that we can reject the
null hypotheses of underidentification and weakrimaents® Finally, all our main
results are robust to the exact lag length of nstruments (as shown in Tables A1.19
and A1.20 in the Appendix).

There are two main findings from Tables 1.1 and Eigst, the disaggregated U.S. im-
port flows exhibit substantial persistence overetiur estimates show that the first
and the second lag of the dependent variable enteregression significantly. This

corroborates our decision to use a dynamic pangha®r. Furthermore, the null hy-

pothesis of the validity of the overidentifying néstions is rejected neither for the

Sargan- nor the Hansen-test in any main regressiditating that our preferred speci-
fication is well-specified.

Second, import refusals are indeed endogenous gorinflows. When we control for
lagged import flows and country-product-group fixeffiects using the Arellano-Bond
estimator in Column (3), the positive and significanpact of refusals on import flows
of the simple OLS in Column (1) disappears. Onceadaitionally instrument our im-

2 |n particular, we employ the tests for underidiés#tion and for weak instruments as proposed lgjrttlergen and
Paap (2006) and Stock and Yogo (2005) as well aoYB004), respectively. In the latter case, wIBazzi and
Clemens (2013) and test for the null hypothesistti®@bias is greater than 30 percent of the OLS. bia

16



port refusals indicator with lagged refusals, tlnpcoefficients become negative and
significantly different from zero at the 5% leveké Column (4) of Table 1.1 and 1.2).
These results demonstrate that the endogeneitpad barriers leads to a strong upward
bias in the estimated coefficient and an underedion of trade costs, if the empirical
strategy does not address these endogeneity iskedier (1993) finds that accounting
for endogeneity of non-tariff barriers to trade @), the estimated negative impact of
NTBs on U.S. imports is ten times larger than itinestions not addressing the
endogeneity issue. Similar to our paper, Essaj082&hows that the effects of U.S.
technical regulations on U.S. imports are signiftba negative when accounting for
endogeneity of technical regulations to import #ovn the case of not addressing the
endogeneity issues, he reports positive effectsabiical regulations on imports.

1.6.2 Developing vs. Developed Countries

In this section, we go beyond the overall impacingbort refusals and present a more
nuanced picture by distinguishing between diffeqgrmduct-groups, types of refusals
and - in particular - country groups.

We report our preferred specification of Table LCdJumn (4), in the first column of
Table 1.3 for comparability. We refer to this esttran as our baseline estimation. Col-
umn (2) allows the slope coefficient for importuséls to vary by product-group. We
distinguish between food-products and non-food petsl The point coefficients for
both product-groups are negative, but (due to #rgel standard error for non-food
products) only the coefficient for food-productsignificantly different from zero.

We continue with an important part of our analyémsColumns (3) and (4) of Table

1.3, we investigate, whether there is a differeémftect of import refusals between de-
veloped and developing countries for food and rewdfproducts. Thereby, we distin-
guish between OECD and non-OECD countries. Whiefitlst group of countries in-

cludes all industrialized countries with a verytgtandard of living, the second group
encompasses developing and emerging markets widverage a lower GDP per capi-
ta’* Note that we apply the same specification as iu@no (2) once to OECD coun-

tries and once to non-OECD countries in Columns(®) (4), respectively. This sample
split reveals that the negative impact of refusalsmports is driven by poorer coun-
tries. Similarly to the baseline, the point coaéits for food and non-food products are

24 Note that we employ the “classical” definition@®ECD countries from the beginning of the 1990s (efamerg-
ing markets like Mexico and Chile joined), sinceiibvides a sharper distinction between rich and poontries.
None of our main results hinges on the exact dedimi
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negative for non-OECD countries and in the sambpddi, but only the former coeffi-
cient is also significantly different from zero.

Furthermore, we offer results for the type of refasn Table 1.4. We group refusals
according to the type of non-compliance into refsighue to adulteration and refusals
due to misbranding and allow the slope coefficfentrefusals to vary by refusal type.
For all countries, both point coefficients are rtegaand not significant. For non-

OECD countries, we find negative point coefficienfsroughly similar size, with the

coefficient on adulteration being significant a¢ %26 level.

1.6.3 Is there Evidence for Protectionism?

To recap our empirical results thus far: We findtthmport refusals negatively affect
disaggregated trade flows to the United Stategaiicular for non-OECD countries.
But our empirical analyses have not offered anycattbn for hidden protectionism yet.

We will argue in this section that the type of iesfpon can shed some light on hidden
protectionism. Remember that an imported produnt lwa refused entry, if it simply
“appears to violate” U.S. product standards. Hetluere is considerable leeway for the
FDA to enforce these standards, opening the dade$s honorable motives than pure
health or product quality concerns. It is reasoaablassume that this leeway is most
pronounced, if a refusal is not based on any ldbprdests but solely on the judgment
of an FDA officer. We will proceed in two stepstims section. First, we will distin-
guish between refusals with and without any prodiachple analysis. Second, we are
interested in examining to what extent refusals #wednegative trade effect of the in-
spection type varies over time.

Table 1.5 presents the results for different typlesispection that lead to import refus-
als. The results in Column (2) indicate that thoskisals that are not based on any
product sample analysis are driving the negatifecebf (the total number of) refusals
on imports for the overall sample. Even worse, wbemparing the results in Column
(3) and (4), it becomes evident that solely non-OE©untries suffer from this discre-
tionary room for refusal decisions. To be clearnynaf these refusal decisions might be
well-grounded, for instance if a product is obvigustten. But the room for discrimi-
natory action is considerable in this category sl worrisome that solely developing
countries are suffering from these potentially @aby refusals? It is exactly this type

%5 various cases of discriminatory action of U.S hauties against imports from developing countaes document-
ed in the literature. For instance, U.S. authaitiave banned Mexican Hass Avocados from entenmd)tS. market
for 79 years due to pest concerns, though offidials the U.S. Department of Agriculture have repdly certified
Mexican growing areas as pest free during that peréod (Lamb, 2006).
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of non-tariff barrier to trade that might fly undére radar, since it is hard to identify
and measure.

In an intermediate step, Table 1.6 sheds some tighthe evolution of refusals over
time. While the estimates of these simple regressshould not be interpreted causally,
they clearly indicate a positive correlation betwélge number of refusals and the Sub-
prime Crisis and its aftermath in the United Stafdss significant rise in refusals and
(in unreported results) refusals without any pradsemple analysis provides further
evidence consistent with hidden protectionism dugrnisis times? This argument is
further supported by Levchenko et al. (2011), whovs that the product quality of U.S.
imports did not decline during the Subprime Créasigl its aftermath.

Finally, we show in Table 1.7 how the results fothotypes of inspection for OECD
and non-OECD countries vary over time. For compargbColumns (1) and (4) report
the baseline results for both country groups féusals based on product sample anal-
yses and refusals without such analyses. More itaptly, we provide in Columns (2)
and (3) as well as (5) and (6) a sample split albegime dimension, whereby the first
period spans the years from 2004 to 2008 for alairnmstrumentation length. The se-
cond period from 2008 to 2012 encompasses the Boubrisis and its aftermath in
the United StateS. Hence, both sample periods are directly comparabsample size
but differ in a crucial dimension. The average upEyment rate in the United States
rose from 5.87 to 8.34%.

The results of Table 1.7 are striking. Non-OECDrdaes generally suffer from import
refusals without any product sample analysis aeg #guffer all the more when unem-
ployment rates in the U.S. are at historical highsstark contrast, import refusals do
not have any statistically significant impact orpest flows for OECD countries to the
United States during any time period. In additibigure 1.5 offers another interesting
insight. The share of FDA-inspections based onaalymt sample analysis (out of all
FDA-inspections with and without product samplelgsia) has decreased over the last
few years, even though the total FDA budget foldfiectivities (i.e., product inspec-
tions) and the number of FDA-officers in the fidldve increased. In our view, the re-

%6 The Subprime Crisis and its aftermath (2008-201€) aoincide with a rise in the unemployment ratel an
increase in the number of inspections and of F2kdfbfficers as well as the FDA budget more geher8ince all
these variables are highly, positively correlateds not sensible to enter them simultaneouslguoh a regression.
Note that these variables only vary over time kttatross country-product groups and are capturedl bur main
regressions by the time fixed effects.

27 While we feel that these two subsamples are wited for such a comparison due to sample sizeefficiency
reasons, the results on the type of inspection halde generally for 5-year rolling windows for OEGDd non-
OECD countries (see Appendix Tables A1.21 and Al1.22)
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gression results are consistent with the hypothesisthe enforcement of U.S. product
standards is hidden protectionism in disguise@ttist of poor countries.

1.6.4 The Costs of Non-Compliance with U.S. Product Staradds

The size of the negative effects of U.S. importusafs on U.S. imports is substantial.
An increase of the refusal intensity by 10% redude€s. imports in a certain country-
product-group by 3.2% (see Table 1.2, ColumrR®4ljrefler (1993) and Essaji (2008)
also report large economic effects of U.S. norfftdrarriers to trade. For instance,
Trefler (1993) found that NTBs in the manufactursegtor reduced manufacturing im-
ports to the United States by 24% in 1983.

In our paper, the negative trade effects of impeftisals are confined to emerging and
developing countries. It seems intuitive that imsre difficult for poorer countries to
comply with product standards in the United Stafééghe same time, it is important to
note that our empirical exercise allows us to gifjatite costs of non-compliance with
U.S. product standards for poorer countries insthert- and long-term. An increase in
the number of refusals by one standard deviati@ne@dses imports to the United States
from non-OECD countries by about real USD 385 will(in 2005 terms) per country
and product-group (based on Column (4) of TablelA1which presents the preferred
specification of Table 1.2 for non-OECD countriéSce for non-OECD countries on
average about 15 product-groups underlie the ifieation of this effect, the short-run
costs of non-compliance amount to around USD &ohilper exporting country. Turn-
ing to the long-run effects, we find that develapiountries lose over USD 11 billion
in export flows to the United States.

Our empirical results confirm and qualify that puotistandards represent a challenge in
particular to developing countries (Essaji, 2008)e fixed costs to enter a foreign mar-
ket are higher for producers in developing coustard their production costs are more
sensitive to a tightening of product stand&rd$Poorer countries often lack the public
infrastructure, investment sources and human dapitaeet the product standards and
conformity assessment requirements of a develapgarting country. Hence, product

28 Note that an alternative measure for the intensitynport refusals, namely log(refusals), woulduee our main
sample from about 23,000 to just over 7,000 obsiemvs For this reduced sample and this alternatieasure, our
estimates on the implied trade costs are stilhingame ballpark.

29 For instance, Maskus et al. (1999), Jaffe and bef8005) and Jaud and Kukenova (2011).

%0 The literature stresses the costs incurred to theeprecise technical regulation (product re-désigrd costs for
verifying that regulations are met (conformity assment). Maskus et al. (1999) claim that conformggessment
costs pose by far the larger technical barrierade for exporting firms in developing countriefey also state that
the recognition of conformity assessment certiisdeaves room for protectionism.
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standards negatively affect import flows especi&tlly developing countries (Henson
and Loader, 2001; Disdier et al., 2008; Essaiji 326

Returning to the key results of Table 1.7, we complae negative trade effects for non-
OECD countries’ import refusals without a produainple analysis before and after the
Subprime Crisis. For a change of one standard tlewian refusals, the negative short-
term and long-term costs for non-OECD countries ig more than four times, from
1.8 billion to 8.9 billion and 3.6 billion to 16M4illion, respectively. Note that this jump
in costs of foregone exports is driven by a doupiim the point coefficient and an in-
crease in variation of import refusals in the lggeriod.

1.6.5 Further Results

We conclude the discussion of our empirical resulth some further robustness
checks and an excursus on European Union memies.sta Column (1) of Table
Al1.13 in the Appendix, we start by reporting ousdlane results for all countries for
comparability. In Column (2), we add EU refusalsl ather notifications within the
same country-product-group as additional extemstruments (on top of the internal
instruments of the GMM estimato?) This specification is based on 78 food and animal
feed product-groups for which we can constructetkiernal instruments. The results in
Column (2) indicate that our main results are rolbaisising additional external instru-
ments for U.S. import refusals with the coefficeieing significant and in the same
ballpark as our benchmark results.

Turning to Columns (3) and (4) of Table A1.13, vireck whether our main results are
robust to the inclusion of further fixed effectsot that these two specifications are
based on those countries that export at least @0of®3) product-groups to the United
States. This restriction is necessary, because anoss-sectional variation within coun-
tries is required for these more demanding speatios. Column (3) adds sector-year
fixed effects to the baseline specification in @ofu(1)>* This specification is further

extended by country-time fixed effects, wherebycseasider two-year periods in each
case. Column (4) of Table A1.13 presents the resaitthe most demanding specifica-
tion, where time-, country-product-, sector-yead @ountry-time-fixed effects are in-

cluded at the same time. Hence, in the order @dfigffects, this specification controls

%1 For the shrimp industry in Bangladesh and Nicaragatfe and Henson (2005), Cato et al. (2000) and &ad
Lima dos Santos (2003) provide numerical exampbeghe sizable adjustment costs developing couswporters
face due to non-compliance with U.S. product stedgla

32 We use the first and the second lag of the interdiEU notifications to instrument for the firlsty of our refusal
intensity measure.

33 We define 5 aggregated sectors for our 93 progumips: fish products, fruits and vegetables, ofbed products
and animal feed, pharmaceuticals and cosmeticetied manufacturing products.
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for macroeconomic shocks in the United States, tamg-invariant country-specific
product characteristics, any time-varying globaitdas at a more aggregated product-
level and any time-varying characteristics at thentry of origin. We perform the same
set of specifications for the main results for @BECD countries, including the baseline
results as well as the specifications for refugath and without product sample anal-
yses (as reported in Tables A1.14 and A1.15 inAfeendix). It is reassuring that all
our main results are insensitive to these alteraapecifications, with the point esti-
mates being in the same ballpark and significatite6% level.

Finally, we provide further empirical results ight of the ongoing negotiations on a
free trade agreement between the United Statesh@nBHuropean Union. Since the re-
duction in and harmonization of product standasds central part of these negotiations,
it seems worthwhile to have a closer look at theot$ of U.S. import refusals on Euro-
pean Union member countries (as opposed to nonpearo member countries). We
estimate the main specifications in Columns (4Yalbles 1.2, 1.3, 1.4 and 1.5 for the
27 EU member states. Any negative and significdietces for EU member countries

could be interpreted as evidence for potential g&iom reforms in product standards
between the United States and the European Uniba. résults presented in Table
A1.16 do not give any such indication.

1.7 Conclusions

This paper assesses the impact of U.S. importaksfus U.S. sectoral import flows for

a rich data set of 93 product-groups for over I@dihg partners from 2002 to 2012.

Our estimates show that non-compliance with U.8dpct standards can exhibit sub-
stantial trade costs. This trade reducing effe@rdbrced product standards is driven by
non-OECD countries, whereby our empirical resuitfidate that a one standard devia-
tion increase in refusals reduces short- and lamgexports from developing countries
by USD 6 to 11 billion. Hence, non-compliance wjttoduct standards can be very
costly for poorer countries and might hinder tleonomic development.

Furthermore, we find striking evidence that themsity of FDA inspections and import
refusals as well as the negative effect of impeftisals on U.S. imports have increased
in the aftermath of the Subprime Crisis. Duringsttime period, the unemployment
rates in the United States have also markedly asg®, suggesting that there is a busi-
ness cycle element to the non-compliance of impeitts U.S. product standards.

Most importantly, we find that the sharp increasemport refusals is driven by those
refusals that are not based on any product sammglgysas. It is exactly this sort of in-
spection that offers most leeway for FDA officdrsmany instances these refusals are
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for sure warranted, but it is puzzling that thegees of refusals are counter-cyclical,
suggesting that the FDA, like any other U.S. agenught not be immune to political
pressures. We conclude that our empirical resuéiscansistent with the existence of
counter-cyclical, hidden protectionism due to nanft barriers to trade in the United

States. Hence, this paper corroborates worriegddiy Baldwin and Evenett (2009)
about a rise of murky protectionism.
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Tables and Figures
Table 1.1.: U.S. Imports and Refusals Dummy — Diat Estimators

. Fixed Arellano- Arellano-
Variables OLS effects Bond Bond
1) (2) 3) (4)
Log Imports (t-1) 0.739** 0.410* 0.443* 0.470**
(0.01) (0.01) (0.04) (0.05)
Log Imports (t-2) 0.233** 0.030% 0.061** 0.070**
(0.01) (0.01) (0.02) (0.02)
Dummy refusal (t-1) 0.047** 0.023° -0.005 -0.850*
(0.01) (0.01) (0.01) (0.42)
Time FE Yes Yes Yes Yes
Country-Product FE No Yes Yes Yes
Refusals endogenous No No No Yes
AR(1) 0.000 0.000
AR(2) 0.712 0.745
Sargan-test 0.231 0.794
Hansen-test 0.605 0.883
Number of instruments 13 15
Number of groups 3304 3304
Number of countries 166 166 164 164
Number of observations 26858 26858 23242 23242

Notes: Dependent variable: Log imports of 93 prodyroups to the United States from 2002-2012. Taréable dummy refusal

takes the value of one, if in a given product-gr@ujpom country i at least one refusal incidenceeisorded in year t. Robust
standard errors are reported in parentheses. Tineaéss in Column (1) and (2) are based on poolef &nd (country-product)
fixed effects, with standard errors being clustemethe country-level. Columns (3) and (4) employva-step Arellano-Bond

estimator with robust standard errors. The lagggzeddent variable is instrumented with the firsbtigh third lag. In Column

(3), we define dummy refusal as exogenous. In Col@#), we allow the dummy refusal to be endogersmu instrument it

with its first through third lag. The instrument tmais collapsed. **, * and ° denotes significaattthe 1%, 5% and 10% level,
respectively

Table 1.2.: U.S. Imports and Refusals — Differenstiimators

. Fixed Arellano- Arellano-
Variables OLS effects Bond Bond
1) (2) 3) (4)
Log Imports (t-1) 0.737* 0.410* 0.443* 0.448*
(0.01) (0.01) (0.04) (0.04)
Log Imports (t-2) 0.231** 0.030% 0.061** 0.064**
(0.01) (0.01) (0.02) (0.02)
Refusals (t-1) 0.035** 0.011 -0.004 -0.323*
(0.00) (0.01) (0.01) (0.13)
Time FE Yes Yes Yes Yes
Country-Product FE No Yes Yes Yes
Refusals endogenous No No No Yes
AR(1) 0.000 0.000
AR(2) 0.713 0.629
Sargan-test 0.230 0.656
Hansen-test 0.605 0.869
Number of instruments 13 15
Number of groups 3304 3304
Number of countries 166 166 164 164
Number of observations 26858 26858 23242 23242

Notes: Dependent variable: Log imports of 93 pradyoups to the United States from 2002-2012. Ténéable refusals refers
to the total number of refusals in a given prodyraap k from country i in year t and enters as ldgg1+refusals). Robust
standard errors are reported in parentheses. Tineaéss in Column (1) and (2) are based on poolef &nd (country-product)
fixed effects, with standard errors being clustemethe country-level. Columns (3) and (4) employva-step Arellano-Bond
estimator with robust standard errors. The lagggzeddent variable is instrumented with the firsbtigh third lag. In Column
(3), we define the variable refusals as exogenlouSolumn (4), we allow the variable refusals todmelogenous and instrument
it with its first through third lag. The instrumemiatrix is collapsed. **, * and ° denotes signifitat the 1%, 5% and 10% level,
respectively.
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Table 1.3.: U.S. Imports and Refusals — Food vs.niNeood Products

vari . All countries OECD- Non-OECD-
ariables Baseline : .
countries countries
1) (2) 3) (4)
Log Imports (t-1) 0.448** 0.460** 0.480** 0.404**
(0.04) (0.04) (0.09) (0.05)
Log Imports (t-2) 0.064** 0.066** 0.019 0.073**
(0.02) (0.02) (0.03) (0.02)
Refusals (t-1) -0.323*
(0.13)
Refusals (non-Food) (t-1) -0.449 0.159 0.760
(0.74) (0.35) (0.61)
Refusals (Food) (t-1) -0.256* -0.026 -0.457*
(0.11) (0.10) (0.21)
Time FE Yes Yes Yes Yes
Country-Product FE Yes Yes Yes Yes
Refusals endogenous Yes Yes Yes Yes
AR(1) 0.000 0.000 0.000 0.000
AR(2) 0.629 0.575 0.745 0.349
Sargan-test 0.656 0.653 0.775 0.902
Hansen-test 0.869 0.661 0.953 0.937
Number of instruments 15 18 18 18
Number of groups 3304 3304 929 2375
Number of countries 164 164 23 141
Number of observations 23242 23242 6980 16262

Notes: Dependent variable: Log imports of 93 pradyoups to the United States from 2002-2012. Téréable refusals refers
to the total number of refusals in a given prodyraap k from country i in year t and enters asltiggl+refusals). All estima-
tions are based on the two-step Arellano-Bond estimwith robust standard errors reported in phesgs. The lagged depend-
ent variable is instrumented with the first througind lag. The variable refusals is allowed toenelogenous and is instrument-
ed with its first through third lag. The instrumenatrix is collapsed. In Column (1), we report theseline estimates for all
refusals from Table 2, Column (4), for comparapil€olumn (2) allows for different slope coefficterfor refusals for food and
non-food product-groups. Columns (3) and (4) reploet same specification for OECD-countries and @&ED-countries,
separately. **, * and ° denotes significant at 186, 5% and 10% level, respectively.

25



Table 1.4.: U.S. Imports and Refusals — Type of &l

vari . All countries OECD- Non-OECD-
ariables Baseline . .
countries countries
1) (2) 3) (4)
Log Imports (t-1) 0.448** 0.454** 0.525** 0.409**
(0.04) (0.04) (0.10) (0.05)
Log Imports (t-2) 0.064** 0.063** 0.029 0.070**
(0.02) (0.02) (0.03) (0.02)
Refusals (t-1) -0.323*
(0.13)
Refusals (Misbranding) -0.324 0.144 10.468
(t-1) (0.30) (0.55) (0.33)
Refusals (Adulteration) (t- -0.190 0.086 0.341*
1) (0.12) (0.32) (0.15)
Time FE Yes Yes Yes Yes
Country-Product FE Yes Yes Yes Yes
Refusals endogenous Yes Yes Yes Yes
AR(1) 0.000 0.000 0.000 0.000
AR(2) 0.629 0.552 0.769 0.368
Sargan-test 0.656 0.573 0.763 0.371
Hansen-test 0.869 0.561 0.972 0.398
Number of instruments 15 18 18 18
Number of groups 3304 3304 929 2375
Number of countries 164 164 23 141
Number of observations 23242 23242 6980 16262

Notes: Dependent variable: Log imports of 93 pradyoups to the United States from 2002-2012. Téréable refusals refers
to the total number of refusals in a given prodyraap k from country i in year t and enters asltiggl+refusals). All estima-
tions are based on the two-step Arellano-Bond estimwith robust standard errors reported in phesgs. The lagged depend-
ent variable is instrumented with the first througind lag. The variable refusals is allowed tognelogenous and is instrument-
ed with its first through third lag. The instrumenatrix is collapsed. In Column (1), we report theseline estimates for all
refusals from Table 2, Column (4), for comparapil€olumn (2) allows for different slope coefficterfor refusal types adulter-
ation and misbranding. Columns (3) and (4) repguetdame specification for OECD-countries and noiGDfountries, sepa-
rately. **, * and ° denotes significant at the 188p and 10% level, respectively.
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Table 1.5.: U.S. Imports and Refusals — Type ofpestion

vari . All countries OECD- Non-OECD-
ariables Baseline . .
countries countries
1) (2) 3) (4)
Log Imports (t-1) 0.448** 0.460** 0.522** 0.425**
(0.04) (0.04) (0.11) (0.05)
Log Imports (t-2) 0.064** 0.065** 0.029 0.072**
(0.02) (0.02) (0.03) (0.02)
Refusals (t-1) -0.323*
(0.13)
Refusals (Sample) (t-1) 0.349 20.170 0.427
(0.23) (0.35) (0.28)
Refusals (no Sample) (t-1) -0.310* 0.082 -0.546**
(0.12) (0.14) (0.19)
Time FE Yes Yes Yes Yes
Country-Product FE Yes Yes Yes Yes
Refusals endogenous Yes Yes Yes Yes
AR(1) 0.000 0.000 0.000 0.000
AR(2) 0.629 0.463 0.708 0.230
Sargan-test 0.656 0.641 0.683 0.812
Hansen-test 0.869 0.651 0.924 0.819
Number of instruments 15 18 18 18
Number of groups 3304 3304 929 2375
Number of countries 164 164 23 141
Number of observations 23242 23242 6980 16262

Notes:Dependent variable: Log imports of 93 product-goto the United States from 2002-2012. The vagiaglusals refers
to the total number of refusals in a given prodyraap k from country i in year t and enters asltiggl+refusals). All estima-
tions are based on the two-step Arellano-Bond estimwith robust standard errors reported in phesgs. The lagged depend-
ent variable is instrumented with the first througiid lag. The variable refusals is allowed tognelogenous and is instrument-
ed with its first through third lag. The instrumenatrix is collapsed. In Column (1), we report theseline estimates for all
refusals from Table 2, Column (4), for comparapili€olumn (2) allows for different slope coeffictsrfor the type of inspec-
tion leading to a given refusal. We distinguishwesn refusals without any product sample analysisrafusals after an FDA
or private product sample analysis has been prdvidelumns (3) and (4) report the same specifinatio OECD-countries and
non-OECD-countries, separately. **, * and ° dendaiigmificant at the 1%, 5% and 10% level, respetyiv

27



Table 1.6.: U.S. Refusals and the Subrime Crisi8First View

. Fixed Fixed Fixed
Variables OLS effects effects effects
1) 2) (3) (4)
Crisis 0.026* 0.039** 0.036** 0.037**
(0.01) (0.01) (0.01) (0.01)
Log Imports 0.028** 0.027**
(0.01) (0.01)
Refusals (t-1) 0.050**
(0.01)
Time FE No No No No
Country-Product FE No Yes Yes Yes
Refusals endogenous No No No No
Number of groups 3304 3304 3304 3304
Number of countries 164 164 164 164
Number of observations 23242 23242 23242 23242

Notes:Dependent variable refusals refers to the totaitrer of refusals in a given product-group k fromirtoy i in year t and
enters as the log(1+refusals). The variable Cidgstssdummy variable taking the value of one foryhars 2008 to 2012 and zero
otherwise. Log imports of 93 product-groups to theted States from 2002-2012. Standard errors lastered at the country-
product-level are reported in parentheses. Thenasgs in Column (1) and Columns (2), (3) and (4)kased on pooled OLS
and country-product fixed effects, respectivelyl. gdtimates are based on the same sample as thesamaple (see Table 2). **,
*and ° denotes significant at the 1%, 5% and 169él| respectively.
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Table 1.7.: U.S. Imports and Refusals — Evidence lfddden Protectionism?

OECD-countries

Non-OECD-countries

Variables Baseline 2004-2008 2008-2012 Baseline 2004-2008 82211 2
1) (2) 3) (4) (4) (4)
Log Imports (t-1) 0.522** 0.451** 0.445** 0.425** 0.432** 0.385**
(0.11) (0.19) (0.13) (0.05) (0.08) (0.07)
Log Imports (t-2) 0.029 0.049 -0.017 0.072** 0.056° 0.064**
(0.03) (0.05) (0.04) (0.02) (0.03) (0.03)
Refusals (Sample) (t-1) -0.170 0.042 -0.383 0.427 0.252 0.354
(0.35) (0.14) (0.53) (0.28) (0.27) (0.26)
Refusals (no Sample) (t-1) 0.082 0.017 -0.086 -0.546** -0.243° -0.549*
(0.15) (0.14) (0.17) (0.19) (0.14) (0.26)
Time FE Yes Yes Yes Yes Yes Yes
Country-Product FE Yes Yes Yes Yes Yes Yes
Refusals endogenous Yes Yes Yes Yes Yes Yes
AR(1) 0.000 0.000 0.000 0.000 0.000 0.000
AR(2) 0.708 0.586 0.503 0.230 0.189 0.225
Sargan-test 0.683 0.558 0.015 0.812 0.322 0.863
Hansen-test 0.924 0.288 0.797 0.819 0.134 0.923
Number of instruments 18 15 15 18 14 15
Number of groups 929 914 908 2375 2183 2281
Number of countries 23 23 23 141 141 141
Number of observations 6980 4358 4371 16262 8033 2720

Notes: Dependent variable: Log imports of 93 pradwoups to the United States from 2002-2012. Tdméable refusals refers to the total number ofsefsiin a given product-group k from country i gayt
and enters as the log(1l+refusals). All estimatemesbased on the two-step Arellano-Bond estimaitbr rebust standard errors reported in parenthddeslagged dependent variable is instrumented thith
first through third lag. The variable refusals imaed to be endogenous and is instrumented watlinst through third lag. The instrument matrixc@lapsed. In Column (1) and Column (4), we reploet
estimates for the whole time period from Table &lu@ns (3) and (4) for comparability. Columns (85d3) and Columns (5) and (6) split the OECD aod-©@ECD sample into two time periods of compara-
ble size, whereby the later sample period enconegabe Subprime Crisis and rising unemploymensriat¢he United States. **, * and ° denotes sigaifit at the 1%, 5% and 10% level, respectively.
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Figure 1.2.: Total U.S. Imports and Refusals of FDRegulated Products
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Figure 1.4.: U.S. Imports and Refusals for non-OECQountries
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Appendix Table A 1.8.: Number of U.S. Import Refusger Matched Product-group 2002 —

Appendix 1 A Tables and Figures

2012 (Top Ten out of 93 Product-groups)

Product-
o Number of Im-
group Num- Description

ber port Refusals
84 Other medicaments, except antibiotics and hoesion 32623

20 Medical instruments, machines and other medieaices 27889

74 Skin care and make up 8197

36 Bread and pastry, pudding, other baker ware 7998
2 Fish, dried, salted, smoked or in brine 7467
46 Sugar confectionary without cacao 6781
3 Crustaceans, fresh, chilled, frozen, dried, sdaken brine 6323

60 Sauces, mixed dressings and condiments 5986
8 Fruits used as vegetables, fresh or chilled 5352
1 Fish, fresh, chilled or frozen 5247

Appendix Table A 1.9.: Reasons of U.S. Import Redlss(Top Ten Reasons from 2002 - 2011)

FDAE:Reason FDA Reason Description Number of Import

ode Refusals

NOT LISTED It appears the drug or device is notuded in a list required
by Section 510(j), or a notice or other informatirespecting 27113
it was not provided as required by section 510(H10(k).

UNAPPROVED | The article appears to be a new drugawit an approved nev 26699
drug application.

FILTHY The article appears to consist in wholepart of a filthy,
putrid, or decomposed substance or be otherwisefanf 18743
food.

NUTRIT LBL The article appears to be misbrandethat the label or label-
: ) . o i 16119
ing fails to bear the required nutrition informatio

NO PROCESS It appears that the manufacturer hadesbinformation on
its scheduled process as required by 21 CFR 108(2%0r 14637
108.35(c)(2).

UNSAFE COL The article appears to be a color adglitor the purposes of
coloring only in or on drugs or devices, and isafasvithin 12500
the meaning of Section 721(a).

SALMONELLA | The article appears to contain Salmoagl poisonous and 11073
deleterious substance which may render it injurtousealth.

NEEDS FCE It appears the manufacturer is not regidtas a low acid
canned food or acidified food manufacturer purstar2il 10015
CFR 108.25(c)(1) or 108.35(c)(1).

LIST INGRE It appears the food is fabricated fromo tor more ingredients
and the label 9857
does not list the common or usual name of eacledignt.

PESTICIDES The article is subject to refusal of &$ion pursuant to sec-
tion 801(a)(3) in that it appears to be adulterdechuse it 9510

contains a pesticide chemical, which is in violatad section

402(a)(2)(B).
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Appendix Table A 1.10.: Share of FDA Regulated Pumtis in Total Exports to the U.S. for
OECD Countries (Year 2012)

Totalex-  lotlex- Share of Share of Share of

c ports to the ports of - - prod-  FDA food FDA non-

ountry S FDA prod- ! ; food prod-

US (in Mill. : ucts in total  products in .
USD) ucts (in exports  total exports ucts in total
Mill. USD) exports

Canada 328719.27 34057.84 10.36% 5.88% 4.48%
Germany 110612.00 23195.66 20.97% 1.40% 19.57%
Ireland 33436.44 19309.24 57.75% 2.47% 55.28%
Japan 150401.18 13811.87 9.18% 0.51% 8.67%
Switzerland 25955.55 12031.50 46.35% 3.38% 42.97%
France 42339.07 11962.74 28.25% 9.90% 18.36%
United Kingdom 55975.68 10941.81 19.55% 4.24% 1%.31
Italy 38145.46 8789.33 23.04% 10.12% 12.92%
Netherlands 22937.61 5115.52 22.30% 8.80% 13.51%
Denmark 6894.37 4065.58 58.97% 3.32% 55.65%
Belgium 17701.04 3408.08 19.25% 3.51% 15.75%
Spain 12221.53 2940.42 24.06% 11.97% 12.09%
Austria 9695.12 2751.44 28.38% 6.58% 21.79%
Sweden 10490.75 2572.59 24.52% 4.97% 19.55%
Australia 9851.58 2474.72 25.12% 11.65% 13.47%
New Zealand 3623.29 1620.19 44.72% 29.65% 15.06%
Finland 5317.83 1185.18 22.29% 1.35% 20.94%
Norway 6754.39 880.99 13.04% 5.14% 7.90%
Turkey 6605.28 833.31 12.62% 9.33% 3.29%
Greece 1051.89 382.30 36.34% 25.79% 10.55%
Portugal 2706.28 300.29 11.10% 4.64% 6.45%
Iceland 299.94 214.86 71.63% 51.82% 19.81%
Luxembourg 579.99 151.79 2.87% 0.02% 2.86%
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Appendix Table A 1.11.: Share of FDA Regulated Pumdis in Total Exports to the U.S. for non-
OECD Countries (Year 2012, Top 10 by Region)

Total ex- Total exports Share of Share of Share of
FDA FDA non-
Country Group Country ports to the of FDA prqd- products in FDA fooql food products
_US (in ucts (in Mill. total ex- products in in total ex-
Mill. USD) USD) total exports
ports ports
Africa Cote d’lvoire 1138.81 778.28 68.34% 68.20% 0.14%
South Africa 8861.26 404.37 4.56% 3.23% 1.34%
Ghana 304.87 199.83 65.55% 65.08% 0.47%
Morocco 995.25 169.41 17.02% 14.83% 2.19%
Tunisia 759.33 140.18 18.46% 15.74% 2.72%
Kenya 404.57 110.90 27.41% 26.17% 1.24%
Egypt 3104.64 109.71 3.53% 2.39% 1.14%
Ethiopia 189.43 101.39 53.52% 53.34% 0.18%
Nigerie 19523.41 83.25 0.43% 0.41% 0.02%
Malawi 69.30 63.11 91.07% 91.03% 0.04%
Asia and Oceania China 444469.15  161000.61 36.22% 1.52% 34.70%
Thailand 27051.56 13972.76 51.65% 14.68% 36.97%
Japan 150401.18 13811.87 9.18% 0.51% 8.67%
India 41910.57 12166.13 29.03% 5.30% 23.73%
Malaysia 26651.97 11074.61 41.55% 7.04% 34.51%
Korea 60979.15 9630.99 15.79% 0.92% 14.87%
Taiwan 40215.10 9037.19 22.47% 1.06% 21.41%
Israel 22344.66 7628.57 34.14% 1.23% 32.91%
Singapore 20455.01 5018.75 24.54% 0.60% 23.94%
Indonesia 18839.70 3749.06 19.90% 13.70% 6.20%
Americas Mexico 280024.55 71343.35 25.48% 5.81% 19.67%
Canada 328719.27 34057.84 10.36% 5.88% 4.48%
Brazil 33227.22 4155.34 12.51% 10.62% 1.89%
Chile 10096.59 4101.42 40.62% 39.74% 0.88%
Costa Rica 12303.03 2873.76 23.36% 13.87% 9.49%
Guatemala 4843.69 2200.18 45.42% 44.69% 0.74%
Argentina 4577.60 1975.51 43.16% 39.11% 4.04%
Dom. Rep. 4481.03 1920.90 42.87% 20.96% 21.91%
Colombia 25224.60 1867.75 7.40% 6.72% 0.68%
Ecuador 9896.24 1788.58 18.07% 17.93% 0.15%
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Appendix Table A 1.12: U.S. Imports and Refusal®#ferent Estimators, Non-OECD Countries

. Fixed Arellano- Arellano-
Variables OLS effects Bond Bond
1) (2) (3) (4)
Log Imports (t-1) 0.725** 0.396** 0.412** 0.400**
(0.01) (0.02) (0.05) (0.05)
Log Imports (t-2) 0.240** 0.040** 0.068** 0.072**
(0.01) (0.01) (0.02) (0.02)
Refusals (t-1) 0.039** 0.006 -0.005 -0.514**
(0.00) (0.01) (0.01) (0.19)
Time FE Yes Yes Yes Yes
Country-Product FE No Yes Yes Yes
Refusals endogenous No No No Yes
AR(1) 0.000 0.000
AR(2) 0.525 0.427
Sargan-test 0.341 0.822
Hansen-test 0.648 0.915
Number of instruments 13 15
Number of groups 2375 2375
Number of countries 143 143 141 141
Number of observations 18898 18898 16262 16262

Notes: Dependent variable: Log imports of 93 pradwoups to the United States from 2002-2012. Téable refusals refers to
the total number of refusals in a given productugr& from country i in year t and enters as th€legefusals). Robust standard
errors are reported in parentheses. The estimat€slumn (1) and (2) are based on pooled OLS aadney-product) fixed ef-
fects, with standard errors being clustered atcthentry-level. Columns (3) and (4) employ a twagssteellano-Bond estimator
with robust standard errors. The lagged dependaidhle is instrumented with the first through dhlieg. In Column (3), we define
the variable refusals as exogenous. In Columnwé)allow the variable refusals to be endogenousimstdument it with its first
through third lag. The instrument matrix is collags**, * and ° denotes significant at the 1%, 5861 40% level, respectively.
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Appendix Table A 1.13.: U.S. Imports and Refusal§urther Fixed Effects

External In- Further Further
Variables Baseline strument Fixed Fixed
Effects | Effects Il
1) (2) 3) (4)
Log Imports (t-1) 0.448** 0.490** 0.399** 0.365**
(0.04) (0.05) (0.06) (0.06)
Log Imports (t-2) 0.064** 0.065** 0.048* 0.038°
(0.02) (0.02) (0.02) (0.02)
Refusals (t-1) -0.323* -0.235* -0.359* -0.362*
(0.13) (0.10) (0.14) (0.16)
Time FE Yes Yes Yes Yes
Country-Product FE Yes Yes Yes Yes
Refusals endogenous Yes Yes Yes Yes
Sector-year FE No No Yes Yes
Country-time FE No No No Yes
AR(1) 0.000 0.000 0.000 0.000
AR(2) 0.629 0.558 0.673 0.564
Sargan-test 0.656 0.844 0.758 0.626
Hansen-test 0.869 0.936 0.781 0.716
Number of instruments 15 17 47 239
Number of groups 3304 2588 2761 2761
Number of countries 164 149 65 65
Number of observations 23242 18109 19987 19987

Notes: Dependent variable: Log imports of 93 pradwoups to the United States from 2002-2012. Téable refusals refers to
the total number of refusals in a given productigré from country i in year t and enters as th¢legefusals). All estimations are
based on the two-step Arellano-Bond estimator wathust standard errors reported in parentheseslabiged dependent variable
is instrumented with the first through third ladheTvariable refusals is allowed to be endogenodssaimstrumented with its first

through third lag. The instrument matrix is collags In Column (1), we report the baseline redutts1 Table 2, Column (4), for

comparability. Column (2) reports the results foe taseline specification, where we additionallg & refusals as external
instruments (which are available for 78 out 93 piehroups). Columns (3) and (4) allow for furtlieed effects. Since these
specifications require more cross-sectional vammtvithin countries, we restrict the sample to ¢dea with export flows to the

United States in at least 20 product-groups. Col{@)rextends the baseline with sector-year fixdéelot$, where all product-groups
are classified into five more aggregated sectoadur@n (4) also includes these sector-year fixedatéf and additionally country-

time fixed effects, with time being defined as ty@ar spells. **, * and ° denotes significant at &%, 5% and 10% level, respec-
tively.
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Appendix Table A 1.14.: U.S. Imports and Refusal&urther Fixed Effects, Non-OECD Coun-

tries
External Further Further
Variables Baseline Instrument Fixed Fixed
Effects | Effects Il
1) (2) 3) (4)
Log Imports (t-1) 0.400** 0.467** 0.328** 0.309**
(0.05) (0.05) (0.07) (0.08)
Log Imports (t-2) 0.072* 0.079** 0.054* 0.046°
(0.15) (0.02) (0.03) (0.03)
Refusals (t-1) -0.514** -0.435** -0.547** -0.512*
(0.19) (0.16) (0.20) (0.22)
Time FE Yes Yes Yes Yes
Country-Product FE Yes Yes Yes Yes
Refusals endogenous Yes Yes Yes Yes
Sector-year FE No No Yes Yes
Country-time FE No No No Yes
AR(1) 0.000 0.000 0.000 0.000
AR(2) 0.427 0.859 0.446 0.366
Sargan-test 0.822 0.651 0.864 0.794
Hansen-test 0.915 0.834 0.854 0.799
Number of instruments 15 17 47 179
Number of groups 2375 1899 1858 1858
Number of countries 141 127 45 45
Number of observations 16262 12974 13186 13186

Notes: Dependent variable: Log imports of 93 pradoups to the United States from 2002-2012. Téxéable refusals refers to
the total number of refusals in a given productigré from country i in year t and enters as thélegefusals). All estimations are
based on the two-step Arellano-Bond estimator wothust standard errors reported in parentheseslafiged dependent variable
is instrumented with the first through third ladheTvariable refusals is allowed to be endogenodssaimstrumented with its first

through third lag. The instrument matrix is colle@s In Column (1), we report the baseline redutt1 Table 4, Column (1), for

comparability. Column (2) reports the results foe thaseline specification, where we additionallg & refusals as external
instruments (which are available for 78 out 93 pictejroups). Columns (3) and (4) allow for furthimed effects. Since these
specifications require more cross-sectional vammtvithin countries, we restrict the sample to ¢oes with export flows to the

United States in at least 20 product-groups. Col{@mextends the baseline with sector-year fixdéelot§, where all product-groups
are classified into five more aggregated sectoodur@n (4) also includes these sector-year fixedat$f and additionally country-

time fixed effects, with time being defined as tyear spells. **, * and ° denotes significant at &%, 5% and 10% level, respec-
tively.
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Appendix Table A 1.15.: U.S. Imports and Refusal&urther Fixed Effects, Non-OECD Coun-
tries, Evidence for Hidden Protectionism?

External Further Further
Variables Baseline Instrument Fixed Fixed
Effects | Effects Il
1) (2) 3) (4)
Log Imports (t-1) 0.425** 0.488** 0.357** 0.344**
(0.05) (0.06) (0.07) (0.07)
Log Imports (t-2) 0.072* 0.073** 0.053* 0.048°
(0.15) (0.03) (0.03) (0.03)
Refusals (Sample) (t-1) 0.427 0.746° 0.236 0.224
(0.28) (0.39) (0.25) (0.24)
Refusals (no Sample) (t-1) -0.546** -0.668** -0.507** -0.437*
(0.19) (0.22) (0.18) (0.19)
Time FE Yes Yes Yes Yes
Country-Product FE Yes Yes Yes Yes
Refusals endogenous Yes Yes Yes Yes
Sector-year FE No No Yes Yes
Country-time FE No No No Yes
AR(1) 0.000 0.000 0.000 0.000
AR(2) 0.230 0.547 0.289 0.256
Sargan-test 0.812 0.944 0.820 0.785
Hansen-test 0.819 0.977 0.776 0.743
Number of instruments 18 20 50 182
Number of groups 2375 1899 1858 1858
Number of countries 141 127 45 45
Number of observations 16262 12974 13186 13186

Notes:Dependent variable: Log imports of 93 product-goto the United States from 2002-2012. The vegiaglusals refers to

the total number of refusals in a given productigré from country i in year t and enters as th¢legefusals). All estimations are
based on the two-step Arellano-Bond estimator wathust standard errors reported in parentheseslabiged dependent variable
is instrumented with the first through third ladieTvariable refusals is allowed to be endogenodssaimstrumented with its first

through third lag. The instrument matrix is collags In Column (1), we report the baseline redutts1 Table 4, Column (1), for

comparability. Column (2) reports the results foe taseline specification, where we additionallg & refusals as external
instruments (which are available for 78 out 93 pictejroups). Columns (3) and (4) allow for furthimed effects. Since these
specifications require more cross-sectional vammtvithin countries, we restrict the sample to ¢dea with export flows to the

United States in at least 20 product-groups. Col(@mextends the baseline with sector-year fixéeot$, where all product-groups
are classified into five more aggregated sectoadur@n (4) also includes these sector-year fixedatéf and additionally country-

time fixed effects, with time being defined as ty@ar spells. **, * and ° denotes significant at &%, 5% and 10% level, respec-
tively.
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Appendix Table A 1.16.: U.S. Imports and Refusal&uropean Union (EU 27)

: . Food vs. Refusal Refusal
Variables Baseline
non-Food Type | Type Il
1) (2) 3) (4)
Log Imports (t-1) 0.453** 0.491** 0.484** 0.412**
(0.11) (0.09) (0.11) (0.13)
Log Imports (t-2) 0.038 0.047 0.061 0.015
(0.03) (0.03) (0.04) (0.04)
Refusals (t-1) -0.125
(0.33)
Refusals (non-Food) (t-1) 0.564
(0.57)
Refusals (Food) (t-1) 0.041
(0.17)
Refusals (Misbranding) (t-1) 0.714
(0.96)
Refusals (Adulteration) (t-1) -0.276
(0.36)
Refusals (Sample) (t-1) 1.216°
(0.66)
Refusals (no Sample) (t-1) -0.317
(0.48)
Time FE Yes Yes Yes Yes
Country-Product FE Yes Yes Yes Yes
Refusals endogenous Yes Yes Yes Yes
AR(1) 0.000 0.000 0.000 0.000
AR(2) 0.748 0.964 0.512 0.737
Sargan-test 0.056 0.288 0.547 0.669
Hansen-test 0.580 0.824 0.880 0.948
Number of instruments 15 18 18 18
Number of groups 696 696 696 696
Number of countries 27 27 27 27
Number of observations 5055 5055 5055 5055

Notes:Dependent variable: Log imports of 93 product-goto the United States from 2002-2012. The vegiaglusals refers to
the total number of refusals in a given productigré from country i in year t and enters as th¢legefusals). All estimations are
based on the two-step Arellano-Bond estimator wothust standard errors reported in parentheseslafiged dependent variable
is instrumented with the first through third ladieTvariable refusals is allowed to be endogenodssaimstrumented with its first
through third lag. The instrument matrix is collags In Column (1), we report the baseline reduttsy Table 4, Column (1), for
comparability. Column (2) allows for different skgoefficients for refusals between food and nadfproduct-groups imported
from EU27-countries. Column (3) allows for diffeteslope coefficients for refusal types adulterataord misbranding. Finally,
Column (4) distinguishes between refusals withoyt groduct sample analysis and refusals after af &iDprivate product sample
analysis has been provided. **, * and ° denotegiB@ant at the 1%, 5% and 10% level, respectively.
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Appendix Figure A 1.6.: U.S. Imports by FDA Produgroups (as % Total Imports)
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Appendix Figure A 1.7.: U.S. Import Refusals by FDRroduct-group (as % Total Refusals)

41



Appendix Table A 1.17.: Mapping of 93 Product-grasip

Description FDA codes HS product codes

1 Fish, fresh, chilled or frozen 16A (except 32, 981, 35, 01, 45, 22, 33, 15801, 302, 303, 304
16X (except 30, 20, 40, 42, 31, 32, 33, 21, 41).

Note that this table currently only displays thstfand last line. The exact matching code for all
93 product-groups (including food and non-food Fi28ulated products) will be made available at &fattage.

93 Microwave heaters 96. 851650, 851660,
851430, 851440,
84193, 84198.

851420,
851490,

Notes:Parentheses after two or three digit FDA codesi§psubgroups (third digit or fourth and fifth digrespectively). FDA codes are comprised of a tigit numerical industry code, a one digit subgr@ode (capital

letter) and a further two digit numerical produaiéx. Note that the FDA product group 54Y99 is estetl from the analysis, since it was not possiblaatch it.
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Appendix Table A 1.18.: Mapping of EU-RASFF Produgroups and Our 93 Product-groups

Product- groups used
Description RASFF product categories in this paper
1 Alcoholic Beverages Alcoholic Beverages 66, 67, 68, 69
Wine
Note that this table currently only displays thstfand last line. The exact matching code for all
72 product-groups for which corresponding EU-RASREEegories exist will be made available at a latage.
17 Animal Feed Animal by-products 86, 87, 88, 89
Feed additives

Feed premixtures
Feed materials
Compound feeds

Notes:Note that this external instrument, which is usedap of the internal instruments, only existsgooduct-groups in the food and animal feed sectors.
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Appendix Table A 1.19.: U.S. Imports and Refusal®ebustness of 1V lag Structure (Dummy Refusal)

Variables Baseline Additional Additional Additional Additional Baselimleavrx)/ggout Col-
Lag | Lag Il Lag Ill Lag IV
@) 2 3 4 ®) (6)

Log Imports (t-1) 0.470** 0.469** 0.470** 0.464** 0.455** 0.398**

(0.05) (0.04) (0.05) (0.04) (0.09) (0.04)
Log Imports (t-2) 0.070** 0.068** 0.068** 0.066* 0.063** 0.048**

(0.02) (0.02) (0.02) (0.02) (0.02) (0.02)
Dummy refusal (t-1) -0.850* -0.773* -0.815* -0.747* -0.685* -0.594*

(0.42) (0.37) (0.35) (0.34) (0.32) (0.24)
Time FE Yes Yes Yes Yes Yes Yes
Country-Product FE Yes Yes Yes Yes Yes Yes
Refusals endogenous Yes Yes Yes Yes Yes Yes
AR(1) 0.000 0.000 0.000 0.000 0.000 0.000
AR(2) 0.607 0.550 0.547 0.514 0.454 0.303
Sargan-test 0.794 0.159 0.301 0.375 0.274 0.000
Hansen-test 0.883 0.565 0.763 0.823 0.754 0.178
Number of instruments 15 17 19 21 23 58
Number of groups 3304 3304 3304 3304 3304 3304
Number of countries 164 164 164 164 164 164
Number of observations 23242 23242 23242 23242 2324 23242

Notes:Dependent variable: Log imports of 93 product-goto the United States from 2002-2012. The veagidbimmy refusal takes the value of one, if in @giproduct-group k from country i at least one
refusal incidence is recorded in year t. All estioras are based on the two-step Arellano-Bond egtimwith robust standard errors reported in paesgs. The lagged dependent variable is instruchevite
the first through third lag. The variable refusials@llowed to be endogenous and is instrumenteld igtfirst through third lag. The instrument mati$ collapsed. In Column (1) of Online Appendixvie
report the baseline estimates for all refusals fi@hle 1, Column (4), for comparability. In Colum({23 to (5), we allow step by step for an additidag of our instruments. Finally, Column (6) issked on the
full set of potential instruments. It is importdatnote that the point coefficients are quite siabler the different sets of instruments and thatspecification tests clearly favor our more pacsiious specifi-
cation of instruments. **, * and ° denotes sigrafi¢ at the 1%, 5% and 10% level, respectively.
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Appendix Table A 1.20.: U.S. Imports and Refusal®ebustness of 1V lag Structure (Refusals)

vari . Additional Additional Additional Additional Baseline without
ariables Baseline
Lag | Lag Il Lag lll Lag IV Collapse
1) (2) 3) (4) (5) (6)

Log Imports (t-1) 0.448** 0.458** 0.463** 0.457** 0.452** 0.396**

(0.04) (0.04) (0.04) (0.04) (0.04) (0.04)
Log Imports (t-2) 0.064** 0.065** 0.066** 0.065** 0.063** 0.049**

(0.02) (0.02) (0.02) (0.02) (0.02) (0.02)
Refusals (t-1) -0.323* -0.237* -0.145 -0.184* -0.215* -0.167*

(0.13) (0.11) (0.10) (0.09) (0.09) (0.07)
Time FE Yes Yes Yes Yes Yes Yes
Country-Product FE Yes Yes Yes Yes Yes Yes
Refusals endogenous Yes Yes Yes Yes Yes Yes
AR(1) 0.000 0.000 0.000 0.000 0.000 0.000
AR(2) 0.629 0.582 0.658 0.619 0.582 0.443
Sargan-test 0.656 0.023 0.025 0.054 0.055 0.000
Hansen-test 0.869 0.152 0.136 0.204 0.238 0.087
Number of instruments 15 17 19 21 23 58
Number of groups 3304 3304 3304 3304 3304 3304
Number of countries 164 164 164 164 164 164
Number of observations 23242 23242 23242 23242 2324 23242

Notes:Dependent variable: Log imports of 93 product-gto the United States from 2002-2012. The vagiasfusals refers to the total number of refusaks given product-group k from country i in year t
and enters as the log(1+refusals). All estimatmmesbased on the two-step Arellano-Bond estimaitbr iwbust standard errors reported in parenthé@deslagged dependent variable is instrumented thith
first through third lag. The variable refusals liswed to be endogenous and is instrumented wstfirgt through third lag. The instrument matrixca@lapsed. In Column (1) of Online Appendix 6, keport
the baseline estimates for all refusals from T&hl€olumn (4), for comparability. In Columns (2)(&), we allow step by step for an additional l&guwor instruments. Finally, Column (6) is basedtloa full
set of potential instruments. It is important tdenthat the point coefficients are quite stablerdlie different sets of instruments and that trexijzation tests clearly favor our more parsimaisispecification
of instruments. **, * and ° denotes significantla 1%, 5% and 10% level, respectively.
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Appendix Table A 1.21.: U.S. Imports and Refusal&wvidence for Hidden Protectionism? OECD Countriés-year Rolling Windows)

Variables Baseline 2002-2006  2003-2007  2004-2008  2005-2009 06-ZD10 2007-2011 2008-2012
1) (2) (3) (4) () (6) (7) (8)
Log Imports (t-1) 0.522** 0.715 0.512* 0.451* 0.439** 0.602** 0.359**  0.445**
(0.11) (0.44) (0.21) (0.19) (0.13) (0.12) (0.09) A®
Log Imports (t-2) 0.029 0.063 0.078 0.049 0.030 0.067 0.025 -0.017
(0.03) (0.09) (0.06) (0.05) (0.04) (0.04) (0.03) .04
Refusals (Sample) (t-1) -0.170 0.282 0.125 0.042 -0.001 0.088 0.131 -0.383
(0.35) (0.69) (0.38) (0.14) (0.17) (0.34) (0.27) 0.5Q)
Refusals (no Sample) (t-1) 0.082 -0.249 -0.017 0.017 -0.087 0.143 0.145 .08
(0.14) (0.39) (0.19) (0.14) (0.21) (0.15) (0.12) 0.1(7)
Time FE Yes Yes Yes Yes Yes Yes Yes Yes
Country-Product FE Yes Yes Yes Yes Yes Yes Yes Yes
Refusals endogenous Yes Yes Yes Yes Yes Yes Yes Yes
AR(1) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0®.0
AR(2) 0.708 0.813 0.776 0.586 0.758 0.497 0.503
Sargan-test 0.683 0.880 0.763 0.431 0.558 0.950 800.0 0.015
Hansen-test 0.924 0.874 0.804 0.495 0.288 0.943 810.8 0.797
Number of instruments 18 9 13 14 15 15 15 15
Number of groups 929 883 891 904 914 915 908 908
Number of countries 23 23 23 23 23 23 23 23
Number of observations 6980 1742 2609 3484 4358 5436 4369 4371

Notes:Dependent variable: Log imports of 93 product-gto the United States from 2002-2012. The vagiadfusals refers to the total number of refusaks given product-group k from country i in year
t and enters as the log(1+refusals). All estimatiare based on the two-step Arellano-Bond estinvaitbrrobust standard errors reported in parentheBee lagged dependent variable is instrumentéd wi
the first through third lag. The variable refusalsllowed to be endogenous and is instrumente itgitfirst through third lag. The instrument matis collapsed. In Column (1) we report the bageésti-
mates for OECD countries from Table 7, Column If1)Columns (2) to (8), we report the results far #ame specification for different 5-year windol$s important to note that the number of instrmtse
and observations is comparable for the last folunoos, whereby Columns (5) and (8) of Online Apperdare reported in the Table 7. **, * and ° des®significant at the 1%, 5% and 10% level, respec-
tively.
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Appendix Table A 1.22.. U.S. Imports and Refusal&widence for Hidden Protectionism? Non-OECD Courgs(5-year Rolling Windows)

Variables Baseline 2002-2006  2003-2007  2004-2008  2005-2009 06-ZD10 2007-2011 2008-2012
1) (2) 3) (4) (5) (6) (7) (8)
Log Imports (t-1) 0.425** 0.308* 0.430** 0.432** 0.449** 0.406** 0.48** 0.385**
(0.05) (0.12) (0.09) (0.08) (0.06) (0.06) (0.06) .00
Log Imports (t-2) 0.072** -0.002 0.064° 0.056° 0.062* 0.077** 0.094**  0.064*
(0.02) (0.04) (0.04) (0.03) (0.03) (0.03) (0.03) .0®
Refusals (Sample) (t-1) 0.427 0.269 0.084 0.252 0.198 0.173 0.253 0.354
(0.28) (0.83) (0.30) (0.27) (0.18) (0.23) (0.22) 0.26)
Refusals (no Sample) (t-1) -0.546** -0.152 -0.296 -0.243° -0.220° -0.374** .261° -0.549*
(0.28) (0.79) (0.38) (0.14) (0.18) (0.14) (0.13) 0.26)
Time FE Yes Yes Yes Yes Yes Yes Yes Yes
Country-Product FE Yes Yes Yes Yes Yes Yes Yes Yes
Refusals endogenous Yes Yes Yes Yes Yes Yes Yes Yes
AR(1) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0®.0
AR(2) 0.230 0.087 0.189 0.377 0.729 0.583 0.225
Sargan-test 0.812 0.752 0.271 0.322 0.191 0.585 190.7 0.863
Hansen-test 0.819 0.691 0.441 0.134 0.489 0.416 610.6 0.923
Number of instruments 18 9 13 14 15 15 15 15
Number of groups 2375 2041 2114 2183 2256 2267 2267 2281
Number of countries 141 141 141 141 141 141 141 141
Number of observations 16262 3964 5990 8033 10099 0194 10243 10272

Notes:Dependent variable: Log imports of 93 product-gto the United States from 2002-2012. The vagiadfusals refers to the total number of refusaks given product-group k from country i in year
t and enters as the log(1+refusals). All estimatiare based on the two-step Arellano-Bond estinvaitbrrobust standard errors reported in parentheBee lagged dependent variable is instrumentéd wi
the first through third lag. The variable refusalsllowed to be endogenous and is instrumente itgitfirst through third lag. The instrument matis collapsed. In Column (1) we report the bageésti-
mates for non-OECD countries from Table 7, Coludn i Columns (2) to (8), we report the resultstfie same specification for different 5-year windolt is important to note that the number of st
ments and observations is comparable for the éastdolumns, whereby Columns (5) and (8) of Onippendix 8 are reported in the Table 7. **, * ghdenotes significant at the 1%, 5% and 10% level,

respectively.
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Appendix 1 B Data Cleaning and Matching

For the empirical analysis described in the maim pthis chapter, | constructed a new
dataset on U.S. import refusals and import flowshat product group level. For this
dataset, | had to match the unique product classidin of import refusals from the U.S.
Food and Drug Administration (FDA) with the Harmped System (HS) product clas-
sification of import flows from the U.S. Internatial Trade Commission (ITC). This
task was not trivial, because both product classitbns follow completely different
classification principles. As far as | know, thér@s not been any researcher yet trying
to undertake the task | completed during my dissiert. In this Appendix, | give an
overview on the matching procedure | applied togedyoth datasets.

During my Ph.D., Christoph Moser from the ETH Ziarend | decided to work together
to estimate the trade effects of U.S. import rdiisa U.S. imports from all countries of
the world with a special focus on potential prataust motives of U.S. authorities. At
the beginning of this project in fall of 2011, theport Refusals Report (IRR) database
from the U.S. FDA was not publicly available and were allowed to use the data the
UN-ECLAC Washington Office had requested and reaxtifivom the U.S. FDA through
a special information request (Artecona and FI@@839). However, in July 2012, the
U.S. FDA started to publish the historical IRR ditan 2002 until 2011 on its website
and has regularly updated the database with regedmsal incidences since then. We
decided to use this data from the FDA website, b&eadt included an additional varia-
ble on the type of sample that underlies a givéased, which was not included in the
data the UN-ECLAC had received. As described inghger, this variable is very im-
portant for our empirical analysis. The detailethdan sectoral U.S. import flows at the
6 and 10 digit level of the HS product classifioative obtained from the website of the
U.S. ITC. The main challenge for the project hasnb® match the unique product clas-
sification of the U.S. FDA to the HS product cléissition used by the U.S. ITC at a
sufficiently disaggregated level. This task provedoe non-routine and the necessary
careful matching procedure by hand took me mora gaonth. | succeeded in map-
ping the FDA and HS product classification intor88v product groups. In the follow-
ing, | will describe the matching procedure as vaslithe necessary cleaning procedures
for the raw data in detail.

I am highly indebted to United Nations Economic @aission for Latin America and
the Caribbean (UN-ECLAC) Washington Office and ttstaff members Fernando Flo-
res and Raquel Artecona, who gave me the oppoyttmitvork with the Import Refus-
als Report (IRR) Database of the U.S. FDA duringrd@rnship in 2009/2010. During
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the internship, | started to use this data to itigate the trade effects of U.S. product
standards on my own initiative. Joint with Raquete&ona from the UN-ECLAC
Washington Office, we wrote a working paper oneffects of United States food safe-
ty and agricultural health standards on agro-fogpodgs from Latin America and the
Caribbean using the FDA import refusals databaste¢Ana and Grundke 2010). For
this project, | had matched the unique productsdigation of the U.S. FDA to the
Harmonized System (HS) product classification usgdhe U.S. International Trade
Commission (ITC) at a very aggregate level resglim 8 matched product sectors
(Artecona and Grundke 2010).

Matching procedure combining product classificatiors from the FDA and the
Harmonized System (HS)

As described in the data section of the chapteied to aggregate import refusals to the
most fine-grained product-group for which a coreisimatch between the FDA and the
Harmonized System (HS) classification is possiblee guiding principle for this care-
ful matching procedure has been that any FDA prodade uniquely falls into the as-
signed HS product categories. In general, | treechaitch FDA product codes to HS 4
digit codes and preserve as much detailed infoonads possible. For some matched
groups, | had to use additional HS 5 or HS 6 did@rmation. | succeeded in matching
all FDA regulated products to the corresponding ¢éEegories. For medical devices
and radiation emitting products, the constructemtipct-groups may include more HS
products than necessary for matching, becausesitn@apossible to isolate FDA regu-
lated products at the HS 6 digit or even at thel@$ligit classification. The exact map-
ping for our 93 food and non-food product groupdasumented in Table A1.17.

For the matching procedure, | used the HarmoniE&) (Tariff Schedule of the United
States (U.S. ITC 2012) and information on FDA prddeodes from the FDA product
code builder (FDA 2012a, FDA 2012b). The FDA pradoode consists of five ele-
ments. The first element is a two digit industrydedhat ranges from 02 (whole and
milled grain and starch) to 98 (tobacco produciie range of products included in the
FDA product classification is smaller than in th& ldlassification because the FDA
regulated products only comprise food, drugs, ctissiemedical devices, electronic
items that emit radiation, vaccines, blood anddgals, animal feed and veterinary, and
tobacco products (see the background section iohpter). The second element of the
FDA product code is the product class, an alphaadbter describing a sub-group of
products that is specific to each industry code.dxample, the seafood products indus-
try (industry code 16) comprises the product cladsesh, smoked and breaded fish
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among others. The third element of the FDA prodaacte defines the product sub-class
that again is an alpha character and specificab galustry and product class. For most
products, the sub-class describes the materiaktiméainer or the packaging of the

product consists of. The fourth element of the pobdcode is the Process Indicator
Code (PIC) that describes the manufacturing prook#se product or the storage type.
This PIC is also specific to each product indusimg class. Finally, the fifth element of

the FDA product code consists of two charactersriay contain numeric or alpha val-

ues and indicate the detailed product. For examplene fishery products industry and

the product class smoked fish one specific prodoatd be swordfish, tuna or tilapia

among others. The HS product classification sysgeanclassification system common-

ly used in international economics and | will nasdribe this product classification

system in detail (see U.S. ITC 2012).

In principle, | tried to match the first two elenterof the FDA product codes, which
comprise 2 digits and on alpha character, to H3g# droduct categories. However,
due to the fundamentally different classificatigstem of the FDA, for many products
it was impossible to establish this correspondekoe.example, although the industry
code 16 (seafood products) includes product clddse€ (Fish, Cakes, Balls, etc.) and
D (Smoked fish) that could easily be allocated ® 4Hdigit categories 1604 and 0305,
respectively, it also includes product classes Akffish), W (Mixed Fishery/Seafood
Products), X (Aquaculture Harvested Fishery/SeafBaotucts) and Y (Fishery Prod,
n.e.c.) that include all kinds of fresh and predaseafood products (indicated by the
fifth element of the FDA product code). For exampléA includes fresh swordfish
(16A42) but also Korean dried fish seasoned witlttesp (16A99). 16X includes all
kinds of different seafood like shrimps, alligatosalmon, catfish etc. Thus, to be able
to maintain a sufficient level of disaggregation flee product classification mapping, |
had to use the fifth element of the FDA productugr@ode (in addition to the first and
second element) for matching the product classés 16W, 16X and 16Y to corre-
sponding HS categories. This was quite time consgrbecause every product class
contained over 200 single products. | had to lobkweery single product in the FDA
classification to decide to which HS 4 or 6 digitegory it corresponds. In many cases,
| had to look up product names and descriptionhéninternet to gather sufficient in-
formation for this decision. For vegetables andt$tu even had to use the third and
fourth element of the FDA product code (in addittonthe first, second and fifth ele-
ment) to be able to match the products to HS 4digib categories.

It was also very complicated and in some cases $siple to locate single products
within the HS classification even at the 10 digiveél (especially for medical devices
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and electronic items emitting radiation). Thus,ften had to choose more aggregated
HS categories as correspondence (mostly at thed4 atigit level), where | could be
sure that the respective FDA listed product isdesihis HS category with certainty.
The consequence of this procedure is that someuofnewly constructed product
groups may include more HS products (and thus nrade flows) than necessary for
matching. However, we think that this is the be#tifernative compared to a matching
procedure where FDA product categories from onelyheanstructed product group
may partly correspond to trade flows in anotherIges@nstructed product group. In our
matching procedure all newly constructed productugs include all corresponding
trade flows for the assigned FDA product categondh certainty. The detailed map-
ping of FDA and HS product classification for twb aur newly constructed product
groups can be found in Table A1.17. My Co-Authod ardecided not to publish the
complete mapping table before the article is phblisin a scientific journal. Currently,
we are working on the revision of the article bessawe received an invitation for a
revise and resubmit at the Journal of Internati@tanomics.

Data cleaning and other matching procedures

After having established the detailed mapping betwthe FDA and the HS product
classification, | still had to clean the FDA impoefusals data, construct several new
variables and match the data with the U.S. sectomabrt flows from the U.S. ITC by
country, year and newly constructed product gruip. addition, | matched the con-
structed database that combines U.S. import refumadl import flows at the product-
group-level with several other databases. Moshe$é¢ additional databases we used for
earlier empirical specifications are not shownhe turrent paper, because the fixed
effects in our specification already control fdrthbse variables. However, the Europe-
an Union Rapid Alert System for Food and Feed (EABRF) database, which includes
import refusals and notifications for food and aalrfeed products for all EU member
countries, comprises an important part of our eitgdistrategy. The EU-RASFF data-
base uses yet another unique product classificatodnl had to match this classification
to our newly constructed product groups (Tab. AL.I8ese procedures together took
another six months, especially due to many codmgre in the refusals database, dif-
fering country codes across datasets and the tonsuming cleaning and matching

34 Furthermore, | matched U.S. import refusals wits Umport flows by port of entry (in addition tountry, year
and newly constructed product group), which reguae exact mapping of U.S. ports of entry fromFlB& classifi-

cation with ports of entries reported by the UBC 1 also prepared a dataset that matches U.S.rimgfasals and
import flows on a monthly basis, which was posshi#eause the U.S. ITC reports U.S. trade flows omathly and
a yearly basis. This matching was not straight &sdvdue to many products not appearing every mionthe FDA

database and | had to change the matching do-fleaever, in the current paper we decided to usherethe in-
formation at the port level nor the monthly datat Wwe plan to do so in future projects.
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procedures. In the following, | will describe thata cleaning for the import refusals
data and the different matching procedures.

The raw data of the Import Refusals Report (IRR)rfrthe FDA website does not in-
clude an exact definition of a refused shipmenardigg the quantity of the shipment.
One inspected and refused physical shipment of gowaly result in different entries in
the IRR database, because each item with a diffémaff description has to be listed in
a separate line in the entry documents at the bo®&ler (the import line or “entry
line”). We follow Buzby et al. (2008) in definingaeh entry line in the IRR database as
a refused shipment. As stated in the paper, tiseme information on the quantity or the
value of the refused item in the IRR database. rBlne data | obtained from the UN-
ECLAC in 2011 included several hundred observapiains with the same entry line but
different dates as well as observations that weseslately identical. | had to apply a
cleaning procedure to correct that. In additiomanfimported item was refused due to
several charges, each charge appeared as a sepd@rgtan the database from the UN-
ECLAC. Thus, | reshaped the database defining @aah with a unique entry line as
one shipment independent from the number of chaitgssled to the border rejection.
This reshaping and the data cleaning procedure ma&reecessary for the data we ob-
tained from the FDA website in 2012 because thia deas already consolidated. How-
ever, one problem still existed in the data from BDA website. In 2011, twenty inci-
dences were reported for the same firm from Mexixporting medical devices to the
U.S. that recorded several thousand different esflentry lines (imported items) at the
same date due to the same refusal charge of “Nificatibn to FDA” for the same
product (surgery tray). On 10 August 2011, thereew29684 refused items and on the
other 19 dates around 2000 to 3000 refused items reeorded. Because the average
number of refusals for Mexico per year across @tpct categories is around 2000, we
had to exclude those cases from the analysis. thathcted the responsible person for
the IRR database at the FDA and he could not explleise cases. A possible explana-
tion could be that FDA officers at the border cheshgheir approach for registering the
items of surgery trays during those 20 incidentstlitcs special company from Mexico
and opened the surgery trays to register eachesitgin separately. After excluding
those cases, the raw data from the IRR database 26§€2 to 2012 was reduced from
268212 to 209334 refused entry lines.

After finishing the data cleaning, | constructedvneariables that include the sum of
refused items per exporting country and year fifledint levels of aggregation of the
FDA product code. Using those variables, | appthlegl matching code described above
and presented in Table A.1.17 to aggregate refus@sur newly constructed product
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groups. The next step was to download the U.S. itrffmws for several levels of ag-
gregation of the HS classification system from th8&. ITC website and aggregate the
trade flows of single HS categories to our newlgstaucted product groups. To match
import refusals with import flows by country, yeand newly constructed product
group, | still head to deal with the issues of @iiifig country codes and countries not
appearing in one or the other dataset. Countryscémtecountries from Ex-Yugoslavia,
for Burma, South-Sudan, Palestine, North Koreaw@aiand several island states dif-
fered between the datasets. | could also retriggsing country information for around
200 observations in the FDA dataset from othengtrariables in the FDA dataset.
Furthermore, in the FDA dataset, overseas teregofiom Great Britain, France, the
Netherlands or the U.S. appeared that were subsumbel the former colonial power
in the U.S. ITC trade flow dataset. | assigned imhpefusals of those overseas territo-
ries to the former colonial power to be able to ststently match refusals with U.S.
import flows.

For the empirical specification, we decided to &ddally distinguish between refusals
due to different groups of charges as well as betwefusals based on a product sam-
ple analysis and refusals without such sample aisal\We used two classifications for
groups of charges. The first one is included inEBA dataset and categorizes charges
into adulteration and misbranding. Because manysesf items report several charges
for the refusal decision, we decided to assignfases into the adulteration group, if at
least one charge was an adulteration charge. Tkfissals fall into the misbranding
group, if no adulteration charge was reported. ther second classification, | looked
closely at the description of every single charfjthe 230 different charges reported in
the FDA dataset and created a third category (weatulteration and misbranding) that
includes charges due to missing certificates ofaomty assessment. However, due to
insufficient descriptive information on some singlearges in the dataset, we opted for
the classification provided by the FDA to avoidrattucing measurement error. To dis-
tinguish between refusals based on a product saamallysis and refusals without such
sample analysis, we used a variable included irdétaset that indicates whether a pri-
vate sample analysis, an FDA sample analysis aramaple analysis had been conduct-
ed to inform the refusal decision. We aggregatédasets based on a private and on an
FDA product sample analysis into one group. To tronsthe dataset for those differ-
ent types of refusals, | used the same procedudessibed in the last paragraph sum-
ming refusals per exporting country, year, FDA prcddcode and additional classifica-
tion variable for refusal charges or for produanp&e analysis. It was not trivial to
apply the programmed matching code for these ssilideefusals, because not all FDA
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products were included in each subset of the dadal &ad to adjust the programmed
matching code accordingly.

Another important task was to match the constructebase with additional infor-
mation from external databases. The most imporbaet was, as already mentioned
above, the EU-RASFF database, which includes impusals and notifications for
food and animal feed products for all EU membemtoes. The EU-RASFF database
does not use any product classification and ordjuttes the product description within
a longer text, which also describes the reasomhirefusal, the corresponding legisla-
tion, the reporting country and the source coupofryhe refused product (EU-RASFF
2012). Due to time constraints for my Ph.D., it vilpossible to isolate the product
description from the text and match every singladpct to our newly constructed prod-
uct groups. Instead, | matched the classificatibproducts into 36 aggregated product
groups in the RASFF database with our 93 newly ttoated product groups into 17
new aggregated product groups (Tab. A1.18). Intemidil matched the constructed
database to several other external databases. dingsaue for matching was that coun-
try codes differed between databases and | hadatchhdifferent country classifica-
tions. | matched our database with data on vamsabtemmonly used in gravity equa-
tions from the French research institute CEPIl,hwdita on trade cost and country
variables from the World Development Indicatorgled World Bank, with macro data
at the country level from the World Economic Oulodatabase of the International
Monetary Fund, with trade data on total exportsalbcountries of the world from UN-
COMTRADE and the World Integrated Trade SolutionIT®) from the World Bank,
with variables for institutional quality from a daet used in La Porta et al. (1999) and
with data on typical gravity equation variablesdige Helpman et al. (2008). Because
we decided to use country-product, country-timef@etime and country-group-sector-
time fixed effects in our final empirical specificans, we could not include all those
additional variables in the specification becailmsy tare picked up by the fixed effects.
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2 Export price shocks and rural labor markets: The cae of
cotton in Tajikistan>>

2.1 Introduction

Much of today’s consumption relies on a global symhains that link consumers to
producers worldwide. Occasional media attentionimesconsumers in industrialized
countries of the weakest link in this supply chaWorkers in the labor-intensive manu-
facturing, agriculture and mining sectors of depalg countries who toil for little pay
under harsh working conditions. Workers (and firms) especially vulnerable in sec-
tors such as staple food, cotton and mining whkxeadj commodity prices are fluctuat-
ing.

The welfare enhancing effect of trade is among fthrelamentals of economics. A
growing literature has analysed the wage effectspehness, especially with respect to
shifts in skill requirements (Costinot, Vogel andallg 2012). This literature has docu-
mented ambiguous wage effects across skill growgsofl 1997; Attanasio, Goldberg
and Pavcnik 2004; Krishna, Poole and Zeynep Se23&8), production stages (Costi-
not, Vogel and Wang 2012) and gender (Juhn, Ujraaidi Villegas-Sanchez 2013). The
largest part of the literature has focused on sirat changes in manufacturing follow-
ing waves of trade liberalization. Recent papersehaken a closer look at the effect of
trade liberalization on local labor markets (KoKL.3) and the role of exporting firms.
Firms have been thought to contribute to wage iakiyueither through export premi-
ums (Krishna, Poole and Zeynep Senes 2012) or ghréveterogenous wage setting
mechanisms (Amiti and Davis 2011). Another strahthe literature has exploited ex-
change rate and world market price fluctuationsstiedy short-run shocks to trade.
World market prices in agriculture have become esfig volatile owing to weather
shocks and misguided trade policies, often with igomdus effects on the poor (lvanic
and Martin 2008; Anderson et al. 2013). In this grawe demonstrate how short-run
world market price fluctuations affect the livestbe poor at the bottom of a global
supply chain. Our focus on cotton sheds light anafricultural sector, which has re-
ceived disproportional attention in trade studigsgtinot, Vogel and Wang 2012) while
providing the major source of income for three tprar of the world’s poorest (World
Bank 2007). Our focus on non-food agriculture alomentifying the effect of price
changes on workers welfare, because fluctuatingeprhave unambiguous effects on

35 This chapter was co-authored by Alexander Dari#dtile we wrote the introduction, the background ahel
results section together, it was my task to wiite temaining sections and to design the theoraticalel. The idea
of the research project and the empirical strategse developed jointly. Alexander Danzer acceskedlt SS 2011
dataset, while | collected all additional datasHtsvas my task to clean and construct the pantlses, to perform
the regressions and to organize and conduct thierisearch stay in Tajikistan.
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the poor. Hence, our research circumvents soméefptoblems of analyzing staple
food production in which many households in theedeping world are involved both
as producers and consumers (Barrett and Dorosh 88@6nen and Squicciarini 2012).
Our use of labor force and household data complesreefiterature that has mostly re-
lied on industry level data. And finally, our focas short-run effects of cotton world-
market price fluctuations fills a gap in the liten@ concerning the shock exposure of
the weakest link in global production. The histofyprice hikes in the global cotton
market goes back to the American Civil War and baperienced several ups and
downs since then (Deaton 1999). The last cottonepsurge took place during the
2010/2011 season, when China (the largest cottoduper and consumer) had to dou-
ble its cotton imports after a severe crop fail{irable 1).

Our paper exploits this last price episode to itigage the following questions: First,
how do market fluctuations for internationally teadcommodities affect the weakest
link of the global production chain in the garmantd textile industry: the cotton pick-
ers? Second, how do market distortions in expoented sectors in developing coun-
tries affect the pass through of world market pfloetuations? We will particularly
focus on the heterogeneity between big and snratisfi because large (parastatal) cot-
ton farms are strongly controlled by local politiefites and face perfectly elastic labor
supply (relying on political connections to recrwibrkers, students and children during
harvest time). Small private farms hire cotton piskin local labor markets which are
characterized by upward sloping supply curves. Tieegl to act more entrepreneurial
on the productive side and have clearly definedviddal land titles. The Stolper-
Samuelson theorem suggests that a relative rigeeiprice of cotton increases the rela-
tive remuneration of the factor intensively usedha production of cotton (labor). We
want to relate this important implication to thddregeneity in local labor market con-
ditions. Since cotton is mostly produced by wonusiributional effects are given spe-
cial consideration. Our paper illustrates how it interference in the labor market
branch of theproductionprocess of export commodities inhibits the ecomoampow-
erment of poor farmers and landless agricultufabtars, and hence adds to a huge lit-
erature that has so far predominantly focused ditigad influences in theexportproc-
ess.

To answer the questions empirically we exploit oegl differences in cotton produc-
tion in Tajikistan. We combine this variation wighnationally-representative longitudi-
nal household survey from 2007-11 that containsdsdrlabor earnings and wages of
agricultural workers over time. The analysis isdahen a difference-in-differences ap-
proach. The 2010/2011 world market price surgeédton implied an exogenous shock
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to the Tajik economy in which cotton is the mospaortant export sector (next to alu-
minum) and generates roughly one third of totalogtgp(FAO 2011). Owing to this
price shock, the Tajik cotton production increa$sd34 percent between 2010 and
2011 (FAO 2011, Fig. A2.6). Since Tajikistan istla¢ same time a small exporter of
cotton (accounting for only 1 percent of total wdodxports), global price fluctuations
are truly exogenous to the country.

Our paper contributes to the literature focusinglmlink between trade exposure and
poverty (Winters et al. 2004). While trade opennéssle liberalization and price fluc-
tuations seem to have strong distributional conseges, the micro-level evidence re-
garding household farms and local labor marketscarce (Goldberg and Pavcnik
2007). Notable exceptions are the studies of thgaonhof rice price fluctuations on
child labor and household labor supply in ViethaynHrdmonds and Pavcnik (2005;
2006) which, however, feature households as jaintigpcers and consumers of the ex-
ported commodity. By focusing on cotton, our pagem more directly disentangle pure
price effects on income and employment. Our resefanther adds to the literature em-
ploying exogenous price variation and regionalettéhces in the production structure
of countries to identify exogenous labor demandckbdAcemoglu et al. 2013; Angrist
and Kugler 2008; Black et al. 2005; Chigiar 2008yvik 2013; Topalova 2010). Unlike
ours, none of the aforementioned recent paperddtased on a low income country
despite the fact that these economies have begnkioown to suffer from especially
narrow economic export structures (Massell 1964d) llave made them highly vulnera-
ble to commodity price fluctuations (Jacks, O'Reudnd Williamson 2011). At the
same time it addresses the recently emerging erapiiterature that exploits exoge-
nous labor demand shocks to investigate local lamar production markets (Autor,
Dorn and Hanson 2013; Kaur 2012; Greenstone ancetld2003; 2011). Another
strand of literature that we contribute to focusasthe gender dimension of the labor
market in developing countries. Our paper sharamaortant feature with the study by
Qian (2008) who analyses the effect of increasélarprice of tea on the sex imbalanc-
es in China: Similar to tea, cotton is predominampicked by women, allowing us to
focus on the economic fortunes of the most vulriergboup on the labor and produc-
tion market. Finally, there exists a literatureexport prices and their effects on house-
holds, which mostly employs CGE modeling to evauhe effects of export taxes (e.g.
Warr 2001, Warr 2002; for an econometric study ldadson and Ethridge, 1999). In-
terestingly, Tajik authorities discussed the impmatation of an export tax in 2011 to
mitigate the effects of rising cotton prices foe tbmall domestic cotton processing in-
dustry.
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Our results indicate that the cotton world prickehbenefitted workers in the cotton
sector, but not in other agricultural production.line with the predominant employ-
ment of women in cotton picking, we find that womwenefit strongly from the price
shock, while men gained close to nothing. At theedéme, we observe an expansion
of employment in the cotton sector at the extensiaegin. While more women entered
the labor force and paid employment, working hairthe intensive margin only slight-
ly decreased. These findings suggest that the isutist effect dominated the income
effect at the household level—which is in line wittevious evidence for other develop-
ing countries (Edmonds and Pavcnik 2086The results of our falsification exercise
indicate no relative changes in the remunerationasf-agricultural workers in cotton
compared to non-cotton regions, suggesting thaethee no unobserved omitted re-
gional wage trends. A Placebo-Test for the predstpmriod 2007-2009 shows no dif-
ferential effects in agricultural wages betweertaoand non-cotton regions and lends
further credibility to our results.

Interestingly, our findings are dominated by woske@n small private family farms.
Workers on big cotton farms do not gain from thegishock, although harvest labor
demand increased on both farm types. This indichi@sthe effect of the price shock
operates through the heterogeneity in local labarkets. In order to attract more work-
ers for the increased cotton production, small karfarms use economic incentives.
This translates very directly into higher wagescofton pickers on these farms. Thus,
the cotton price hike does not only benefit smatlacs and their families, but also the
poor landless females from local villages, who wiorkhe cotton harvest as daily labor-
ers. Workers on big cotton farms, to the contrdoynot gain from the export price hike
because they emanate from perfectly elastic labolspor from coerced labor. Further-
more, we find that monthly earnings of managerbigfcotton farms increase strongly
in response to the price shock, whereas earningmall farm managers do only slight-
ly increase. The results of our quantitative anialgse supported and complemented by
qualitative interviews with farmers and other paldind private agents in the Tajik cot-
ton sector, which we conducted in Tajikistan in Maand November 2014.

The remainder of the paper is structured as folid®extion 2 gives an overview over
the case study, Tajikistan and its cotton sectectiBn 3 presents the empirical method-
ology and the new panel data set. Section 4 descahd discusses the preliminary re-
sults, while Section 5 concludes.

% |n one sub-section of the next chapter, | willlgpa this issue in more detail.
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2.2 Tajikistan and the cotton sector

Tajikistan is a landlocked lower income countryGentral Asia, located between Af-
ghanistan, China, Kyrgyzstan and Uzbekistan. Inygee 2011, the country ranked 150
out of 185 in terms of GDP per capita PPP accorttnthe IMF. Hence, Tajikistan’s
GDP per capita PPP is less than one fourth of Gharad only one twenty-fourth of the
USA. Tajikistan is populated by 7.6 million inhats. Around 67 percent of its work-
ing population is employed in agriculture, the tegaaying sector of the economy (van
Atta 2009). In rural areas, where the economicadiifve population mainly consists of
women this share comes close to 100 percent (FAQ)204ale labor is missing due to
large-scale labor emigration (Danzer and Ivasch@@®i®). Most of Tajikistan’s territo-
ry is hilly or mountainous, making cotton productionly feasible in some sharply de-
fined regions. Cotton relies on specific climati@lageographic preconditions leading to
a concentration of growing areas in the few flafioas below 1000m above sea level
which command irrigation as well as transport isfiracture (Fig. 2.1). In 2007, 29 per-
cent of the total cultivated area of 891126 ha wrapped with cotton (TajStat 2012).
Apart from cotton, wheat, fruits and vegetables iaxportant crops in Tajikistan that
grow on all parts of the cultivated land (FAO 2008gvertheless, Tajikistan is highly
dependent on wheat imports from Kazakhstan and oiighboring countries and the
world price for wheat strongly affects domesticcpa (USAID 2011). Production of
vegetables (mainly potatoes) and fruits takes pradantly place at household plots
and for local consumption (FAO 2011).

In the world market for cotton lint, Tajikistan assmall player exporting only around 1
percent of total world exports (Table 2.1). Giveajiistan’s minor role on the global
stage, we treat the export price for cotton as erogs to Tajikistan. In the agricultural
season 2010/2011 the world market for cotton watubed by a serious drought in
China: The global leader in cotton production (aehB0 percent) and consumption
(around 40 percent) doubled its cotton imports fr20d0 until 2011. From July 2010
until March 2011 the world cotton price more thasuldled (Fig. 2.2). This led to an
increase in cotton production in Tajikistan in 204y almost 40 percent (Fig. A2.6),
reversing the decade long declining trend that awamg to the country’s lack in in-
vestments to modernize irrigation and infrastruetand the shift towards food produc-
tion (Akramov and Shreedhar 2012). The cotton aeeaested increased by almost 30
percent in 2011 (Fig. A2.6), whereas the area Iséedewith wheat and other crops de-
creased by the same amount (FAO 2011, Fig. A2 j§tae2012).

Tajikistan’s most important export commodity (négtaluminum) is cotton which is
produced in a ‘contract farming’ relationship betwestrong futurists, farm managers,
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political decision makers and weak small privatenirs as well as agricultural labor-
ers®’ The structure and deficiencies of cotton productioTajikistan share many simi-
larities to the sector worldwide (Brambilla and ©a2011; Kranton and Swamy 2008).
Although the country generates around 30 percentafly export revenues from cot-
ton, it remains a small producer globally (FAO 2PIuring the Soviet era the cotton
industry comprised big state-owned farmkslkhozesand sovkhozeswhich recruited
additional agricultural laborers during harvestdinkorced labor of students and child
labor were widespread (ILRF 2007). Five years aftéependence in the year 1991, the
privatization of cultivated farmlands was officialinitiated for all 832 state-owned
farms. Until 2007, the central government had tdridé percent of the cultivated area
of Tajikistan into private ownership. 23 percentevstill cultivated by big state owned
collective farms, which are officially registered agricultural enterprises. They pre-
dominantly grow cotton and accounted for 37 percdrihe total cotton production in
2007 (Sattar and Mohib 2006, FAO 2009, Fig. A2.20).

The privatized farmland comprises small househdtitspas well as bigger peasant
farms (in Tajikdehkanfarms), whereby 22 percent of the cultivated avaa distributed
to household plots and 55 percent to dehkan fam2007 (Fig. A2.9-A2.11). House-
hold plots, which had already existed before 19@ltivating around 10 percent of
farmlands, have an average size of 0.3 hectareeacldsively produce food crops for
subsistence consumption and local domestic maifketsnan 2012; FAO 2009). In
contrast, dehkan farms are larger entities credteohg the privatization process that
produce, besides wheat and other crops, 63 peotéme total cotton production in Ta-
jikistan (FAO 2009). Regarding farm size and orgational structures, a strong heter-
ogeneity exists within dehkan farms that can beg@ized into two main types: indi-
vidual/family dehkan and collective dehkan farmer¢han 2012, FAO 2009).

Collective dehkan farms are large (generally > @6tdres) private (or parastatal) coop-
eratives created by the state farm restructurinthate The land was officially trans-
ferred to the cooperative of farmers which had yesly formed a brigade. Farming
decisions are taken by a farm manager who in mastschad already headed the bri-
gade of the state-owned farm and whalésfactoauthorized by the local government
for life. In effect, these farms experienced littleange in their incentive structures and
strongly resemble the state owned agriculturalrpntes. Individual farmers and work-
ers receive a low wage that is mostly paid on & dsisis for specific activities. Thus,

37 Futurists are intermediate cotton traders thatfipence cotton production by supplying inputs indto farmers
and taking the future cotton harvest as collatévalstly, those futurists collude with local cottgms and in kind
credits have to be repaid in raw cotton (SattarModib, 2006, van Atta 2009).
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monthly wages are not fixed and vary accordinge@mssnal farm activities. In addition,
individual farmers are allowed to use a small sludrthe collective land to grow food
crops for subsistence consumption. The farm mandegeides on the procurement of
crop inputs, marketing of outputs and financial agement, e.g. on how to share prof-
its within the collective dehkan farm (Sattar andh¥b 2006). In addition, strong recip-
rocal relationships exist between the farm manaugper local governments. In many
sub-districts, collective dehkan farms still sugsmcial services like hospitals, schools
and kindergartens, for which the state owned ctledarms had been responsible in
Soviet times. During the privatization processs#heocial services have officially been
transferred to local governments, but without conga¢ing them with sufficient finan-
cial resources (Sattar and Mohib 2006, Kassam 20dXExchange, local governments
support the cotton harvesting activities on collectiehkan farms and state owned en-
terprises by sending state employees, students@rabl children to the cotton fields
(van Atta 2009, ILRF 2007, Appendix 2 D). Furthemnostrong rent seeking networks
exist between farm managers of big farms, locakgowments, cotton ginneries and trad-
ing firms that are explained in more detail below.

Officially, the individual farmers of the collecgvdehkan farm are shareholders of the
farm and have the right to opt out of the collegtissing their respective land shares.
However, individual property rights on land do maist in Tajikistan. The State Com-
mittee for Land and Geodesy (SCLG) issues a coledand using certificate in the
name of the farm manager with a list of the shddgrahames. This collective land us-
ing right is valid for a period of 5 up to 20 yeansd only specifies the size of the plot
for each shareholder (on average around 0.6 hegtdrat no precisely defined land
claim. Thus, if shareholders want to opt out of tdodlective dehkan farm, the farm
manager has a strong incentive to only hand ougimalrplots with low soil quality and
bad irrigation infrastructure (van Atta 2009, Apden2 D). Other factors impeding
shareholders to opt out of the collective dehkam$aare credit constraints, lack of ag-
ricultural and entrepreneurial knowledge, socialhmoand political pressure. In reality,
shareholders and their families are strongly teedhe collective dehkan farm and are
exploited to increase the rents from cotton expapizropriated by their managers, local
governments, futurists and cotton gins (Sattar Blathib 2006, van Atta 2009). The
situation on state owned agricultural enterpridesngly resembles the one on collec-
tive dehkan farms and we will classify those twnfaypes as one farm type of big
farms (>20 ha) throughout this paper.

38 |nterviews with GIZ officials in Tajikistan as wels World Bank (2012) suggest that the only rediatsiterion to
identify collective dehkan farms and agriculturateprises (with their specific organizational andentive struc-
ture) is farm size, specifically a farm size bigtean 20 hectares or a number of shareholders tilgge 25.
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In contrast, private individual and family dehkarrhs have sizes ranging between 2
and 20 hectares and command well defined and tabéiland using rights for 99
years. During the privatization process, intermalodonors have pressured the Tajik
government to further split up collective dehkamfa into smaller entities with better
defined land titles to reduce the government infagein growing decisions and to in-
crease the market orientation of agricultural paiidun (Sattar and Mohib 2006, World
Bank 2012). Alongside efforts of other institutiptise World Bank has implemented a
Farm Privatization Support Project (FPSP) in sdvpilat districts, where 10 state
owned collective farms covering around 17 000 hestavere split up. Equal per-capita
acreage (on average about 0.6 hectares) was disulilbo all members of a brigade of
the privatized state-owned farm by lottery and rithble but not tradeable land use
certificates were allocated to individual farme8aitar and Mohib 2006). Farmers also
received training on the entire set of farming sask demonstration plots, because in
Soviet times farming was highly specialized andviriial farmers had very little gen-
eral agricultural knowledge. Mostly, members of $a@me family pooled their land
shares and founded a family dehkan farm that rabgigeen 2 and 20 hectares. Share-
holders of these small private individual and fgndéhkan farms command much more
freedom over production and investment decisionsheir land than shareholders on
bigger collective dehkan farms (Sattar and MohiBb&0Norld Bank 2012). Unlike in
big farms, there is a direct pass-through of copimteeds to the farmers. Hence, due to
less political interference and well-defined langlng rights, they act more entrepre-
neurial and this may explain why there are no pectidity differences between the farm
types, in spite of possibly larger effects of saahebigger collective dehkan farms and
state owned agricultural enterprises (Tab. 2.2, lvBank 2012)° Throughout this
paper, we will classify private individual and fdyndehkan farms as small private
farms (<20 ha).

Regarding the division of the cultivated area istate owned agricultural enterprises,
dehkan farms and household plots, the privatizapimtess came basically to a halt
since 2007. The share of the area cultivated bystaite owned agricultural enterprises
has only slightly decreased from 23 percent in 2@0around 18 percent in 2011 (Fig.
A2.10). The share of land cultivated by private aotlective dehkan farms increased
from 55 percent in 2007 to 60 percent in 2011 dredghare cultivated by household
plots remained around 22 percent during that tiemeod (Fig. A2.9, A2.11). Unfortu-

nately, the Tajik Statistics Agency does not repony statistics for sub-categories with-

% Importantly, changes in productivity which areitgd for post-privatization periods will not influee our esti-
mates of the price shock which took place in 2Advfik 2002).
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in the dehkan farm category. However, the Food Agicultural Organization (FAO)
reports that in 2006 and 2010 two thirds of theaanmeder dehkan farms was cultivated
by small private dehkan farms and one third byemiVe dehkan farms (FAO 2009,
2011; Tab. 2.16). This indicates that the privdimra process with respect to further
splitting up the collective dehkan farms has naigpessed much from 2007 until 2011.
Furthermore, during a research stay in Tajikistanaltained statistics from the Tajik
State Committee for Land and Geodesy (SCLG) onntireber of SCGL-certificates
handed out to new private farms with less thantZseholders at the sub-district level
for the years 2007 until 2011. From 2007 until 20the SCLG project was the biggest
project trying to further split up collective delmkdarms into smaller private family
dehkan farms (Lerman 201%)Measured by the number of newly issued certifisate
the privatization process decelerated from 2009 2611 compared to 2007 until 2009
(Fig. A2.12). We use these statistics at the ssbridi level to control for the heteroge-
neity of the privatization process across sub-distrin our regressions. Furthermore,
we control for all institutional changes at thepnze level by including province-year
dummies and for all time-invariant institutionalachcteristics at the district level using
district dummy variables.

Effectively, the cotton growing sector fragmentatbitwo types of farms (small private
vSs. big para-statal farms) which use comparablelyotion techniques and land quali-
ties. Cotton yields and efficiency are comparalg@gveen small and large farms (World
Bank 2012, Tab. 2.2). This is also reflected indh&ut shares: From 2007 until 2011,
the share of Tajikistan’s cotton production origing from dehkan farms and state-
owned enterprises closely tracks their respectiagesin area devoted to cotton produc-
tion (Fig. A2.19, A2.20¥! In most sub-districts, both farm types exist (Kass2011,
Fig. A2.14). During the harvest season, all typefsions require additional wage work-
ers for cotton picking, which is the most laboreiméive production step. It is predomi-
nantly performed by women (and children) becauske nador is missing (due to the

40 Although we do not dispose of statistics from otpevatization projects like the World Bank Land Regation

and Cadastre System for Sustainable AgricultureeRr@¢i. RCSP), we think that the SCLG statistics arebtst ones
to describe the privatization on the ground in ®hreal changes in the organizational and ingergtructure of
farms. In contrast to the LRCSP certificates thateweanded out for free, farmers had to pay half mioathly aver-
age wage of around 300 Somoni for a SCLG certifitmt@round 2 hectares. Because those certificatesrdy pre-
requisites for founding a new farm, farmers thataoted the SCLG certificate are more likely to eatart their

own family farm. In an interview with the former dgk of the commission responsible for the LRCSP, dabe

obvious that in most cases handed out LRCSP cetéficdid not actually lead to founding a new farmgahiza-

tional structures of the collective dehkan farm dat change, although individual farmers had oletdithe LRCSP
certificates (also see van Atta 2009).

4! Unfortunately, official statistics do not repoigures for small vs. big collective dehkan farnts.Figures A2.19
and A2.20, the province around the Tajik capitasBanbe (RRP) has a much higher share of cotton gioduand

area on state owned enterprises. This is mainlytdube fact that still around 30 percent of théticated area is
under state owned enterprises that mainly prodatterc In addition, as far as allowed by local auities, dehkan
farms in this province produce other crops likdatérand vegetables because of the low transpontatists to the
Dushanbe market.
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Civil War 1992-97 and due to labor migration to Ba¥ and because of women’s al-
legedly higher degree of dexterity. With a montbay of around 38 USD, cotton pick-
ing is among the worst paid economic activitiesTajikistan®? To the firms, wages
make up between 3 and 10 percent of cotton proceithis the production and market-
ing chain (Sattar and Mohib 2006). Integrated lalbarkets do barely exist in rural Ta-
jikistan because managers on collective dehkarstatd-owned farms exploit their own
shareholders and their families as well as polittcanections to recruit cotton pickers.
In effect, farm managers have access to an unlinfgemetimes involuntary) pool of
workers from other parastatal and state-owned gmses, universities and schools
(ICG 2005, ICLG 2007§° Familydehkanfarms hire at the local labor market and in the
extended family. Mobility across local labor masket extremely untypical as women
in rural Tajikistan command a severely limited gemipic action space and are often
not allowed to work outside the local communityisTis mainly due to the Islamic re-
vival that prevents women from travelling withouales from their family, who mostly
migrated to Russia for work.

We will now describe the remaining facts on thditagonal context of the Tajik cotton
sector. Official cotton quotas which had existeatsi Soviet times were somewhat re-
laxed in 2007 (Akramov and Shreedhar 2012). Togeilih rising international wheat
prices and a severe domestic shortage due to glirou2008, this lead to an immedi-
ate shift towards wheat production across all ecogmowing regions and farm types in
2009 (FAO 2009, TajStat 2012, Fig. A2.8). Althoygivate family farms have official-
ly been granted free crop choice (not least to stighe country’s precarious food situ-
ation), local authorities, cotton future companaesl cotton ginneries still try to push
private farmers into cotton production through pcéil pressure and the control of input
supplies and credit (ICG 2005; van Atta 209The system continues to resemble a
futurist- and state-financed quasi-command agucel{van Atta 2009) in which district
authorities generate the largest fraction of thkeeir revenues from local monopsonistic

42 |n many cases, cotton pickers also receive thratalks as in kind payments, which they usehtmating (van
Atta 2009). We also run regressions using wagessi and in kind as the dependent variable andesutts do not
change. Results are not shown, but can be requiestedhe author.

43« ocal officials do use coercive methods on teastend children.” "The kids have problems gettingjit books if
they don't go pick cotton," Babadjanova said. "Dgraxams and finals, they might have problems witdirtgrades.
Or there have been some cases, very rare, whesiutients [were] expelled from school for not goiagick cot-
ton.” (van Atta 2009) “Some adult government empleg;, including doctors and teachers, were requiyedajik
authorities to pick cotton.” (Department of Stad.Q)

44 Another argument put forward is that farmers ‘vitarily’ grow cotton because this is the only wayget access
to loans for purchasing inputs (Kassam 2011).Howewar interviews and collected data from farm headreys in
Tajikistan show that unofficially cotton quotadistiist in Tajikistan and are enforced by locathanrities to ensure a
steady supply of raw cotton for rent extraction(Ta2.17, A2.25).
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ginneries™ Local futurist companies and cotton gins collude g@rovide credit and
inputs for cotton growing at inflated prices whitacing farmers to enter future con-
tracts with often unrealistically high producticardets and low output prices. This fu-
turist system of cotton financing resulted in iragiag indebtedness of farmers over the
last decade (van Atta 2009). Although these delet® wvritten off in 2008, credit con-
straints still force farmers to grow cotton and tise crop as collateral for credit (van
Atta 2009, Kassam 2011). For the period under denation in this paper (2007-11),
private family and collective dehkan farms as vaslistate-owned agricultural enterpris-
es did not differ with respect to market power: 8llthem faced regional monopsony
power of cotton ginnerie®.Accordingly, farm profits and wages were supprésgehe
expenses of ginning and loan costs, whereby masagebig collective dehkan and
state-owned farms participated in the rent extacsiystem (Sattar and Mohib 20036).

Cotton yields in Tajikistan are low by internatibrséandards, mostly due to aged or
destroyed irrigation infrastructure. Somewhat sifigd, the raw cotton is harvested,
sold to the local cotton gin, processed and thesh @acording to the spot rate for cotton
at the Liverpool Stock Exchange minus transpontatiosts (ILRF 2007; Kassam 2011).
In 2006, there were 38 cotton gins in Tajikistamerg gin has a local monopsony for
the surrounding district due to political pressaral quality constraints in transporta-
tion.*® Most of the previously state owned ginneries wateatized in the year 2000,
but are intertwined with cotton future companies aollude with local authorities to
extract rents from cotton farmers (van Atta 200%jjik cotton ginneries are also quite
inefficient compared to international standardse Tlrnover rate of raw to ginned cot-
ton is about 30 percent at maximum (Kassam 201he inneries exert their
monopsonistic market power often by evaluating dhality of the cotton as too low

5 The tax on ginned cotton is collected and canxwtusively spent by district authorities. Furthenmomany dis-
trict authorities are heavily intertwined with tleetton sector (stakeholders of cotton gins or trgdiompanies).
Thus, district authorities have a strong incentoverevent that farmers sell the raw cotton to ginsther districts. In
2011, district authorities were still closing therdbers to neighbouring districts in harvest timagkam 2011, World
Bank 2012, Interviews conducted in Tajikistan).

“® Note a crucial difference to the market structoii¢he US: While the organization in collectivestwhorizontal
market structures helped overcome the monopsomisfioitation in the cotton sector of the South8tates, collec-
tives in Tajikistan operate in vertically organizedrkets. Hence, farmers and collectives remaily tidpendent on
ginneries and trade intermediaries.

47 As of 2014, small holders can now more freely mgk®mving decision because credit constraints haen be-
laxed and local officials interfere less in the wirmg decision; nowadays ginneries and future congsaprovide
incentives to small farmers to continue growingt@ot However, our interviews conducted in early 201 Tajiki-
stan suggest that the internal market ‘liberal@atstarted only in 2012/2013, hence after our okeeon period.

8 As described above, local authorities force farmersell to the local cotton ginnery because theryegate most of
their tax revenues from ginneries and are ofteolired in the local cotton business. In additionrimy transporta-
tion the quality of the raw cotton deterioratesrdasing the price paid by the ginnery. Sellingrdng cotton to the
ginnery of the neighboring district is very codity the farmers (Kassam 2011).
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and thus paying inadequate prices per ton of rawmoFinally, the processed cotton is
exported:®>°

2.3 Theory

Based on the insights from the background secti@npresent a simple model in Ap-
pendix 2 C that captures the main features of ek Totton sector and describes the
pass through of the world cotton price surge toasagf cotton pickers. In this section,
we will briefly introduce the model and discussiitgplications that we test in our em-
pirical analysis. We assume that there are twoessmtative types of farms (small pri-
vate vs. big para-statal farms) that produce cattowheat’ Both farms command the
same constant returns to scale Cobb-Douglas priodutgtchnology using the produc-
tion factors land and labdf.The total land endowment per farm is fixed, beedasd
markets do not exist in Tajikistan and farmers canncrease land endowments in the
short and medium run (van Atta 2009, Lerman 20TIRys, the fixed amount of land is
allocated between cotton and wheat production (S¥ayret al. 1984). The second pro-
duction factor labor is mobile between cotton arfteat production within the same
farm type, whereby cotton is more labor intensivent wheat, particularly during har-
vest time. However, both farm types differ with pest to the characteristics of their
labor supply curves. Small private dehkan farme facompetitive local labor market
that comprises landless females from local villagdso are often not allowed to work
outside the local community. In harvest time, smpalNate dehkan farms in local labor
markets compete for those female agricultural warkand, thus, their labor supply
curve is upward sloping. In contrast, big paraadtérms are still heavily intertwined
with local governments and receive harvest worlsast by the local government,
which comprise workers employed in the public adstration, schools, hospitals and
other para-statal enterprises as well as studewdtsehool children (van Atta 2009, In-
terviews in Tajikistan). Those workers and the shalders of the big farms are forced
to work at the cotton harvest for minimum pickingges that are announced by district

49 Tajikistan is only now trying to establish a testihdustry. Major international customers of Tajikton are Rus-
sia, China, Latvia, Iran, and Switzerland. Tajikistdoes impose a sales tax on cotton lint of 10guerfor exports
and domestic sales, but non-tariff barriers doend@st. On March 2, 2013, the country has becomel&8h WTO
member and will gradually reduce tariffs on cotéar cotton fabrics (bound rate to decline from@®32Q until 2017)
as well as on cotton yarn (bound rate to decliomf20 to 15 until 2016).

0 The domestic freight traffic is operated by snmalvate firms in a competitive environment (basednoedium-
sized trucks) (WFP 2005). Tajikistan is landlocled its integration in international transport eyss is inefficient
due to a lack of investment. In the early 2000starthan 80 percent of exports were exported bykTRdilways
through Uzbekistan which controls export routes elmarges high tariffs (WFP 2005).

1 Wheat is the main alternative crop grown by faimeotton regions of Tajikistan (FAO 2009, 2011) the model,
we could also interpret wheat as an aggregatehef @lternative crops.

%2 For simplicity reasons, we exclude other inpute eeds or fertilizer. However, it is straightfard to include
these additional inputs and the results of the @atjve statics do not change.
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authorities for each harvest seasdhlence, we assume that big para-statal farms face a
completely elastic labor supply curve at the levkethe official district-specific mini-
mum wage.

As described above, cotton gins are regional mamupts that do not discriminate be-
tween farm types. They collude with futurists tdasb the raw cotton from local farm-
ers paying the same farm gate price for raw catboall farm types. After processing
the raw cotton into ginned cotton, ginneries expbé ginned cotton and receive the
FOB export price, which basically equals the spt# for cotton at the Liverpool Stock
Exchange minus transportation costs (Kassam 2012.2)>* Although ginneries ap-
ply several strategies to exert their market powsr think that the traditional mecha-
nism of reducing the purchased quantity to low@utnprices is the dominant strategy
(van Atta 2009, Kassam 201°F)Thus, both farm types are price takers of the fgate
price for raw cotton offered by the local gin. Whaad other crops are exclusively sup-
plied to the domestic market, whereby both farmesypre also price takers. They max-
imize their profits by deciding over the optimalasé of land allocated to wheat and
cotton production as well as the optimal use obtagiven the production technology,
output prices for cotton and wheat as well as therést rate. Both farm types need to
pre-finance the payments for the use of the praoludactor labor with the help of fu-
turists and gins, because they solely receive ¢hernrue from crop production several
months after the harvest (Kassam 2011). As exglaai®ve, we simplify the model
assuming that ginneries colluding with futuristsrdu exert their market power by in-
fluencing the interest rate, but through reducimg farm gate price for raw cotton. For
aggregation and computation of the comparativecstatve further simplify the model
by assuming that the area controlled by the lootibo gin equals the area of the local
labor market, whereby both representative farmsaat&ve in this area and the total
farmland is shared between both. Thus, both reptatsee farms are aggregates of all
single farms of their type within the local laboarket and their labor demand equals
the total labor demand of farms of that type inltel labor market®

%3 Shareholders on big collective dehkan farms cosegtie other part of the coerced labor pool bigéaare able to
exploit. Those mostly female shareholders are baaride big farm by strong social and traditionaims, a lack of
human capital and conscience about the agricultafatms and their shareholder rights as well assimg economic
resources (van Atta 2009).

% There are not more than ten big futurist companjesvrating in Tajikistan that also own or colludivithe vast
majority of gins (van Atta 2009, Interviews in Tkgitan). These futurist companies organize the gxgfdhe ginned
cotton through their connections to internatioratan traders.

%5 Kassam (2011) assumes that ginneries colludin fuiturists additionally exert their market powbraugh in-
creasing the costs of credit for inputs or incnegsnput prices. However, this makes the model icemably more
complex and does not provide additional insightshenlabor market mechanism we focus on.

%8 This simple aggregation is possible, because wignas constant returns to scale.
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It is straightforward to show that in this simplett;ng the monopsonist increases the
farm gate price in response to a surge in the ica@xgport price to increase its profits by
securing a rising supply of raw cotton (AppendiXC® The relative increase of farm

gate prices for cotton relative to wheat leads &eo enlarge the area sown with cot-
ton and to reduce the area sown with wheat. Dumtimn being more labor intensive

than wheat, this increases the labor demand foresaworkers on both farm types.

Because small private family farms compete for ipigkvorkers at local labor markets,

wages for picking workers on these farms rise actien to the cotton price surge. Big

para-statal farms face a completely elastic lalbppl/ curve and wages do not rise on
those farms. This simple comparative static rasytesented in Fig. 2.3 (for details see
Appendix 2 C).

Thus far, descriptive statistics and qualitativederice collected during a research stay
in Tajikistan support important parts of this pdg®ugh mechanism. As argued above,
the surge in the world market price of cotton frévgust 2010 until March 2011 by
over 100 percent can be treated as exogenous ikista) (Tab. 2.1, Fig. 2.2). The
model predicts that this rise in the cotton exmoite should lead gins to increase the
farm gate price for raw cotton. Indeed, during riwviwvs conducted in Tajikistan in
2014, farmers and ginnery managers told us thafaime gate price had strongly in-
creased in the harvest of 2010 as well as in futargracts offered by futurists and gins
in the sowing period of 2011. Domestic prices fdreat and other crops did not show
such increases (FAO 2011, Fig. A2.7). As predittedhe model, the relative increase
of cotton farm gate prices led farmers to enlalye drea cropped with cotton in ex-
change for area cropped with wheat and other cno@011 (FAO 2011, Fig. A2.6,
A2.8). In fact, Figures A2.15-A2.18, A2.21 and A2.2how that small private as well
as big collective dehkan farms and state ownedcaltpral enterprises increased the
area cropped with cotton (FAO 20T1)Thus, farm managers of big farms as well as
small private farmers seem to closely follow therldqrices of cotton and base their
growing decisions in early spring time on this mhation. This is further corroborated
by Table A2.17 that shows that 71 percent of sfaathers and 75 percent of managers

57 As already mentioned above, the Tajik Statistigerfcy does not report statistics for sub-categari¢se dehkan
farm category. However, in interviews with offigabf the Tajik Statistics Agency, we obtained thespnted data in
Figures A2.21 and A2.22 on area cropped with cditordehkan farms smaller and larger than 20 hheaprovince

level. Unfortunately, we did not receive data oa ttumber of small vs. big farms (or area cultivagcthis farm

types) at the province level and, hence, had tghtehe data on cotton area harvested by some meeglicating

the percentage of cotton area cultivated by snmalllzig farms. We decided to use the share of dgyi@l workers

on small farms per province computed from the Tld&$aset. Figures A2.21 and A2.22 corroborate thairfgs

from Figures A2.15-A2.18 showing that agricultueaiterprises as well as dehkan farms had increasedumder
cotton in 2011.
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on big farms closely follow the world price of amit®® Because harvesting cotton is
much more labor intensive than harvesting wheabtber crops grown in Tajikistan
(FAO 2009, 2011), the model predicts that the nedatise in area cropped with cotton
should strongly increase the harvest labor demanidoth farm types. However, due to
both farm types facing different labor supply cuvihis should only increase wages on
small private farms, but not on big para-statamnfsrBecause cotton picking is mainly
done by female, the wage increases on small fahmslé be mainly due to female agri-
cultural workers. Furthermore, we expect that psofif managers on big para-statal
farms should strongly increase in response to ¥peré price shock. In the remaining
part of this paper, we will test these predictienspirically using the dataset and identi-
fication strategy described in the following sentio

2.4 Empirical methodology and data

Our data basis comprises the Tajikistan Living 8&mds Survey (TLSS) conducted by
the World Bank and UNICEF in 2007 and 2009 andlevioup survey for 2011 con-
ducted by the Institute for East and Southeast figan Studies (10S). All three waves
were collected during the cotton harvest seasdhatove have comparable measures of
labor market participation in cotton picking. Indéitbn, the survey contains an array of
household and individual level characteristics. Titet wave in 2007 comprises a rep-
resentative sample of 4,860 households living & @iimary sampling units (PSUSs). In
the second and third wave, the sample consistsrepr@sentative sub-set of 167 PSUs
and 1,503 households (Danzer, Dietz and Gatsko®8)2@or the empirical analysis,
we only use the households living in the 167 P3$ids are included in all three waves.
Unfortunately, the three waves of this potentiahgdahousehold survey had not been
matched at the individual level so far. During thatching procedure, we found many
inconsistencies and errors in the identifiers atitidividual, household and PSU level
as well as in many other variables. The appliedrgélggy and matching procedures are
described in Appendix 2 E. Using the corrected fifiers, | was able to match 6,097
individuals across all three waves, 1987 individuatross 2007 and 2009, 1,052 indi-
viduals across 2009 and 2011 and 769 individuaissac2007 and 2011. 10,088 indi-
viduals only appear in 2007, because the numb&ioo$eholds per PSU was reduced

%8 |n addition, during interviews in Tajikistan in 24, many farmers told us that they base their grgwdecision in
the sowing period (January until March) on the gsithat prevailed during the last harvest periawartil the sow-
ing period. Farmers that do not have access tgtiie information mostly base their growing demis on the prof-
its made by themselves or by neighbors plantinfig@ift crops during the last agricultural season.

%9 As a robustness check, we run regressions inautiie households living in the 103 PSUs excludest 2007 and
our results do not change. The results of this stimss check can be requested from the author.

69



from 18 to 9 in the TLSS 2009 and 2011 (Danzel.e2G13)%° Thus, our panel dataset
includes 22,616 individuals and 38,618 individuaky observations, whereby 10,202
individual-year observations reported working.

We define cotton regions based on information alpsimary sampling units (PSUs/
communities) in the 2007 community survey that wasducted alongside the TLSS.
PSUs in which cotton was reported as the firstemoad most important crop, are de-
fined as cotton PSUs. Non-cotton PSUs are all reimguPSUs which are predominant-
ly characterized by agricultural production (seg. 2.4 and Tab. A2.18 and A2.19).

As expected, cotton PSUs are characterized by lalgude, better connectivity to
federal or district capitals and by better infrasture (roads, irrigation) than non-cotton
PSUs while population size and school enrolmentndo differ significantly (Tab.
A.20)%* Workers employed in agriculture in cotton PSUs pdse the treatment group.
The control group contains agricultural workersnon-cotton PSUs. Table A2.21 pre-
sents summary statistics for the treatment an@dhé&ol group in the year 2007. Build-
ing on the heterogeneity in labor supply faced iffgient farm types, we further refine
our treatment and control group to agricultural keps in cotton PSUs at small private
family vs. big para-statal farms, respectively. $uamy statistics for this second defini-
tion of treatment and control group are presente@iable A2.22 for the year 2007. As
robustness check, we use two additional definittongotton PSUs using external GIS
data from the FAO GAEZ data base (FAO 2013) as a®la definition based on alti-
tudes below 1000m sea level. The GIS data emplifgrent criteria for soil quality,
climate and other geographic characteristics terdehe the suitability of arable land
for cotton production (for details of these defimits see Appendix 2 B). We merge the
GIS data with the geo-referenced PSUs in the TLO® Zurvey? As additional ro-
bustness check, we define treatment at the disévell, whereby any PSU in a cotton
district is defined as cotton PSU. We classifysdrdit as a cotton district, if more than a
certain percentage of PSUs in that district arenddfas cotton PSUs. As thresholds we
use 30, 50, or 70 percent.

Because of the cotton price spike in 2010/2011 thedncreased cotton production in
2011, labor demand for cotton pickers should hagesased strongly in cotton growing

8 For more details see the Appendix 2 E. The seleqtrocedure for selecting 9 out of the 18 houskhai the
revisited 167 PSUs for the TLSS 2009 and 2011 weaedb on random sampling and should not influenceesults
(Danzer et al. 2013). However, we run regressiowcfiding the households that only appear in 20G¥ aur results
do not change. These results can be requestediimeuthor.

®1 In robustness checks, we control for these comiyimiel variables as well as control variablethat sub-district
level for the year 2007 and our results do not ghan

®2 The geo coordinates for PSUs in the TLSS 2007 Wigely erroneous and we had to retrieve the coiirdor-
mation from Tajik websites and other open sourcksites (see the Appendix 2 E for more details).
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regions in 2011. We expect wages of the treatmenitpg(agricultural workers in cotton

PSUSs) to increase from 2009 until 2011 relativéhecontrol group (agricultural work-

ers in non-cotton PSUs). From 2007 to 2009, copaces slightly decreased and we
expect a negative or no effect on wages of thdanreat group relative to the control
group (Fig. 2.2). Our empirical analysis uses twainrspecifications. We estimate the
following model by OLS using only the sample ofiaglttural workers:

In (realwageph);;
= o + B1(cottonPSU X year09) + B, (cottonPSU X year11)
+ BzcottonPSU + B,year09 + Bsyearll + X'y + T+ u;e  (2.1)

for individuali at timet.

The dependent variable is the contemporary logmeaivage per hour for individual
in yeart.%® As regional CPIs are unavailable, we deflate wéyesational CPI and con-
trol for province-year dummies in the model (whalko pick up other differential time
trend across provinces). We interact the year durfmmg011 with a dummy for cotton
PSUs to capture the effect of the rising cottooguon the treatment groyp in the year
2011. The coefficienf; tests whether the wage growth between cotton émet agri-
cultural workers differed already in the pre-prigke period from 2007 to 2009. In ad-
dition, the dummies for the years 2009 and 2011thedotton PSU dummy are includ-
ed separately. The vector of control variabtescludes gender, age, two dummies for
middle and higher educatiosgcondaryedandtertiaryedy, three dummy variables for
occupational groupogchigh stands for one-digit occupational codes 1608¢4578
stands for one-digit occupational codes 4, 5, 7 &mutcagriskilledstands for skilled
agricultural occupations), a dummy for firm siz&licating whether a firm has more
than 50 employeedimbig), and a dummy for state owned enterpristatéfirn). In
addition, we include district fixed effectghat control for all time invariant district spe-
cific characteristics, e.g. institutional charaises that differ between districts but do
not change in tim& The included province-year dummies control foreimarying
characteristics at the province level like economitivity, institutional changes and
differing weather conditions. We also control farntmies of the interview month to

8 In the survey, the variable wage is reported fierpast month and hours worked for the last twokeie&s cotton
pickers are paid daily wages, we use this inforomato compute the average hourly wage for therfasith. Other
information on labor market participation is measlifor the last two weeks. However, wage paymeantsrid are
reported for the last year. In a robustness cheekjnclude average monthly in kind payments in dependent
variable wage and the results do not change. Thdtsecan be requested from the author.

8 Tajikistan comprises 5 provinces (Oblasts), 5&idts (Hukumats/Raions) and 406 sub-districts (J&s)o
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capture seasonal effeéfsln addition to the OLS estimation, we estimatehespecifi-
cation with individual fixed effects to control fanobserved heterogeneity at the indi-
vidual level. Standard errors are clustered atRB&/community level throughout all
specifications.

The second specification is based on the full sarophgricultural and non-agricultural
workers:

In(realwageph);;
= o + 31 (cottonPSU X year09) + {3, (cottonPSU X year11)
+ B3cottonPSU + B,year09 + Bsyearll + 4 (agri X year09)
+ B (agri X year11) + Bg(agri X cottonPSU) + Boagri
+ B1o(cottonPSU X year09 X agri)
+ B4, (cottonPSU X year11 X agri) + X;/ vy + T
+ ujt (2.2)

The treatment effect is now capturedfay, which reports the effect of the cotton price
shock on agricultural workers (agri) in cotton PSldmpared to agricultural workers in
non-cotton PSUs. The coefficiefi{o tests whether there was a differential effect on
agricultural wages in cotton PSUs compared to raiten PSUs in the pre-shock peri-
od. To investigate differences between small famgy big para-statal farms, we will
split the sample of all workers into workers at Br(xe25 employees) vs. big firms (>25
employees$® For an additional robustness check, we enriclsétend specification by
interactions with a dummy for working at a firm Wwitess than 25 employeesntal).

To analyze labor supply adjustments to the priagclshwe employ probit and linear
probability specifications with a dummy indicatimgprk in agriculture as dependent
variable. In these specifications, we use the sexpdanatory variables as before and
additionally include individual and household lew#laracteristics that influence the
labor supply decisioff’ The estimation uses the full sample of working adalts to

% The interviews in all three waves were conductethfSeptember until November, whereby in 2011 adtighare
of interviews was collected towards the end of ltlevest season. Depending on the province, therctarvest
starts at the end of August and lasts until mitlofember. Because at the start of the harvest seakiyher quanti-
ty and quality of cotton can be picked per daylydaages are higher. Weather conditions in termaainf also influ-

ence the quality of the picked cotton and, thudy deages earned. Because wages in the survey poeted for the
last month, we control for seasonal variation itta picking wages by including dummies for the thoof the

interview in all specifications. Excluding those milo dummies does not change the size of the caaffcand gives
even smaller standard errors.

® As mentioned above, the only reliable criterionidentify collective dehkan farms and agricultueaiterprises
(with their specific organizational and incentivteusture) is farm size, specifically a farm sizgdsr than 20 hec-
tares or a number of shareholders bigger than 251(/Bank 2012, Interviews with GIZ officials in Tiijstan).

7 We exclude occupation dummies that are highly gadous to the dependent variable working in agricel We
additionally control for PSU and sub-district lew#laracteristics in 2007 that may influence thetatupply deci-
sion. For robustness checks, we estimate the jpatiicnh equation using only control variables apijmepin the wage
regressions and results do not change. The resullee wage regressions are also highly robushd¢tuding addi-
tional controls at the individual, household, PSid gub-district level.
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test whether new workers entered agriculture falgwthe labor demand shock induced
by the price shock.

Furthermore, we conduct various robustness chemk®ur main specification using
additional datasets obtained during a field reseatay in Tajikistan (see Appendix 2
B). We control for additional characteristics a& #8SU and sub-district level before the
price shock in 2007. We also test whether the praon process may explain our
results by controlling for the number of newly isdwcertificates for small farms at the
sub-district level. Furthermore, we check whethar r@sults may be explained by mo-
nopsony power of big para-statal farms in spedifoal labor markets by controlling for
the share of agricultural workers on small farms P8U. Further regressions address
possible selection issues, look at profits of mansgnd try to identify the exact chan-
nel of the labor market mechanism by controlling tfte area cropped with cotton per
district. In addition, we estimate a measure ofgghee pass-through as the elasticity of
wages with respect to the cotton price in an OlaghBwork:

In(realwageph);;
= o + B1In (p;) + B, (cottonPSU X In(p;)) + Bs(agri X In(p;))
+ B4 (cottonPSU X agri X In(p;)) + Bs(agri X cottonPSU) + Bgagri
+ BycottonPSU + X;'y + T + ujq (2.3)

For cotton PSUs, we define the prigap the average cotton FOB export price in year t.
For non-cotton PSUs, we definegs the average wheat CIF import price in yeaet, b
cause wheat is the main crop grown in non-cottgmores of Tajikistan and domestic
wheat prices closely follow international pricesSAID 2011). ThuspB, measures the
pass-through of cotton prices to agricultural wagesotton PSUs compared to the
pass-through of wheat prices to agricultural wageasn-cotton PSUs. In this specifica-
tion, we use the same explanatory variables agdelfustead of average yearly prices,
we also run these regressions using average piio@sg the sowing period (January
until March) as well as the average harvest prineg prevailed two weeks before the
respective interview. For robustness checks, wenastl market prices for cotton and
wheat instead of Tajik export and import prices.

2.5 Results

The world cotton price hike had profound conseqasriaoth for labor force participa-
tion as well as workers’ incomes.
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2.5.1 Results I: Participation in cotton harvesting

According to our theoretical considerations, higlttan prices during the sowing period

of 2011 let many farmers shift their agriculturabguction from other crops (predomi-

nantly wheat) to cotton. This implies an expangibagricultural area devoted to cotton

and hence larger areas to be harvested in late. Zdde the cotton harvest is much
more labor-intensive than the harvest of other €régrmers have to adjust their work-

force in order to account for the larger crop arésssed on these considerations we
have predicted a relative expansion of the agucaltworkforce.

Indeed, participation in the agricultural sectos Babstantially increased in areas which
are suitable for cotton production (Table 2.3). @aned to the base year, the probabil-
ity that an individual of working age was working agriculture (note we have no par-
ticular information regarding the actual crops wesgkare dealing with) in cotton areas
went up by 8 percentage points. This effect waceotmated among women whose at-
tachment to agricultural employment increased byp&€centage points (or 53 per-
cent)?® This is unsurprising as women form the vast majaf cotton pickers. These
effects remain identical irrespective of whether weude individual fixed effects or
whether we control for the district share of wogken small farms (in the total agricul-
tural workforce). The unaffected result after irtthg the latter control suggests that the
workforce expansion took place across all cotta@asr no matter whether they were
predominantly characterized by smallholder or gatasfarming structures.

2.5.2 Results IlI: Effects on agricultural wages

Our main question of interest is whether cottorkg@is actually benefitted from the

global cotton price hike of 2011. Female agric@tuvorkers in cotton PSUs experi-
enced significant hourly wage growth at the timekigh cotton prices, hence, capital-
izing on the improved conditions for producershe global production chain. Estimat-
ing specification (2.1) for the sample of agricudtuworkers, we find that the hourly

wage rates of women in the agricultural sectoraased by significant 44 log points
due to the cotton price shock (Tab. 2.4 col. 33luding all workers in the sample and
estimating specification (2.2), we find that wagées even increased by highly signifi-
cant 61 log points (col. 9). The effect for maleiagtural workers during the cotton

price hike period is basically zero, again reflegtthe fact that almost only women en-

®8 Table A2.23 shows that 19 percent of working agedle in cotton PSUs were working in agricultur€g7.

® For robustness checks, we also used the sharerkérs on small farms (in the total agriculturalricforce) at the
PSU level. The results are the same and can bestglfrom the author. Table A2.26 shows thatealts hold, if
we only use the control variables that are alstuded in the main wage regressions (gender, agesdudation
dummies).
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gage in cotton picking. Also note that there aravage effects for the wave prior to the
treatment year (2009) and for non-agricultural veosk(col. 4-6), similar to the em-
ployment regressions. This supports our identiibcastrategy which crucially relies on
the common trend assumption between cotton andcatian PSUs. Once we account
for potentially confounding unobserved heteroggnéy including individual fixed
effects, the wage effects from the cotton priceeHlecome even more pronounced in
size and significance (Tab. 2.5). This result ipamant as our OLS estimates might
potentially suffer from composition effects: If nesmers to cotton-picking were signif-
icantly more productive than the previous workforitee positive wage rates could re-
flect productivity effects; however, all qualitagivevidence from our focus group dis-
cussions suggests that famers tend to pay the faoonely) wage rate to all of their
pickers.

We now focus on the separate response betweemgqattkers on small vs. big farms.
To accomplish this we split the sample by farm ,stefining small farms as those with
less than 25 employees. As mentioned above, weectios cut-off based on results
from our focus group discussions and evidence f@ifhdata, but also experiment with
other cut-offs such as 16, 25 or 50 employ@dsirst, we estimate specification (2.2)
separately for the subsample of small (<25 empkyaad big firms (>25 employees)
(Tab. 2.6). Second, we split the sample of agnicaltworkers into workers on small vs.
big farms using the same cut-off and estimate §ipation (2.1) for each subsample
separately (Table A2.27). Irrespective of the dfitwwe find wage gains for hourly and
monthly wages exclusively for women on small farwisile agricultural laborers on

large farms and men do not benefit (Tab. 2.6, A2B29)’* The wage response ap-
pears quite substantial. Given that labor costsemgkonly 10-15% of total production
cost in the cotton sector (Sattar and Mohib 200®&¥e is plenty of scope for other win-
ners from the cotton price hike, and we will tuorother effects in subsection 3.

Elasticities

In order to quantify the effect of the cotton praleock in a more intuitive manner, we
estimate the cotton price elasticity of agricultusages using specification (2.3). We

" The TLSS dataset does not include informationhenarea cultivated by farms. The only availabléaide is the
number of employees per firm, whereby we know waethe firm is an agricultural or a non-agriculluiem. As
mentioned above, the only criteria to categorizenfainto small private and big para-statal farmfaisn size with
the common thresholds being 20 hectares or 25 gmpdo

"I Table A2.28 presents the results from Table 2cuding individual fixed effects. The coefficierizes are in the
same ballpark, but standard errors increase. litiaddwe also included a dummy for working at aadirfirm and its

interactions with the cotton PSU, agri and year ohis in specification (2.2) and estimated this quple difference
estimation with OLS. The results are very similarthhe sample split results and can be requested fihe author.
Furthermore, we defined a small private farm usingther question in the survey indicating whethemalividual

worked at a household enterprise. Using this d&fimigives similar results that can also be recqaeftom the au-
thor.
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construct a price measure that equals the avemttencFOB export price for cotton
PSUs and the average wheat CIF import price forgauiton PSUs during the year of
the interview (alternatively, we also use averag®&isg and harvest prices) and regress
real hourly log-wages on this meas{f&he results show a slightly inelastic wage re-
sponse for the average yearly and sowing priceeatisiely, while during harvest time
the response of female agricultural wages to claigthe cotton export price is slight-
ly above unit-elastic (Tab. 2.7). According to ¢lieoretical considerations, the sowing
price elasticity should be the most relevant omeanse wages in cotton PSUs rise due
to an increase in area cropped with cotton andesjusst higher harvest labor demand.
Using this elasticity, we can rationalize the réesfdom Table 2.4 column 9, since

AD X €, X 6 = 250% X 0.42 ~ exp(0.61) — 1,

whereAp is the cotton price change between the sowingg@srf 2007 and 201%,,,
is the cotton price elasticity of agricultural wagend the expression behind the approx-
imately equal sign is the result from Table 2.4i0wmh 9 expressed in percént.

Income generation

Finally, we turn to the effect of the cotton prit&e on income generation more broad-
ly. By analyzing monthly earnings, we can shedtlighintramarginal responses to in-
creased wages (Tab. 2.8, 2.9). For instance, cqatickers might well use their in-
creased wage rates to afford more leisure, i.eucedmonthly working hours. In
essence, the tremendous changes to wage rates ohdyllg translate into income
gains. We find some evidence on such a behaviesglonse: While monthly earnings
increase for female cotton pickers in the fixecet$ model (Tab. 2.9), the OLS results
show only moderate increases which are not sigmiflg different from zero at conven-
tional levels (Tab. 2.8). This indicates that waskalready working before the cotton
price shock do only slightly reduce working holwtiewever, workers entering the labor
force due to the cotton price hike work fewer hatinan workers already on the labor
market in 2007 and 20089.

2.5.3 Effects on other labor market subgroups

Besides female agricultural laborers, other labark®t subgroups might have been
directly affected by the price changes of cottohilcClabor in cotton picking has a long
tradition in Tajikistan and beyond. During harviste, entire schools were temporarily

2 Results using the world prices of cotton and wiyatl basically identical results.

3 As farmers and workers are predominantly paidpmi markets, using the elasticity w.r.t. the hargeice may be
also reasonable. In this case, the estimated pasggh would indicate a wage increase of aroundd5@hich
seems to be too high compared to the estimateahie.4.
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closed in order to send school children to thedfigvan Atta 2009, ILRF 2007). While
this phenomenon has been on decline for severas,yesports of involuntary child la-
bor in cotton picking have not fully disappearede dé&fine child labor for youth below
18. Table 2.10 indicates a significant expansiotheincidence of child labor in cotton
PSUs in the year of the cotton price hike. Acrasthlsexes, the probability that adoles-
cents work during the reference week in the harpesiod is roughly ten percentage
points higher. This effect becomes slightly largace we control for the structure of
farms in the district (i.e., by controlling for tisbare of small farm workers per district).

But were cotton pickers the only beneficiariesha totton price hike? In fact, if large
parastatals were exploiting their political conmats$ in order to attract cheap labor,
where would the sharply rising revenues go? Oullitgtige interviews suggest that
farms increased their profits and that farm maragere benefitting from this. Just to
illustrate this point, several small private farsiexplained that managers of big farms
purchased big cars as a consequence of higherues/@rHere, we want to test this
more formally by analyzing managers’ earnings. timately, we can additionally iden-
tify farm managers by combining individual occupati(e.g., manager or farm owner)
with sector of operation (e.g., agriculture). Wguatlour previous estimation strategy in
a way to distinguish between employees and farmeosymanagers. We estimate a
quintuple difference estimator by enriching speaifion (2.2) with a dummy for work-
ing in a small firm and a dummy for being a manggeithe owner) as well as all inter-
actions between these two dummies and the dummiiesofton PSU, working in agri-
culture and the year dummiEsWe present the estimates for managers and employee
separately for small vs. large farms in Table 2.11.

The earnings of farm managers increased dispramaity during the cotton price hike
on both farm types, no matter whether we conditanndividual fixed effects or not.

In effect, while on small farms workeesd managers see an increase in earnings, the
only beneficiaries on large farms are manag®gxéet, the effect is fully concentrated in
the male subsample. For women, who hold little rgangnt/ownership positions in
our sample (only 37 percent of farms are run byoanen), the estimate is imprecisely

" n general, profits of managers on big farms avehrhigher than for small holders (Sattar and M&b6). The
FAO farm dataset illustrates this point by showihgt in 2005 the net profits on big farms were digprtionally
higher than on small farm (Tab. A2.24)

S We could not estimate the regression for the supkaof managers/owners, because there are tooiwag-
ers/owners in the dataset.

% In Table A2.30 and A2.31, we present results lier éstimation of our main wage regressions fromerant, 2.5
and 2.6 using the sub-sample of employees defiyethdy occupation question. The results show stwwage in-
creases for female employees on small farms dtlestootton price shock. Wages for female emplogeesig farms
and male employees do not increase. We did nothese regressions as our main regressions, betteuseported
answers for the occupation question were not alwapsistent with other information on activities the job. Thus,
we opted for estimating the main regressions fandlviduals that indicated having a job.
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estimated for small farni$.0n large farms, we observe no single women in aame:
ment position, resulting in missing estimates fos tategory. On first sight, male man-
agers on small farms seem to earn disproportiomadise than managers on large farms;
however, this effect reverses once we accountdtential labor supply adjustments by
analyzing monthly earnings rather than hourly wa@esa monthly basis, only manag-
ers of large farms reap substantial benefits frioencbtton price hike. This may even be
understated due to likely underreporting of prafiysbig farm mangers involved in the
rent seeking networks of the cotton sector.

2.5.4 Analysis of political connections on large parastat farms

So far we have simply assumed differences in galittonnections between managers
of small vs. large farms. Now, we illustrate th&edences more formally. We use the
GlZ Survey of Political Leaders data set of 2018l aompare answers of 672 district
(Hukuma} and sub-district Jamoaj politicians regarding the political influence on
farming decisions. Naturally, politicians’ answeossuch delicate questions might not
correctly reflect the true extent of political méince; however, finding differences be-
tween regions in which more or less large pardstatans operate should be indicative
of actual differences in political interferencegéiie 2.5 shows that politicians in dis-
tricts which predominantly contain large farms arech more likely to favor political
intervention in production planning and to repaotitcally prescribed production tar-
gets’® In general, there is mounting evidence that prédndargets for cotton are es-
pecially attractive for district leaders (van ABA09, Kassam 2011, Tab. A2.25).

2.5.5 Robustness checks

The following section rules out three potentiakaittive explanations: The first hy-
pothesis suggests that the privatization proceghinie responsible for the observed
pass-through patterns; the second explains the effgets by productivity differences
between small and big farms; and, the third suggstt the absence of wage gains af-
ter the cotton price hike can be explained by msnap power rather than by political
connections.

One potential threat to our identification couldmtfrom disproportionate privatization
of land between the survey years 2009 and 201digaussed in the background sec-
tion, we use data from the Tajik State Committeelfand and Geodesy (SCLG) on

7 Another explanation may be that many women on Isimahs report being the farm head, because theib&inds
seasonally migrated to Russia. Those women mayenfitlly responsible for handling the profits of tiaem.

8 Small farm districts are districts with more tHat percent of agricultural workers working on sniatins. Most
of the presented differences between small ane fangn districts are significant at the 5 percentl (Tab. A2.25).
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newly issued land use certificates for farms wetbsl than 25 shareholders to investigate
the privatization process over the period betwe@iv2and 2011. As Figure A2.12 illus-
trates, there was a substantial expansion in th&eu of newly issued SCLG land use
certificates before the year 2009, but not aftet gfear’® To lend further robustness to
our results we repeat our main analysis and includentrol variable that reflects the
number of newly issued SCLG land use certificatesrpunicipality Jamoaj. As ex-
pected, this does not change our finding of sigaiitly higher wages for female cotton
pickers (col. 7-12 in Tab. 2.13 and 2.14). Thiggates that the privatization process is
not driving our results.

If wages fully reflected labor productivity, wagé#fdrences between farm types may
simply reflect a selection of more productive waskm small private farms. To test this
potential explanation, we compare labor produgtiditferences in the GIZ farm survey
for the year 2013 (Tab. 2.2). For this we relateemsure of cotton yield per hectare to a
measure of worker per hectare, resulting in cottotput per unit of labor input. It turns
out that the average worker on large and small $gonoduces 968 kg and 964 kg of
cotton, respectivel§’

A monopsony power explanation of the missing waffiects in large farms would re-
quire that large farms artificially suppress thiedaintensity (per hectare) on its farms
in order to put pressure on wages. We use data tinenfiarm survey conducted by the
GIZ to study differences in labor intensity in t@ton sector. Table 2.2 reveals that the
number of workers per hectare (i.e., the labomisity of production) on big and small
farms is almost identical; this is also true famtde workers per hectare, the most rele-
vant group once it comes to cotton picking. Sinylathe cotton yield in 100 kg cotton
per hectare is very similar. In fact, small and faigns use as input very similar labor-
to-land ratios, making the use of monopsony powebig farms a very unlikely expla-
nation (Tab. 2.2). Furthermore, we test the monopgmwer explanation by including
the share of agricultural workers working on snmalivate farms per district (and per
PSU) as control variable in our main wage regressi(col. 1-6 in Tab. 2.13 and
2.14)%" A higher share of workers on small farms shouliidate a higher degree of
competition between farms in local labor markets aice versa. The results show that
the degree of competition in local labor marketesdoot explain our findings of in-

™ Computing the share of agricultural workers on $tsns per province using the TLSS, we also findt tthe
privatization process mainly happened from 2007 @009 (Fig. A2.13).

8 Given a total net harvest period of roughly fougeks the total daily productivity in Tajikistanganilar to Ante-
bellum productivity per worker in America, whereeoperson picked around 100 pounds per day.

8 The results for the share of small farm workensR®U are not shown here, but can be requestedtfrerauthor.
The results are very similar to the ones present@able 2.13 and 2.14.
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creased agricultural wages in cotton PSUs comptretbn-cotton PSUs from 2007
until 2011.

However, according to our theoretical consideratjaie pass-through of the cotton
price shock to agricultural wages in cotton regishsuld not be completely independ-
ent of the degree of competition in local labor ke#s. A higher degree of competition
leads to a steeper labor supply curve for smallgpei farms and, thus, the exogenous
increase in harvest labor demand due to the cqitane surge should translate into
higher wage increases. In Table 2.12 (col. 7-9)tegé this hypothesis by including the
area cropped with cotton per district, the sharagoicultural workers working on small
farms per district and the interaction between badhiables in specification (2.1),
which we estimate for the sub-sample of agricultuarkers (excluding the interaction
terms between cotton PSU and the year dummies).r@dts show that for female
agricultural workers the wage increases due te&in the area cropped with cotton are
significantly larger when the degree of competitioocal labor markets is higher. For
area sown with wheat, we do not find such effectd. (10-12). These results provide
further support for our hypothesis that the cofpoice surge affected wages of cotton
pickers on small private farms through competito@al labor markets.

A related question is whether local labor marketditions are reflected in wage re-
sponses: In more responsive (i.e., functional) labarkets faced by small private farms
we would expect a negative correlation betweenldiiel of unemployment and wage
levels. On big parastatal farms that command a pboberced labor, wages should not
react to local labor market conditions. Indeed,fivd that wages on smaller and more
market-oriented farms decrease with rising unempkayt rates while the correlation is
zero for wages on large farms (Tab. 2.15 col. 7-TB)s is another indication of struc-
tural differences between labor markets faced bgllspnivate vs. big parastatal farms.

Furthermore, we test the robustness of our resuttsa number of alternative specifi-
cations. Specifically, we exploit different defioms of cotton-suitable areas (according
to production capacity in the FAO GAEZ data or adowg to altitude based measures;
see Appendix 2 B for details) as well as differaggregation methods for cotton areas
(at district rather than PSU level). Employing #edternative treatment definitions
leads to the same strong results as in the mamessigns (Tab. A2.32, A2.33). Fur-
thermore, we include additional control variablesha individual, household, PSU and
sub-district level (Tab. 2.15) and we restrict eatimation sample only to laborers who
were working on small private and big parastatahtabefore and after the cotton price
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hike, respectively. None of these alternative apphes casts doubt on our main re-
sults®

2.6 Conclusion

Exploiting the unexpected doubling of the world kedrprice of cotton in 2010/2011
this paper has identified the commodity price dffatwages of cotton pickers. Using a
new household panel from Tajikistan, we employetlifference-in-differences strategy
based on variation in geographic suitability fotton production as well as price varia-
tion over time. The wage increase following the angion of the cotton production is
substantial. While women, who form the largest pathe cotton workforce, gain from
the price hike (real hourly wages increase by 84qud), no comparable benefits can be
detected for men. The increase in wages also ledstdostantial take-up of agricultural
work by women who were previously out of the lafmce.

These changes in employment and wages have suaksotial implications: While
women who work in the cotton sector are normallysidered the most deprived part of
the workforce without social benefits (Internatib@aisis Group 2005), the cotton price
hike clearly benefitted them. Moreover, the growtipaid labor market participation of
women will most likely have benefitted their abdeland relative economic standing
and bargaining power within households and withendociety as a whole.

Our findings suggest that the positive effect & frice shock operates through the la-
bor market: While female workers on private fan{dghkan farms gain from the cot-
ton price shock, their peers on big cotton farma gbose to nothing. Workers on fami-
ly farms have to be recruited for the harvest seasothe local labor market while big
farms exploit their political connections to coergerkers of other state-owned enter-
prises, university students and school children cutton picking. The fact that only
workers on small family farms gain from the pri¢®ek indicates that the pass-through
of cotton proceeds depends on the market strucRedectly elastic labor supply for
big para-statal farms let the wages of their wakstiagnate during the cotton price
surge in 2011. Our regression results as well @sviews which we conducted in early
2014 in Tajikistan suggest that the higher cottmteeds and farm profits on big farms
were appropriated by farm managers rather thanised to workers.

This paper sheds light on the link between intéeonal trade and the labor market con-
ditions of some of the most disadvantaged worketsasic tradable commodity markets
in developing countries. While working conditiomsthe cotton sector of Tajikistan are

82 The results on the estimation for the sub-sampflegorkers who were working on small private ang parastatal
farms before and after the cotton price hike careljeested from the author.
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generally harsh, we observe strong wage adjustni@idg/ing increased demand in the
market oriented branch of the cotton productionnaed his result is not confounded by
changing skill requirements or compositions ofwakforce as illustrated by our mod-
el that controls for individual heterogeneity. Qesults are short-run estimates of the
pass-through of world-market price fluctuationslamor inputs. In the long run, firms
might in theory adjust their capital stock, whicowever is less likely for credit-
constrained small-holders who are found to behaveoirespondence with market in-
centives. Big cotton farms seem to be severelyyadgoy rent-seeking behavior of
managers, cotton ginneries and local politiciartsis Teads to the surprising situation
that big farms are not more efficient in cottonguction than small-holders. According
to our results, the global hunger for basic commeslibenefitted some of the poorest
workers as long as basic market rules are respddtatte, this paper shows that so far
the privatization process in Tajikistan has suceddd establishing a more competitive
and entrepreneurial agricultural sub-sector thaated new income opportunities for
poor landless women in rural villages.

The presented case study clearly shows how a sewrtggnal dependence on exports
results in labor market risks for a substantiatticn of the local workforce and poten-
tially pushes the boundaries of national sociausggcinstitutions. While this time, the
rise in the world market price of cotton benefitted population, an equally likely drop
in the world market price might produce massiveiagocosts in Tajikistan. At this
stage, it remains an open question whether exprestor subsidies on cotton (as cur-
rently discussed in Tajikistan) are useful polingtruments to stabilize producer prices
at the farm gate. However, decreasing cotton pmaasdd probably push small private
farmers to substitute from cotton to wheat and roteps thus mitigating the negative
impacts of a potential cotton price slump. Therefan adequate strategy to mitigate
the risk of cotton price fluctuations is to effeelly secure free crop choice for farmers.
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Tables and Figures
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index for cotton (for current cultivated land amtiermediate input level irrigated cotton). Admirésive

units are districtshukumator raions); there are 58 districts in Tajikistan.
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Figure 2.5.: Indicators for political influence orfarming decisions (GIZ Political
Leader Survey 2011)
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Table 2.1.: Cotton exports and imports by country
Share of world export for ginned cot-  Cotton imports (in 1’000 480 Ib. Bales)

ton (lint) Ranking according to 2011 Ranking according to 2011

Country 2010 2011 Country 2009 2010 2011
1 United States  40.5% 25.5% 1 China 10,90311,97924,533
2 India 14.1% 24.1% 2 Bangladesh 3,900 3,700 8,20
3 Brazil 5.6% 10.4% 3 Turkey 4,394 3,350 2,382
4 Australia 7.1% 10.1% 4 Indonesia 2,500 2,400 @,30
5 Uzbekistan 7.5% 5.4% 5 Vietnam 1,695 1,569 1,625
6 Pakistan 1.9% 2.7% 6 Thailand 1,806 1,752 1,263
7 Malaysia n.a. 2.2% 7 South Korea 1,010 1,038 1,17
8 Greece 2.1% 2.2% 8 Malaysia 271 290 1,125
9 Turkmenistan 3.1% 1.6% 9 Mexico 1,393 1,196 1,000
10 Mali 1.3% 1.4% 10Pakistan 1,574 1,443 900
12 Tajikistan 1.1% 1.1%

Source: United States Department of Agriculture[@8%- Foreign Agricultural Service (FAS)
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Table 2.2.: Farm Characteristics from the GI1Z 2018rm head survey

p-value of the

Group Means (g'igi?:;ﬁ) twosided T-
Test
Small Farms Big Farms
(<20 ha) (>20 ha)
Shareholder per 2417886 2.439044 0.0211579 0.84
ha under cotton
(0.055328) (0.092848) (0.0211579
Female sharg-
holders per ha 1.437603 1.531426 0.0938234 0.195
under cotton
(0.0328423) (0.0644221) (0.0723106
% of farm area
cropped  with 0.469952 0.5105713 0.0406193, 0.008
cotton (in 2013
(0.0085186) (0.0129321) (0.0154856
Cotton yield in
100 kg per ha 23.32 23.62 0.3014078 0.25
(in 2011)
(0.1198784) (0.2317064) (0.2608806

Number of
observations

3384

869

Source: GIZ Survey of farm heads 2013

87




Table 2.3.: Participation in agriculture (working @e population)

(1) (2) 3) 4 (5) (6) (7) (8) ) (10) (11) (12)
Full Male Female Full Male Female Full Male Female Full Male Female
sample sample sample sample
VARIABLES Dependent variable: Working in agriculture
District share of agri. workers on small farms .03 0.05 0.02 0.04 0.07° 0.02
(0.04) (0.03) (0.05) (0.05) (0.04) (0.06)
cottonPSU*year2009 0.02 0.01 0.04 0.02 0.00 0.03 02 0. 0.01 0.02 0.02 0.01 0.02
(0.04) (0.04) (0.04) (0.04) (0.04) (0.04) (0.04) .00 (0.05) (0.04) (0.04) (0.05)
cottonPSU*year2011 0.08* 0.05 0.10* 0.08* 0.05 0.11 0.07° 0.05 0.09* 0.08° 0.05 0.11*
(0.04) (0.04) (0.04) (0.04) (0.05) (0.05) (0.04) .0d) (0.04) (0.04) (0.05) (0.05)
sex -0.00 -0.00
(0.01) (0.01)
age 0.00** 0.00** 0.00** 0.00** 0.00** 0.00** 0.01* 0.a 0.01 0.01° 0.01 0.01
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) .00 (0.00) (0.01) (0.01) (0.01)
secondaryedu 0.02* 0.03* 0.02* 0.02* 0.03* 0.03** 0.01 0.02 -0.03 -0.00 0.03 -0.02
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) .0 (0.02) (0.02) (0.02) (0.02)
tertiaryedu 0.06** 0.06** 0.05** 0.07** -0.08** -0.07** -0.01 0.03 -0.06* -0.01 0.03 -0.10*
(0.01) (0.01) (0.01) (0.01) (0.02) (0.02) (0.02) .0® (0.02) (0.03) (0.04) (0.04)
Constant -0.13 -0.08 -0.13 -0.15 -0.68** -0.45* -0.07 -0.03 -0.14 -0.10 -0.12 -0.13
(0.12) (0.12) (0.16) (0.13) (0.19) (0.22) (0.12) .20 (0.15) (0.16) (0.26) (0.20)
Individual and household controls Yes Yes Yes Yes esY Yes Yes Yes Yes Yes Yes Yes
PSU and sub-district controls Yes Yes Yes Yes Yes esY Yes Yes Yes Yes Yes Yes
Individual FE No No No No No No Yes Yes Yes Yes Yes Yes
Observations 19,856 9,505 10,351 17,016 8,182 8,834 19,856 9,505 10,351 17,016 8,182 8,834
R-squared 0.19 0.21 0.22 0.17 0.19 0.19 0.01 0.02 0.02 0.02 030 0.02
Adjusted R2 0.19 0.20 0.21 0.16 0.18 0.18 0.01 0.02 0.02 0.01 0.02 0.02
Number of panelid 12,044 5,686 6,358 10,836 ,13% 5,702

Robust standard errors (clustered at the PSU leveBrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is an indicator whethemptitson works in agriculture or not, whereby we timefull sample of the working age population. #lecifications include district dummies, provin@sy dummies,
dummies for the month of the interview as well amdies for cotton PSU and the year of the interviedividual and household level controls includeminies for the ethnicity and the marital statughefindividual as
well as household size. PSU and sub-district lesatrols are for the year 2007 and include theadizt of the PSU to the province capital, a dummyifban location, measures for the importance dtalfjure and male
unemployment in the PSU as well as the unemploymatat the dependency ratio, the share of econdlgnaaive population and the share of househadldsd below the poverty line at the sub-districtéé Columns 1-6
show OLS estimates and columns 7-12 individual tifrates. Columns 4-6 and 10-12 additionally ineltite district share of agricultural workers wotkion small private farms (out of all agriculturabnikers).
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Table 2.4.: OLS wage regressions for hourly wages

@ @ ©) 4 ®) (6) O ® ©
Agricultural workers Non-agricultural workers All w orkers
Full sample Male Female Full sample Male Female | garhple Male Female
VARIABLES Dependent variable: Log of the real wage per hour
cottonPSU*year2009 -0.10 -0.27 -0.04 0.07 0.06 0.07 0.14 0.08 0.14
(0.21) (0.26) (0.24) (0.10) (0.11) (0.16) (0.11) A0 0.17)
cottonPSU*year2011 0.22 -0.02 0.44* -0.01 -0.00 -0.09 -0.02 -0.03 9.0
(0.20) (0.24) (0.20) (0.10) (0.10) (0.16) (0.10) 1@ (0.16)
cottonPSU*agri*year2009 -0.27 -0.42 -0.18
(0.24) (0.28) (0.29)
cottonPSU*agri*year2011 0.27 0.01 0.61*
(0.21) (0.23) (0.24)
sex -0.16** -0.39** -0.35**
(0.04) (0.03) (0.02)
age 0.01** 0.00 0.01** 0.00 -0.00 0.00 0.00* 0.00 0.01*
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) .0® (0.00)
secondaryedu 0.03 0.06 0.00 0.17** 0.23** 0.00 0.11** 0.18** 00
(0.05) (0.08) (0.06) (0.04) (0.06) (0.07) (0.04) .0®) (0.05)
tertiaryedu 0.15 0.23° -0.19 0.41** 0.38** 0.44** 0.34** 0.33* 0.40**
(0.12) (0.13) (0.24) (0.05) (0.06) (0.10) (0.05) .0®) (0.07)
firmbig -0.22* -0.21* -0.20* 0.19** 0.23** 0.09 0.03 0.11** -0.10
(0.08) (0.10) (0.10) (0.04) (0.04) (0.06) (0.04) .08 (0.06)
statefirm -0.21** -0.15° -0.27** -0.55** -0.51** -0.53** -0.8** -0.42** -0.41**
(0.07) (0.09) (0.09) (0.04) (0.04) (0.08) (0.04) .0 (0.06)
occhigh 0.26* 0.22 0.04 0.17** 0.13* 0.27** 0.19** 0.14* B2**
(0.11) (0.14) (0.30) (0.05) (0.06) (0.09) (0.04) .08) (0.09)
occ4578 0.35* 0.29 0.15 0.20** 0.13* 0.36** 0.26** 0.17** 0.42*
(0.15) (0.18) (0.34) (0.04) (0.05) (0.10) (0.04) .08 (0.09)
occagriskilled -0.06 -0.16 -0.05 -0.41* -0.41* -0.34 -0.11 -0.25** 0.02
(0.08) (0.12) (0.12) (0.19) (0.18) (0.51) (0.07) .0® (0.10)
Constant 0.20 0.91 0.57 0.53** 0.08 -0.19 0.43** 0.04 -0.34°
(0.17) (0.93) (0.46) (0.11) (0.12) (0.22) (0.11) 1@ (0.20)
Observations 2,371 1,137 1,234 5,758 4,270 1,488 8,129 5,407 227
R-squared 0.38 0.34 0.43 0.25 0.19 0.29 0.39 0.32 0.42
Adjusted R2 0.357 0.299 0.402 0.238 0.173 0.250 0.386 0.307 960.3

Robust standard errors (clustered at the PSU levelrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is the log of the real waggehour in the last month. All specifications umbé district dummies, province-year dummies, dursrfoethe month of the interview as well as dumnfiiescotton PSU
and the year of the interview. Columns 7-9 addélyninclude a dummy for working in agriculture (dgand its interactions with cotton PSU and tharydummies. Columns 1-6 show OLS estimates fobikén-Dif of
specification (1) for agricultural workers (col.3}-and non-agricultural workers (col. 4-6). CoB Bhow OLS estimates for the Dif-in-Dif-in-Dif frospecification (2) for the sample of all workers.
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Table 2.5.: Individual FE - wage regressions for tidy wages

@ @ ©) 4 ®) (6) O ® ©
Agricultural workers Non-agricultural workers All w orkers
Full sample Male Female Full sample Male Female | garhple Male Female
VARIABLES Dependent variable: Log of the real wage per hour
cottonPSU*year2009 -0.09 -0.50 0.34 0.10 0.11 0.05 0.14 0.15 0.07
(0.35) (0.43) (0.32) (0.12) (0.14) (0.16) (0.13) 16 (0.16)
cottonPSU*year2011 0.24 -0.21 0.72* -0.13 -0.12 -0.19 -0.11 -0.11 2@.
(0.30) (0.39) (0.25) (0.11) 0.12) (0.20) 0.12) 1@ (0.22)
cottonPSU*agri*year2009 -0.60 -0.94° 0.21
(0.43) (0.49) (0.35)
cottonPSU*agri*year2011 0.16 -0.25 0.98**
(0.36) (0.42) (0.30)
age -0.04 -0.20* 0.03 -0.03 -0.03 -0.03 -0.03° -0.04° .00
(0.05) (0.10) (0.04) (0.02) (0.02) (0.03) (0.02) (0.02)
secondaryedu -0.13 -0.18 -0.13 0.16° 0.17 0.13 0.02 0.05 -0.07
(0.11) (0.25) (0.14) (0.09) (0.11) (0.14) (0.07) .00 (0.09)
tertiaryedu -0.59* -0.62° 0.06 0.13 0.13 0.16 -0.04 -0.01 -0.06
(0.28) (0.35) (0.39) (0.10) 0.12) (0.17) (0.09) 1@ (0.15)
firmbig -0.09 -0.10 -0.09 0.01 0.04 -0.04 -0.00 0.03 -0.05
(0.12) (0.16) (0.14) (0.05) (0.06) (0.08) (0.05) .08) (0.07)
statefirm -0.11 -0.02 -0.21 -0.27* -0.29** -0.18 -0.18** -Br* -0.19°
(0.11) (0.16) (0.17) (0.06) (0.08) (0.12) (0.06) .00 (0.10)
occhigh 0.47 0.29 0.54 0.15 0.09 0.27 0.17° 0.10 0.35°
(0.39) (0.42) (0.43) (0.10) 0.12) (0.20) (0.09) 1@ (0.18)
occ4578 0.61* 0.34 0.76 0.16° 0.16° 0.12 0.21** 0.18* 0.24°
(0.28) (0.34) (0.52) (0.08) (0.09) (0.15) (0.07) .0®) (0.14)
occagriskilled -0.13 -0.46° 0.19 -0.42 -0.26 -1.08 -0.15 -0.31* 10.
(0.18) (0.27) (0.21) (0.31) (0.29) (0.91) (0.11) 1@ (0.16)
Constant 0.70 7.15° -2.05 1.17° 1.23 0.85 1.03° 1.74* -0.42
(1.52) (3.69) (1.30) (0.70) (0.94) (1.05) (0.56) 70 (0.80)
Individual FE Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observations 2,371 1,137 1,234 5,758 4,270 1,488 8,129 5,407 2227
Number of panelid 1,978 956 1,022 4,114 3,030 1,084 5,773 3,706 2,067
R-squared 0.32 0.38 0.36 0.17 0.16 0.29 0.23 0.23 0.29
Adjusted R2 0.310 0.367 0.354 0.167 0.152 0.279 0.225 0.229 810.2

Robust standard errors (clustered at the PSU levelrentheses ** p<0.01, * p<0.05, ° p<0.1
The dependent variable is the log of the real waggehour in the last month. All specifications umbé district dummies, province-year dummies, dursrfoethe month of the interview as well as dumnfiiescotton PSU

and the year of the interview. Columns 7-9 adddaliyninclude a dummy for working in agriculture (@gand its interactions with cotton PSU and tharygummies. Columns 1-6 show FE estimates for ifnEDif of
specification (1) for agricultural workers (col.3)-and non-agricultural workers (col. 4-6). Col Bhow FE estimates for the Dif-in-Dif-in-Dif frospecification (2) for the sample of all workers
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Table 2.6.: OLS hourly and monthly wages for sampfait small vs. big firms (all workers)

1) @ ©) 4 () (6) (1 (8 © (10 (11 (12)
Big firms (>25 employees) Small firms (<25 employsg Big firms (>25 employees) Small firms (<25 empjees)
Full Male Female Full Male Female Full Male Female Full Male Female
sample sample sample sample
VARIABLES log of the real wage per hour log of the real monthly wage
cottonPSU*agri*year2009 -0.39 -0.42 -0.21 -0.20 480. 0.07 -0.39 -0.25 -0.34 -0.15 -0.37 0.08
(0.30) (0.34) (0.34) (0.28) (0.34) (0.34) (0.25) .30 (0.26) (0.24) (0.29) (0.30)
cottonPSU*agri*year2011 -0.31 -0.34 -0.10 0.25 60.0 0.90** -0.20 -0.18 -0.06 0.00 -0.16 0.55°
0.27) (0.36) (0.33) (0.25) (0.28) (0.31) (0.20) .2Q) 0.27) (0.22) (0.26) (0.30)
sex -0.36** -0.29** -0.46** -0.46**
(0.04) (0.03) (0.03) (0.03)
age -0.00 -0.00* 0.00 0.00** 0.00 0.01** -0.00 -0.00* .0D 0.00 -0.00 0.01*
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) .0® (0.00) (0.00) (0.00) (0.00)
secondaryedu 0.01 -0.01 0.00 0.15** 0.25** -0.03 0.05 0.03 0.05 0.17* 0.24** 0.05
(0.05) (0.08) (0.05) (0.05) (0.06) (0.07) (0.04) . (0.05) (0.04) (0.05) (0.06)
tertiaryedu 0.19** 0.03 0.43** 0.41* 0.46** 0.33** 0.21** 0.07 0.40** 0.41** 0.45** 0.32**
(0.07) (0.09) (0.10) (0.06) (0.07) (0.10) (0.06) .09 (0.09) (0.05) (0.06) (0.09)
firmbig 0.04 0.07° 0.01 0.06° 0.11** 0.01
(0.04) (0.04) (0.05) (0.03) (0.04) (0.05)
statefirm -0.36** -0.36** -0.27** -0.53* -0.50** -0.51* -0.42** -0.42** -0.32** -0.53* -0.48** -0.54**
(0.05) (0.06) (0.08) (0.05) (0.06) (0.10) (0.05) .0®) (0.07) (0.04) (0.05) (0.08)
occhigh 0.20** 0.16° 0.30** 0.23* 0.17** 0.36** 0.14* 0.04 0.32** 0.18** 0.10° 0.38**
(0.07) (0.09) (0.12) (0.06) (0.06) (0.12) (0.06) .00 (0.11) (0.05) (0.06) (0.09)
occ4578 0.33** 0.17* 0.50** 0.24** 0.17** 0.32* 0.40** 0.2%* 0.53** 0.27* 0.22** 0.39**
(0.07) (0.09) (0.13) (0.04) (0.05) (0.12) (0.06) .0®) (0.12) (0.04) (0.04) (0.10)
occagriskilled -0.25*% -0.39** -0.19 0.03 -0.14 0.19 -0.19* -0.38**  -0.07 -0.02 -0.20* 0.16
(0.11) (0.12) (0.15) (0.08) (0.11) (0.12) (0.09) 1@ (0.13) (0.07) (0.09) (0.12)
Constant 0.88** 0.54** -0.10 0.15 -0.15 -0.57° 6.19** 577  4.93* 5.61** 5.23** 4.35*
(0.14) (0.18) (0.24) (0.15) (0.13) (0.32) (0.13) .16 (0.23) (0.13) (0.13) (0.25)
Observations 3,111 1,788 1,323 5,018 3,619 1,399 3,137 1,806 31,3 5,060 3,645 1,415
R-squared 0.53 0.48 0.52 0.30 0.25 0.36 0.55 0.49 0.51 0.38 300 0.38
Adjusted R2 0.519 0.452 0.492 0.287 0.233 0.316 0.534 0.461 790.4 0.373 0.282 0.337

Robust standard errors (clustered at the PSU leveBrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is the log of the real waegehour in the last month (col. 1-6) and the lbthe wage in the last month (col. 7-12). All sgieitions are estimated for the sample of all wesland include district
dummies, province-year dummies, dummies for thetmohthe interview as well as dummies for cott@LR the year of the interview, a dummy for workingagriculture (agri) and all interactions betwesmi, cotton
PSU and the year dummies.
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Table 2.7.: Output price elasticities of wages

@ @ ©) “4 ®) (6) O ® ©
Yearly prices Sowing period prices Harvest period pces
Full sample Male Female Full sample Male Female | garhple Male Female
VARIABLES Dependent variable: Log of the real wage per hour
Inprice 0.28* 0.17 0.71* 0.12 0.05 0.37** 0.22 0.13 0.66**
(0.14) (0.15) (0.18) (0.09) (0.10) (0.11) (0.18) .20 (0.21)
Inprice*cottonPSU -0.00 0.09 -0.37* 0.09 0.14 -0.11 0.28 0.34 -0.07
(0.14) (0.15) (0.18) (0.09) (0.10) (0.12) (0.19) .20 (0.25)
Inprice*agri 0.39° 0.78** -0.29 0.27° 0.50** -0.10 0.46 0.93* .36
(0.20) (0.23) (0.33) (0.15) 0.17) (0.24) (0.31) .3@® (0.43)
Inprice*agri*cottonPSU 0.05 -0.33 0.72* 0.06 -0.17 0.42° 041 0.01 1.14*
(0.24) (0.29) (0.34) (0.18) 0.21) (0.24) (0.42) .5@® (0.49)
sex -0.35** -0.35** -0.34**
(0.02) (0.02) (0.02)
age 0.00* 0.00 0.01** 0.00* 0.00 0.01* 0.00* 0.00 081
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) .0® (0.00)
secondaryedu 0.12** 0.21* -0.00 0.12** 0.21** -0.00 0.12** 0.2% -0.00
(0.04) (0.05) (0.05) (0.04) (0.05) (0.05) (0.04) .0®) (0.05)
tertiaryedu 0.35** 0.35** 0.39** 0.35** 0.36** 0.40** 0.36** 0.36** 0.40**
(0.05) (0.06) (0.07) (0.05) (0.06) (0.07) (0.05) 0@ (0.07)
firmbig 0.03 0.11** -0.11° 0.03 0.11* -0.11° 0.03 0.11* 0.42°
(0.04) (0.04) (0.06) (0.04) (0.04) (0.06) (0.04) 0/ (0.06)
statefirm -0.44** -0.42** -0.42** -0.44** -0.42** -0.42* -0.44%* -0.42** -0.42**
(0.04) (0.04) (0.06) (0.04) (0.04) (0.06) (0.04) 0@ (0.06)
occhigh 0.19** 0.14** 0.33** 0.19** 0.14** 0.33** 0.19** 0.14** 0.32**
(0.04) (0.05) (0.09) (0.04) (0.05) (0.09) (0.04) 08) (0.09)
occ4578 0.27** 0.18** 0.41** 0.27** 0.18** 0.41** 0.26** 0.18** 0.41**
(0.04) (0.04) (0.09) (0.04) (0.04) (0.09) (0.04) .0 (0.09)
occagriskilled -0.12° -0.25** -0.00 -0.12° -0.25** -0.00 -0.14* AB** -0.05
(0.07) (0.08) (0.10) (0.07) (0.08) (0.09) (0.07) .0® (0.09)
Constant 1.00%* 0.42 0.98** 0.71* 0.21 0.40 0.87* 0.33 090
(0.28) (0.31) (0.36) (0.21) (0.24) (0.28) (0.35) 4O (0.43)
Observations 8,129 5,407 2,722 8,129 5,407 2,722 8,129 5,407 22,7
R-squared 0.38 0.30 0.41 0.38 0.30 0.40 0.38 0.30 0.40
Adjusted R2 0.379 0.293 0.389 0.378 0.292 0.388 0.376 0.291 840.3

Robust standard errors (clustered at the PSU levelrentheses ** p<0.01, * p<0.05, ° p<0.1
The dependent variable is the log of the real wagehour in the last month. All specifications umb$ district dummies, province-year dummies, dursrfoe the month of the interview as well as dumnfisesotton PSU,
a dummy for working in agriculture (agri) and tinéerraction between agri and cotton PSU.
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Table 2.8.: OLS wage regression for monthly wages

@ @ ©) 4 ®) (6) O ® ©
Agricultural workers Non-agricultural workers All w orkers
Full sample Male Female Full sample Male Female | garhple Male Female
VARIABLES Dependent variable: Log of the real wage per hour
cottonPSU*year2009 -0.08 -0.15 -0.11 0.07 0.06 0.06 0.13 0.07 0.12
(0.19) (0.21) (0.24) (0.09) (0.10) (0.16) (0.10) A0 (0.14)
cottonPSU*year2011 0.10 0.04 0.17 -0.03 0.01 -0.22 -0.04 -0.03 -0.18
(0.19) (0.20) (0.25) (0.09) (0.09) (0.17) (0.09) .0® (0.17)
cottonPSU*agri*year2009 -0.25 -0.30 -0.20
(0.21) (0.24) (0.27)
cottonPSU*agri*year2011 0.12 -0.00 0.39
(0.19) 0.21) (0.29)
sex -0.26** -0.54** -0.48**
(0.03) (0.03) (0.02)
age 0.01** 0.00° 0.01** -0.00 -0.00* 0.00 0.00 -0.00 00+*
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) .0® (0.00)
secondaryedu 0.05 0.04 0.04 0.20** 0.23** 0.08 0.14** 0.18** 0r0
(0.05) (0.08) (0.05) (0.04) (0.05) (0.06) (0.03) .0 (0.04)
tertiaryedu 0.20* 0.28* -0.43* 0.41** 0.38** 0.45** 0.35** 0.38 0.39**
(0.10) (0.12) (0.22) (0.05) (0.05) (0.07) (0.04) .08) (0.06)
firmbig -0.09 -0.11 -0.08 0.26** 0.29** 0.17** 0.12** 0.19* 0.01
(0.07) (0.09) (0.09) (0.03) (0.04) (0.05) (0.03) .08 (0.06)
statefirm -0.19** -0.14° -0.23** -0.55** -0.49** -0.57** -0.4+* -0.42** -0.40**
(0.07) (0.08) (0.08) (0.03) (0.04) (0.06) (0.03) .0 (0.05)
occhigh 0.31* 0.22° 0.55* 0.12** 0.02 0.32* 0.13** 0.05 .B5**
(0.11) (0.13) (0.24) (0.04) (0.05) (0.07) (0.04) .08) (0.08)
occ4578 0.31* 0.29° -0.13 0.24* 0.16** 0.43* 0.30** 0.21* 0.48**
(0.13) (0.15) (0.31) (0.04) (0.04) (0.08) (0.03) . (0.08)
occagriskilled -0.05 -0.15° -0.00 -0.36* -0.47** 0.08 -0.11° -0*27 0.06
(0.07) (0.09) (0.11) (0.14) (0.15) (0.31) (0.05) .00 (0.09)
Constant 5.11* 5.57* 4.35%* 5.95** 5.44** 4.66** 5.81** 536** 4.54**
(0.16) (1.20) (0.24) (0.11) (0.11) (0.21) (0.10) 10 (0.18)
Observations 2,372 1,137 1,235 5,825 4,314 1,511 8,197 5,451 462,7
R-squared 0.30 0.28 0.29 0.33 0.23 0.37 0.44 0.35 0.40
Adjusted R2 0.274 0.235 0.246 0.325 0.216 0.336 0.431 0.336 780.3

Robust standard errors (clustered at the PSU levelrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is the log of the real waggehour in the last month. All specifications umbé district dummies, province-year dummies, dursrfoethe month of the interview as well as dumnfiiescotton PSU
and the year of the interview. Columns 7-9 addéltyninclude a dummy for working in agriculture (ggand its interactions with cotton PSU and tharydummies. Columns 1-6 show OLS estimates fobikén-Dif of
specification (1) for agricultural workers (col.3}-and non-agricultural workers (col. 4-6). CoB Bhow OLS estimates for the Dif-in-Dif-in-Dif frospecification (2) for the sample of all workers.
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Table 2.9.: Individual FE - wage regressions for mihly wages

@ @ ©) 4 ®) (6) O ® ©
Agricultural workers Non-agricultural workers All w orkers
Full sample Male Female Full sample Male Female | garhple Male Female
VARIABLES Dependent variable: Log of the real wage per hour
cottonPSU*year2009 -0.04 -0.27 0.17 0.08 0.08 0.06 0.13 0.11 0.10
(0.28) (0.32) (0.35) (0.11) (0.13) (0.14) 0.12) A® (0.14)
cottonPSU*year2011 0.30 0.02 0.72* -0.12 -0.12 -0.19 -0.11 -0.14 0.1
0.27) (0.31) 0.27) (0.10) (0.10) (0.16) (0.10) 1@ (0.17)
cottonPSU*agri*year2009 -0.50 -0.69° 0.02
(0.36) (0.40) (0.39)
cottonPSU*agri*year2011 0.20 -0.07 0.80*
(0.32) (0.36) (0.32)
age -0.02 -0.12 0.00 -0.03 -0.02 -0.04 -0.02° -0.03 020.
(0.04) (0.09) (0.04) (0.02) (0.02) (0.02) (0.01) 0® (0.02)
secondaryedu -0.12 -0.19 -0.07 0.15* 0.15° 0.16 0.03 0.04 0.02
(0.10) (0.22) (0.10) (0.07) (0.08) (0.12) (0.06) .0®) (0.07)
tertiaryedu -0.71** -0.60* -0.98** 0.15° 0.17° 0.10 0.01 0.03 0.07
0.27) (0.30) (0.36) (0.08) (0.10) (0.12) (0.07) .0® (0.11)
firmbig 0.11 0.08 0.10 0.08° 0.10° 0.05 0.10* 0.13** 0.07
(0.10) (0.16) (0.11) (0.04) (0.05) (0.06) (0.04) .08) (0.06)
statefirm -0.06 -0.00 -0.18 -0.29** -0.30** -0.26** -0.22** 0.22** -0.24**
(0.11) (0.15) (0.16) (0.05) (0.06) (0.10) (0.05) .0®) (0.08)
occhigh 0.47 0.22 1.45%* 0.04 -0.04 0.26° 0.10 0.01 0.34*
(0.32) (0.33) (0.41) (0.08) (0.10) (0.16) (0.07) .0® (0.14)
occ4578 0.47* 0.18 1.22** 0.17* 0.14 0.22 0.24** 0.19** B3
(0.21) (0.23) (0.24) (0.08) (0.09) (0.13) (0.06) .00 (0.12)
occagriskilled -0.12 -0.40* 0.08 -0.03 0.00 -0.06 -0.12 -0.27* 9.0
(0.14) (0.20) (0.18) (0.17) (0.19) (0.33) (0.09) 10 (0.15)
Constant 5.23* 9.27** 3.97* 6.14** 6.22** 5.98** 6.03** 6.46** 5.24**
(1.23) (3.21) (1.23) (0.60) 0.77) (0.83) 0.47) .68) (0.64)
Individual FE Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observations 2,372 1,137 1,235 5,825 4,314 1,511 8,197 5,451 462,7
Number of panelid 1,979 956 1,023 4,152 3,053 1,099 5,807 3,726 2,081
R-squared 0.16 0.26 0.19 0.20 0.18 0.37 0.24 0.26 0.29
Adjusted R2 0.156 0.247 0.176 0.192 0.172 0.363 0.235 0.251 860.2

Robust standard errors (clustered at the PSU levelrentheses ** p<0.01, * p<0.05, ° p<0.1
The dependent variable is the log of the real waggehour in the last month. All specifications umibé district dummies, province-year dummies, dursrfoethe month of the interview as well as dumnfiiescotton PSU
and the year of the interview. Columns 7-9 adddalyninclude a dummy for working in agriculture (@gand its interactions with cotton PSU and tharygummies. Columns 1-6 show FE estimates for ifnEDif of

specification (1) for agricultural workers (col.3}-and non-agricultural workers (col. 4-6). CoB Bhow FE estimates for the Dif-in-Dif-in-Dif frospecification (2) for the sample of all workers.
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Table 2.10.

. Participation of children (below 18) egriculture

(1) (2) 3) 4 (5) (6) (7) (8) ) (10) (11) (12)
Full Male Female Full Male Female Full Male Female Full Male Female
sample sample sample sample
VARIABLES Dependent variable: Working in agriculture
District share of agri. workers on small farms .010 0.02 -0.02 -0.01 0.12 -0.13
(0.04) (0.05) (0.07) (0.08) (0.09) (0.15)
cottonPSU*year2009 0.03 0.00 0.05 0.03 0.01 0.05 02 0. 0.03 0.03 0.02 0.02 0.04
(0.05) (0.07) (0.06) (0.06) (0.08) (0.06) (0.09) 1® (0.08) (0.09) (0.13) (0.08)
cottonPSU*year2011 0.09* 0.10° 0.10* 0.10* 0.11° 10 0.10 0.17 0.08 0.12 0.24 0.09
(0.04) (0.06) (0.05) (0.05) (0.06) (0.05) (0.11) 18) (0.10) (0.11) (0.15) (0.11)
sex 0.03** 0.04**
(0.01) (0.01)
age 0.04** 0.04** 0.03** 0.05** 0.05* 0.04** 0.02 0.02 0.01 0.03 0.02 0.02
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.03) .00 (0.03) (0.03) (0.05) (0.04)
secondaryedu 0.04* 0.01 0.07* 0.04° 0.00 0.09* 0.06 0.08 0.04 0.07 0.10 0.05
(0.02) (0.02) (0.03) (0.02) (0.03) (0.04) (0.05) .0®) (0.07) (0.06) (0.10) (0.09)
tertiaryedu 0.00 0.00 -0.03 0.00 0.00 0.00
(0.02) (0.00) (0.03) (0.00) (0.00) (0.00)
Constant -0.78** -0.62** -0.72* -1.19** -0.87** -0.95* -0.28 -0.22 -0.36 -0.33 -0.30 -0.39
(0.20) (0.18) (0.32) (0.27) (0.20) (0.39) (0.42) .60 (0.48) (0.50) (0.76) (0.65)
Individual and household controls Yes Yes Yes Yes esY Yes Yes Yes Yes Yes Yes Yes
PSU and sub-district controls Yes Yes Yes Yes Yes esY Yes Yes Yes Yes Yes Yes
Individual FE No No No No No No Yes Yes Yes Yes Yes Yes
Observations 2,445 1,253 1,192 2,102 1,089 1,013 4452, 1,253 1,192 2,102 1,089 1,013
R-squared 0.15 0.15 0.22 0.14 0.15 0.22 0.10 0.21 0.12 0.11 240 0.13
Adjusted R2 0.115 0.0913 0.160 0.109 0.0828 0.149 .093® 0.194 0.105 0.105 0.229 0.118
Number of panelid 2,113 1,078 1,035 1,840 948 892

Robust standard errors (clustered at the PSU leveBrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is an indicator whethep#reon younger than 18 works in agriculture or whiereby we use the sample of all under 18 yeaindlididuals. All specifications include districuchmies, province-
year dummies, dummies for the month of the intenads well as dummies for cotton PSU and the yedhefnterview. Individual and household level ¢otst include dummies for the ethnicity and the tadustatus of
the individual as well as household size. PSU anddistrict level controls are for the year 200d amclude the distance of the PSU to the proviraggtal, a dummy for urban location, measures ferithportance of
agriculture and male unemployment in the PSU a$ agethe unemployment rate, the dependency rédoshare of economically active population andstere of households living below the poverty lihéha sub-
district level. Columns 1-6 show OLS estimates eoldmns 7-12 individual FE estimates. Columns 46 20-12 additionally include the district shareagficultural workers working on small private farfout of all

agricultural workers).
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Table 2.11.: 5 DIF wage regressions for employessmanager/owners

(€] (2 (3 4 ®) (6) ] (8 (9) (10) 11 (12)
Full sample Male Female Full Male Female  Full sample Male Female Full  Male Female
sample sample
VARIABLES Log of hourly real earnings Log of real earnings per month
CottonPSU*2011*agri*big*employee -0.00 0.02 0.25 040. 0.06 0.29 -0.01 -0.07 0.37 0.05 0.01 0.38
(0.18) (0.18) (0.26) (0.18) (0.19) (0.26) (0.15) 1@ (0.23) (0.16) 0.17) (0.24)
CottonPSU*2011*agri*big*owner 0.58** 0.54* 0.39*  0.43* 0.89** 0.82* 0.55** 0.55**
(0.15) (0.15) (0.16) (0.16) (0.13) (0.14) (0.14) (0.16)
CottonPSU*2011*agri*small*employee 0.06 0.02 0.38 .00 0.03 0.39 -0.47** -0.43* -0.10 -0.46** -0.41* 042
(0.19) (0.19) (0.27) (0.19) (0.19) (0.27) (0.14) .10 (0.22) (0.15) 0.17) (0.22)
CottonPSU*2011*agri*small*owner 0.68** 0.86** 0.59 0.72** 0.88** 0.56 0.15 0.26 0.18 0.17 0.28 0.08
(0.20) (0.27) (0.36) (0.19) (0.27) (0.35) (0.19) 1@ (0.49) (0.20) (0.20) (0.46)
sex -0.34** -0.47**
(0.02) (0.02)
age 0.00 -0.00 0.00** 0.00 -0.00 0.01** 0.00 -0.00 000 0.00 -0.00° 0.00**
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) .0® (0.00) (0.00) (0.00) (0.00)
secondaryedu 0.11** 0.18** -0.00 0.10** 0.18** -ao 0.13** 0.18** 0.06 0.12** 0.17** 0.06
(0.04) (0.05) (0.05) (0.04) (0.05) (0.05) (0.03) .0d) (0.04) (0.03) (0.04) (0.04)
tertiaryedu 0.33* 0.32* 0.41** 0.31* 0.31* 0.3% 0.33** 0.32** 0.39** 0.30** 0.30* 0.33**
(0.05) (0.06) (0.07) (0.05) (0.06) (0.07) (0.04) .06) (0.06) (0.04) (0.05) (0.06)
firmbig 0.06 0.11* 0.01 0.05 0.11* 0.01 0.08* 0.14** 0.01 o 0.13** 0.01
(0.04) (0.05) (0.06) (0.04) (0.04) (0.06) (0.03) .00 (0.05) (0.03) (0.04) (0.05)
statefirm -0.45** -0.45** -0.37** -0.44* -0.44* 0.35** -0.49** -0.46** -0.43* -0.47* -0.44* -0.41**
(0.04) (0.05) (0.06) (0.04) (0.05) (0.06) (0.04) .0d) (0.05) (0.04) (0.04) (0.05)
occhigh 0.17** 0.12* 0.32** 0.17* 0.12* 0.32* 02** 0.03 0.34* 0.11* 0.02 0.34**
(0.04) (0.05) (0.09) (0.04) (0.05) (0.10) (0.04) .06) (0.08) (0.04) (0.05) (0.08)
occ4578 0.26** 0.17** 0.38** 0.26** 0.17** 0.37** ®BO** 0.21** 0.45** 0.29** 0.21** 0.42**
(0.04) (0.04) (0.09) (0.04) (0.04) (0.09) (0.03) .00 (0.08) (0.03) (0.04) (0.08)
occagriskilled -0.10 -0.26** 0.05 -0.10 -0.27* a.0 -0.11* -0.28** 0.06 -0.12* -0.29** 0.06
(0.07) (0.08) (0.10) (0.07) (0.09) (0.10) (0.05) .00 (0.09) (0.05) (0.07) (0.09)
Constant 0.45* 0.09 -0.40° 0.45** 0.09 -0.21° 584 5.39* 4.56** 5.85** 5.39* 2.29**
(0.13) (0.14) (0.23) (0.13) (0.14) (0.11) (0.112) 1@ (0.20) (0.11) (0.12) (0.10)
Individual FE No No No Yes Yes Yes No No No Yes Yes Yes
Observations 8,069 5,365 2,704 8,069 5,365 2,704 1378, 5,409 2,728 8,137 5,409 2,728
R-squared 0.41 0.34 0.43 0.45 0.36 0.41
Adjusted R2 0.400 0.323 0.409 . . . 0.443 0.350 80.3 . .
Number of panelid 5,745 3,689 2,056 5,780 03,7 2,071

Robust standard errors (clustered at the PSU leveBrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is the log of the real wagehour in the last month. All specifications umb$ district dummies, province-year dummies, dursrfoe the month of the interview as well as dumnfisesotton PSU,
the year of the interview, a dummy for working griaulture (agri), a dummy for working in a smathfi, a dummy for being the owner (or the managéthe firm and all interactions between agri, cotRSU, the year
dummies, the small and the owner dummy. ColumnsfteB7-9 show OLS estimates and columns 4-6 arilifidividual FE estimates.

96



Table 2.12.: OLS including area cropped with cottand wheat per district (sub-sample of agriculturaborkers)

1) 2 3 4 ®) (6) ) (8 9 (10) (11 (12)
Big farms (>25 employees) Small farms (<25 employge All agricultural workers All agricultural worker s
VARIABLES Full Male Female Full Male Female Full Male Female Full Male Female
sample sample sample sample
Dependent variable: Log of the real wage per hour
Cotton area per district 0.01 0.03 0.00 0.01 -0.03 0.05 -0.01 -0.01 -0.00
(0.02) (0.03) (0.03) (0.03) (0.05) (0.03) (0.02) .0® (0.02)
District share of agri. workers on small farms -0.10 0.39 -1.10* 0.14 0.39 -0.32
(0.38) (0.43) (0.49) (0.36) (0.53) (0.36)
Cotton area*Dist. share of small farm work. .0D -0.01 0.07*
(0.03) (0.04) (0.03)
sex -0.14** -0.07 -0.16** -0.15*
(0.05) (0.06) (0.04) (0.04)
age 0.00** 0.00 0.01** 0.01** 0.00 0.01* 0.01** 0.00 01** 0.01** 0.00 0.01**
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) .0® (0.00) (0.00) (0.00) (0.00)
secondaryedu -0.01 -0.03 -0.03 0.06 0.16 -0.05 0.02 0.05 -0.00 0.03 0.06 0.00
(0.05) (0.10) (0.06) (0.09) (0.13) (0.12) (0.05) .0®) (0.06) (0.05) (0.08) (0.06)
tertiaryedu 0.17 0.20 -0.01 0.23 0.42* -0.43 0.15 0.23° -0.15 .180 0.24° -0.19
(0.15) (0.18) (0.26) (0.17) (0.20) (0.43) (0.12) .14 (0.25) (0.11) (0.13) (0.25)
firmbig -0.15* -0.20° -0.12 -0.20* -0.17° -0.21* -0.20* 0.18° -0.22*
(0.07) (0.11) (0.08) (0.08) (0.10) (0.09) (0.08) (0.10) (0.09)
statefirm 0.03 0.20 -0.12 -0.31* -0.22 -0.40 -0.20** -0.14°  0.25* -0.19** -0.13 -0.24**
(0.09) (0.12) 0.12) (0.15) 0.17) (0.27) (0.07) (0.09) (0.07) (0.09) (0.09)
occhigh 0.36* 0.33° 0.40 0.33° 0.32 -0.11 0.27* 0.23 0.07 270 0.22 0.02
(0.15) (0.19) (0.41) (0.19) (0.21) (0.42) (0.11) 16 (0.31) (0.12) (0.15) (0.30)
occ4578 0.44* 0.34 0.07 0.30° 0.22 -0.11 0.36* 0.31° 0.16 .360 0.30° 0.14
(0.22) (0.23) (0.25) (0.17) (0.23) (0.44) (0.14) 1@ (0.34) (0.14) (0.18) (0.35)
occagriskilled -0.17 -0.20 -0.17 -0.03 -0.13 -0.06 -0.06 -0.13 -0.05 -0.07 -0.15 -0.04
(0.14) (0.15) (0.18) (0.10) (0.14) (0.15) (0.08) 10 (0.12) (0.08) (0.12) (0.11)
Wheat area per district 0.03 0.03 0.03°
(0.02) (0.02) (0.02)
Wheat area*Dist. share of small farm work -0.00 -0.02 0.01
(0.02) (0.02) (0.02)
Constant -1.09** -1.54%* 0.48 0.85 0.12 0.82 0.28 0.42 2.28* 0.04 0.43 2.10**
(0.38) (0.31) (0.34) (0.97) (1.62) (0.64) (0.40) .0d) (0.50) (0.39) (1.15) 0.47)
Observations 1,142 459 683 1,229 678 551 2,371 71,13 1,234 2,371 1,137 1,234
R-squared 0.37 0.40 0.39 0.37 0.33 0.50 0.38 0.34 0.44 0.38 340 0.44
Adjusted R2 0.337 0.308 0.336 0.326 0.255 0.437 5.3 0.298 0.405 0.360 0.299 0.410

Robust standard errors (clustered at the PSU levelrentheses ** p<0.01, * p<0.05, ° p<0.1
The dependent variable is the log of the real waagehour in the last month. All specifications astimated for the sub-sample of agricultural woskaand include district dummies, province-year duesndummies for
the month of the interview as well as dummies fiitan PSU and the year of the interview. Area uré¢ton and wheat is measured in 1000 hectares.
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Table 2.13.: OLS wage regressions controlling fhetprivatization process and monopsony power

(1) @ ©) (4) ®) (6) (7) ® 9) (10) (11) 12
Full samp- Male Female Full samp- Male Female Full samp- Male Female Full samp-  Male Female
le le le le
VARIABLES log of the real wage per hour log of the real monthly wage log of the real wage per hour log of the real monthly wage
District share of agri. workers on small farms 0.18 0.16 0.19 -0.02 0.05 -0.19
(0.15) (0.16) 0.17) (0.11) (0.13) (0.15)
cottonPSU*agri*year2009 -0.31 -0.45 -0.27 -0.29 320. -0.30 -0.28 -0.43 -0.18 -0.25 -0.31 -0.20
(0.24) (0.28) (0.30) (0.21) (0.24) (0.26) (0.24) .28 (0.29) (0.21) (0.23) 0.27)
cottonPSU*agri*year2011 0.25 0.01 0.53* 0.08 -0.01 0.27 0.28 0.01 0.63* 0.12 0.00 0.39
(0.21) (0.23) (0.25) (0.19) (0.21) (0.28) (0.21) .2®) (0.25) (0.20) (0.21) (0.28)
sex -0.35** -0.49** -0.35** -0.48**
(0.03) (0.02) (0.02) (0.02)
age 0.00* -0.00 0.01** 0.00 -0.00 0.01** 0.00* 0.00 (k] 0.00 -0.00 0.00**
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) . (0.00) (0.00) (0.00) (0.00)
secondaryedu 0.10** 0.17** -0.00 0.13** 0.17** 0.06 0.11** 0.18** 0.00 0.14** 0.18** 0.06
(0.04) (0.05) (0.05) (0.03) (0.05) (0.04) (0.04) . (0.05) (0.03) (0.04) (0.04)
tertiaryedu 0.35** 0.35** 0.41* 0.35** 0.33** 0.39** 0.34** 0.34** 0.40** 0.35** 0.33** 0.39**
(0.05) (0.07) (0.08) (0.05) (0.06) (0.07) (0.05) .0®) (0.07) (0.04) (0.05) (0.06)
firmbig 0.02 0.12** -0.12° 0.11** 0.20** -0.04 0.03 0.11** -0.09 0.12** 0.19** 0.01
(0.04) (0.04) (0.07) (0.04) (0.04) (0.06) (0.04) .00 (0.06) (0.03) (0.04) (0.06)
statefirm -0.41* -0.40** -0.38** -0.41** -0.39** -0.38* -043** -0.42** -0.41** -0.44** -0.42** -0.41**
(0.04) (0.05) (0.07) (0.04) (0.04) (0.06) (0.04) .00 (0.06) (0.03) (0.04) (0.05)
occhigh 0.17** 0.09 0.40** 0.11* 0.02 0.37** 0.18** 0.13* B2 0.13** 0.05 0.35**
(0.05) (0.06) (0.11) (0.05) (0.05) (0.09) (0.04) .08) (0.09) (0.04) (0.05) (0.08)
occ4578 0.29** 0.18** 0.50** 0.32** 0.23** 0.48** 0.26** 0.17* 0.42** 0.30** 0.21** 0.48**
(0.04) (0.04) (0.11) (0.04) (0.04) (0.10) (0.04) .00 (0.09) (0.03) (0.04) (0.08)
occagriskilled -0.10 -0.26** 0.04 -0.11° -0.28** ar. -0.11 -0.25** 0.02 -0.11° -0.27* 0.06
(0.07) (0.08) (0.10) (0.05) (0.07) (0.09) (0.07) .08 (0.10) (0.05) (0.07) (0.09)
Nr. of issued SCLG certificates per sub-district 0.09 0.08 0.13 0.01 0.03 -0.03
(0.08) (0.08) (0.15) (0.06) (0.05) (0.13)
Constant -0.22 -0.64* -0.60* 5.84** 5.35** 4.04** 0.43** 09 -0.34° 5.81** 5.36** 4 .54
(0.26) (0.31) (0.23) (0.12) (0.14) (0.24) (0.11) 1@ (0.20) (0.10) (0.11) (0.18)
Observations 7,011 4,693 2,318 7,071 4,734 2,337 1298, 5,407 2,722 8,197 5,451 2,746
R-squared 0.40 0.33 0.42 0.44 0.36 0.38 0.39 0.32 0.42 0.44 350 0.40
Adjusted R2 0.397 0.320 0.404 0.436 0.346 0.362 0.386 0.307 970.3 0.431 0.336 0.377

Robust standard errors (clustered at the PSU levelrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is the log of the real wagehour in the last month (col. 1-3 and 7-9) drellog of the monthly real wage (col. 4-6 and 19-BH specifications are estimated by OLS and e district dum-
mies, province-year dummies, dummies for the moithe interview as well as dummies for cotton P8ig, year of the interview, a dummy for workingagriculture (agri) and all interactions betweeni,amptton PSU
and the year dummies. Columns 1-6 additionallyuidelthe share of small farm workers per district eslumns 7-12 the number of newly issued SCLG las®lcertificates per sub-district.
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Table 2.14.: FE wage regressions controlling forelprivatization process and monopsony power

VARIABLES

(1)

Full sam-

ple

(2)
Male

(©)

Female

log of the real wage per hour

(4)

Full sam-
ple

(5)
Male

(6)

Female

log of the real monthly wage

(7)
Full sam-
ple

(8)
Male

9)

Female

log of the real wage per hour

(10)
Full samp-
le

(11)
Male

(12)
Female

log of the real monthly wage

District share of agri. workers on small farms
cottonPSU*agri*year2009

cottonPSU*agri*year2011

age
secondaryedu
tertiaryedu
firmbig
statefirm
occhigh
occ4578

occagriskilled

Nr. of issued SCLG certificates per sub-district

Constant

Individual FE
Observations
Number of panelid
R-squared
Adjusted R2

0.10

(0.15)
-0.64
(0.43)
0.17
(0.36)
-0.02
(0.02)
-0.02
(0.08)
-0.10
(0.10)
-0.02
(0.05)
-0.16%
(0.07)
0.19°
(0.10)
0.31%
(0.08)
-0.13
(0.11)

0.61
(0.73)

Yes
7,011
5,161

0.22

0.216

0.02
(0.16)
-0.97°
(0.49)
-0.21
(0.42)
-0.04
(0.03)
0.03
(0.11)
-0.03
(0.12)
0.01
(0.06)
-0.17+
(0.08)
0.11
(0.12)
0.25%*
(0.09)
-0.31*
(0.15)

1.63
(1.07)

Yes
4,693
3,336

0.23

0.224

0.34*
(0.17)
0.09
(0.39)
0.94**
(0.34)
0.02
(0.02)
-0.16
(0.11)
-0.29
(0.18)
0.00
(0.09)
-0.13
(0.13)
0.38°
(0.22)
0.48**
(0.15)
0.11
(0.16)

-1.39°
(0.82)

Yes
2,318
1,825

0.29

0.281

-0.14
(0.10)
-0.58
(0.36)
0.16
(0.32)
-0.01
(0.02)
-0.00
(0.06)
-0.05
(0.09)
0.09°
(0.05)
-0.21%
(0.07)
0.12
(0.08)
0.30%*
(0.07)
-0.11
(0.09)

5.74%*
(0.56)

Yes
7,071
5,193

0.23

0.223

-0.12
(0.12)
760.
(0.40)

20

(0.36)
-0.02
(0.02)

0.03

(0.09)
0.01
(0.11)
0.14*
(0.06)

-0.21%

(0.08)
0.04
(0.10)

0.25%

(0.07)
-0.26*
(0.11)

6.26%*
(0.87)

Yes
4,734
3,356

0.25

0.247

0.17
(0.14)
-0.18
(0.36)
0.65°
(0.34)
-0.00
(0.02)
-0.05
(0.08)
-0.25°
(0.14)
0.04
(0.07)
-0.23*
(0.10)
0.35*
(0.16)
0.44%*
(0.15)
0.10
(0.15)

4.83%
(0.73)

Yes

2,337

31,8
0.27
0.259

-0.61
(0.44)
0.16
(0.36)
-0.03°
(0.02)
0.02
(0.07)
-0.04
(0.09)
-0.00
(0.05)
-0.18%
(0.06)
0.17°
(0.09)
0.21%*
(0.07)
-0.14
(0.11)
0.06
(0.09)
1.02°
(0.56)

Yes
1298,
5,773
0.23
0.225

-0.95°
49
-0.24
40

-0.04°

-0
0.05

.09
-0.01
1@
0.03
.08
-0.18**
.00
0.10
1@
0.18*
-08)
-0.31*
160
0.06
(0.11)
1.73*

76)

Yes
5,407
3,706

0.23

0.229

0.22
(0.37)
0.99%
(0.31)
000.
(0.02)
-0.06
(0.09)
060.
(0.15)
-0.05
(0.07)
-0.17°
(0.10)
0.35°
(0.18)
0.25°
(0.149)
0.11
(0.16)
0.20
(0.21)
048
(0.80)

Yes
2,722
2,067
0.29
830.2

-0.49
(0.36)
0.19
(0.32)
-0.02°
(0.01)
0.03
(0.06)
0.00
(0.07)
.100
(0.04)
-0.23%
(0.05)
100
(0.07)
0.24**
(0.06)
-0.12
(0.09)
-0.07
(0.07)
6.04**
(0.47)

Yes
8,197
5,807
0.24
0.236

-0.68°
(0.40)
-0.07
(0.36)
-0.03
(0.02)
0.04
(0.08)
0.03
(0.09)
0.13%
(0.05)
-0.22%
(0.06)
0.01
(0.08)
0.19%*
(0.07)
-0.27*
(0.11)
-0.05
(0.07)
6.46%*
(0.65)

Yes

5,451

3,726
260
0.252

0.02
(0.38)
0.79*
(0.32)
-0.02
(0.02)
0.02
(0.07)
-0.07
(0.11)
0.07
(0.06)
-0.24%
(0.08)
0.34*
(0.14)
0.35%*
(0.12)
0.08
(0.15)
-0.02
(0.16)
5.25%*
(0.64)

Yes
2,746
2,081
0.29
0.286

Robust standard errors (clustered at the PSU levelrentheses ** p<0.01, * p<0.05, ° p<0.1
The dependent variable is the log of the real waggehour in the last month (col. 1-3 and 7-9) drellog of the monthly real wage (col. 4-6 and 1)- specifications include individual fixed effes, province-year
dummies, dummies for the month of the interviewvadl as dummies for cotton PSU, the year of therinew, a dummy for working in agriculture (agri)chall interactions between agri, cotton PSU ardytsar dum-
mies. Columns 1-6 additionally include the sharsro&ll farm workers per district and columns 7€ mumber of newly issued SCLG land use certificptr sub-district.
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Table 2.15.: Wage regressions including additiorantrol variables

(1) (2 3) 4 (5) (6) (7) (8) ) (10) (11) (12)
All workers Big firms (>25 employees) Small firms €25 employees)
Full Male Female Full Male Female Full Male Female Full Male Female
sample sample sample sample
VARIABLES log of the real wage per hour log of the real monthly wage log of the real wage per hour log of the real wage per hour
Share of pop. economic. active in sub-district 0.02 0.01 0.05** 0.01° 0.01 0.03* 0.01 0.02 -0.01 0.02 0.00 0.07**
(0.01) (0.01) (0.02) (0.01) (0.01) (0.01) (0.02) .0@) (0.02) (0.01) (0.01) (0.02)
Share of fem. pop. econo. active in sub-district .010 -0.01 -0.04** -0.01° -0.00 -0.03* -0.01 -0.02 0.01 -0.02 -0.00 -0.07**
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) . (0.02) (0.01) (0.01) (0.02)
Unemployment rate in the sub-district -0.02** -0t02 -0.04** -0.01** -0.01* -0.03** -0.02* -0.03* -001 -0.02* -0.01 -0.05**
(0.01) (0.00) (0.01) (0.00) (0.00) (0.01) (0.01) . (0.01) (0.01) (0.01) (0.01)
cottonPSU*agri*year2009 -0.12 -0.19 -0.15 -0.10 090. -0.22 -0.47 -0.48 -0.24 0.13 -0.11 0.44
(0.28) (0.32) (0.39) (0.24) (0.25) (0.33) (0.36) 4@ (0.48) (0.32) (0.39) (0.41)
cottonPSU*agri*year2011 0.42° 0.15 0.65* 0.14 -0.06 0.48 -0.72* -0.69* 0.10 0.54° 0.17 0.99*
(0.23) (0.27) (0.28) (0.23) (0.25) (0.30) (0.30) .3 (0.24) (0.28) (0.32) (0.38)
sex -0.31** 0.00 0.00 -0.44** 0.00 0.00 -0.30** 0.00 o -0.27** 0.00 0.00
(0.03) (0.00) (0.00) (0.03) (0.00) (0.00) (0.04) 0@ (0.00) (0.04) (0.00) (0.00)
age -0.00 -0.00 -0.00 -0.00° -0.00** 0.00 -0.00 -0.00 0@ -0.00 0.00 -0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 0@ (0.00) (0.00) (0.00) (0.00)
secondaryedu 0.06 0.09 -0.00 0.09* 0.11* 0.07 -0.01 -0.03 0.02 .080 0.14° -0.03
(0.04) (0.06) (0.05) (0.04) (0.05) (0.05) (0.05) 1@ (0.06) (0.06) (0.08) (0.08)
tertiaryedu 0.26* 0.24* 0.32* 0.29* 0.26** 0.34* 0.20* 0.6 0.44* 0.27* 0.32* 0.20
(0.06) (0.07) (0.09) (0.05) (0.06) (0.07) (0.08) 1@ (0.11) (0.07) (0.09) 0.12)
firmbig 0.05 0.10* -0.03 0.12* 0.16** 0.05 0.07 0.11* 0.04 0.00 0.00 0.00
(0.04) (0.05) (0.07) (0.04) (0.04) (0.06) (0.04) .08) (0.06) (0.00) (0.00) (0.00)
statefirm -0.43** -0.41** -0.45** -0.45* -0.42** -0.45** -0.30** -0.30** -0.25* -0.55** -0.54** -0.58**
(0.05) (0.06) (0.07) (0.04) (0.05) (0.07) (0.06) .00 (0.10) (0.07) (0.08) (0.13)
occhigh 0.18* 0.14* 0.30* 0.12* 0.05 0.34* 0.07 0.02 a2 0.32* 0.29* 0.39*
(0.05) (0.07) (0.11) (0.05) (0.06) (0.09) (0.08) 10 (0.14) (0.07) (0.08) (0.13)
occ4578 0.26* 0.20* 0.31* 0.30* 0.23** 0.39** 0.24* 0.0 0.32° 0.28* 0.23* 0.30°
(0.04) (0.05) (0.12) (0.04) (0.04) (0.10) (0.09) 10 (0.17) (0.05) (0.06) (0.15)
occagriskilled -0.15° -0.28** 0.00 -0.12° -0.30** 0.09 -0.25° -3 -0.21 -0.04 -0.21° 0.19
(0.08) (0.09) (0.12) (0.07) (0.08) (0.11) (0.14) .16 (0.20) (0.10) (0.13) (0.13)
Constant 0.69 -0.25 0.22 4.16* 4.55% 3.96* -0.00 -0.62 16. 0.88 -0.66 4.47°
(1.01) (1.00) (2.28) (1.28) (0.99) (1.74) (1.61) () (2.14) (1.53) (1.37) (2.68)
Individual and household controls Yes Yes Yes Yes esY Yes Yes Yes Yes Yes Yes Yes
PSU and sub-district controls Yes Yes Yes Yes Yes esY Yes Yes Yes Yes Yes Yes
Observations 19,856 9,505 10,351 17,016 8,182 8,834 19,856 9,505 10,351 17,016 8,182 8,834
R-squared 0.19 0.21 0.22 0.17 0.19 0.19 0.01 0.02 0.02 0.02 .030 0.02
Adjusted R2 0.19 0.20 0.21 0.16 0.18 0.18 0.01 0.02 0.02 0.01 .02 0 0.02

Robust standard errors (clustered at the PSU laveRrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is the log of the real waggehour in the last month (col. 1-3 and 7-12) timedlog of the monthly real wage (col. 4-6). Alesffications include district dummies, provincedqydammies, dummies
for the month of the interview as well as dummigsdotton PSU, the year of the interview, a dumomwiorking in agriculture (agri) and all interact®between agri, cotton PSU and the year dummmidizidlual and
household level controls include dummies for thenigity and the marital status of the individuakesl as household size. PSU and sub-district lewatrols are for the year 2007 and include th&adie of the PSU to
the province capital, a dummy for urban locatioeasures for the importance of agriculture and maénployment in the PSU as well as the unemploymatet the dependency ratio, the share of econdiynaztive
population and the share of households living belepoverty line at the sub-district level.
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Appendix 2 A Tables and Figures
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Appendix Figure A 2.6.: Cotton production and laratea harvested (100=2000)
Source: United States Department of Agriculture@8%- Foreign Agricultural Service (FAS)
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Appendix Figure A 2.7.: Wheat world market priceq@=2001)
Note: Vertical lines mark survey dates. Source: IRtimary Commodity Prices (Wheat, No.1 Hard Red

Winter, ordinary protein, FOB Gulf of Mexico, US&mpmetric ton) and Statistical Agency of Tajikistan
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Appendix Figure A 2.8.: Wheat production and landea harvested (100=2000)
Source: United States Department of Agriculture@8%- Foreign Agricultural Service (FAS)
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Appendix Figure A 2.9.: Share of cultivated area der dehkan farms per province

Source: TajStat 2012
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Appendix Figure A 2.10.: Share of cultivated areader state owned enterprises per

province
Source: TajStat 2012
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Appendix Figure A 2.11.: Share of cultivated areader household plots per prov-

ince
Source: TajStat 2012
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Appendix Figure A 2.12.: Number of newly issued SGlland use certificates per

province (2007=100)
Source: Tajik State Committee for Land and Geod8§LG)
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Appendix Figure A 2.13.: Share of small farm worke(out of all agricultural work-

ers) by province
Source: TLSS 2007-2011
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Appendix Figure A 2.14.: Histogram for the share emall farm workers (out of all
agricultural workers) per PSU (for all cotton PSUs 2007); TLSS 2007
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Appendix Figure A 2.15.: Area cropped with cottom gtate owned enterprises per

province (in ha)

Source: TajStat 2012
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Appendix Figure A 2.16.: Area cropped with cottom dehkan farms per province (in
ha)
Source: TajStat 2012
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Appendix Figure A 2.17.: Cotton production on stab&ned enterprises per province
(in tons)
Source: TajStat 2012
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Appendix Figure A 2.18.: Cotton production on dehkdarms per province (in tons)
Source: TajStat 2012
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Appendix Figure A 2.19.: Share of area cropped withtton on state owned enter-

prises (out of total area under cotton) per provenc
Source: TajStat 2012
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Appendix Figure A 2.20.: Share of cotton productian state owned enterprises (out

of total cotton production) per province
Source: TajStat 2012
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120

100

ol

Tajikistan all oblasts

S 60 Sughd total
"
;‘-:* Khatlon total
40
RRP total
20
0

2007 2009 2011

Appendix Figure A 2.21.: Area cropped with cottom big farms (>20 ha) per prov-
ince (2007=100)

Source: Statistical Agency of Tajikistan (IntervieWote: The index is weighted by the share offamgn

workers (out of all agricultural workers) per pnowé to account for varying cultivated area on bigrfs.
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Appendix Figure A 2.22.: Area cropped with cottom emall farms (<20 ha) per prov-
ince (2007=100)

Source: Statistical Agency of Tajikistan (IntervigwWote: The index is weighted by the share of $mal

farm workers (out of all agricultural workers) g@ovince to account for varying cultivated areasamall

farms.
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Appendix Table A 2.16.: Data on number of privats. «ollective dehkan farms for
whole Tajikistan

Number of entities Arable land cultivated in ha
2006 2010 2006 2010
Private Dehkan Farms 18040 18300 324724 320000
Collective Dehkan Farms 9000 8300 162000 165000
HH and Presidential Plots 1115400 274908
State enterprises 193 62146

Note:
ha). Source: FAO Mission reports 2009

Appendix Table A 2.17.: Farm Head Survey GIZ 2011

and 2011

HH plots and Presidential plots grow mainlgps for subsistence consumption and do not grdmmcdaverage size is 0.2

Difference

p-value of the

Group Means . twosided T-
(Big-Small) Test
Indicators and variables
Small Farms| BigFarms
(<20 ha) (>20 ha)

% of family heads working
abroad (of total families being 0.6504386 0.4636383 -0.1868003 0.001
shareholders)

(0.0484872) (0.0284314) (0.0561239
Losses are added to farm debts,
farm manager does not take |on 0.2619048 0.4094488 0.1475441 0.01
the debts

(0.0393254) (0.043807) (0.0588688
Farm head is regularly receiving
information about world price of 0.7063492 0.7480315 0.0416823 0.46
cotton

(0.0407352) (0.0386766) (0.0561715
Qamoat, hukur_nf';lt or futurists 0 0.039 0.039 0.02
influence decisions on the farm

0) (0.017) (0.017)

Fear of consecuences if | redUCE ) 3333444 0.3385827 0.0052493 0.93
cotton area

(0.0421637) (0.0421585) (0.0596248
Spending for social responsibili- 1418.294 3803.787 2898.389 0
ties from income of Manager

(250.3035) (498.2477) (626.1253)
Farm Manager elected by 0.00 0.02 0.02 0.16
hukumat

0) (0.0110913) (0.011)

Number of observations 126 127

Source: GIZ farm head survey 2011; Note: Standamisein parenthesis
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Appendix Table A 2.18.: Two most important agriautal crops in cotton and non-

cotton communities (communities included in the TEH
First crop in PSU

Second crop in PSU

Non-cotton Cotton Non-cotton Cotton

PSUs PSUs PSUs PSUs
Cotton-growing 0 44 0 60
Gardening 5 1 20 2
Grain crops 32 6 8 26
Plant growing 3 1 0 0
Vegetable growing 21 51 33 16
Vineyard 2 1 0 0
Legumes 0 0 2 0
Total 63 104 63 104

Source: TLSS 2007

Appendix TableA 2.19.: Two most important econoraittivities in cotton and non-
cotton communities (PSUS)

First economic activity Second economic activ-

in PSU ity in PSU

Non-cotton  Cotton Non-cotton  Cotton

PSUs PSUs PSUs PSUs
Agriculture 55 56 1 2
Mining 5 6 2 5
Manufacturing 0 5 2 5
Energy, Gas and Water 1 1 1
Construction 1 1 3 9
Retail Trade, Restaurants and Hotels 1 30 13 21
Transport 0 1 3 5
Finance, Real Estate and Insurance 0 0 0 2
Public Administration and Defense 0 2 2
Education 0 3 29 14
Health and Social Services 0 0 8
Other Services 0 0 11
Other 1 1 3 1
Total 63 104 59 86

Source: TLSS 2007
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Appendix Table A 2.20.: Comparison of Cotton and iNG@otton communities
(Double T-tests or Rank-sum-tests)

P-Value for group

Variable Cotton PSUs Non-Cotton PSUs comparison test
(HO: no difference)

Population 6600 7210 68%
Altitude 684m 1301m 0%
Distance to Dushanbe 152km 257km 0%
Hours to drive to Dushanbe 5.9h 9.8h 1%
Distance to District Capital 13km 25km 0%
Hours to drive to District
Capital 0.24h 1h 4%
School enrolment same median same median 97%
Weeks school close because
of agriculture 0.4 0.2 15%
Share of population working
in agriculture lower than median  higher than median 0%
Quality of Roads better worse 1.6%
Part of crops planted on irri-
gated fields higher than median lower than median 2%

Source: TLSS 2007

Appendix Table A 2.21.: Agricultural workers in cmn regions (treated) vs. agricul-
tural workers in non-cotton regions (control) in Zi¥

Mean Con- | Mean Treat- SE of Differ- N Con- N Treat-
Variable Difference P-value
trol Group ed Group ence trol ed

Wage

159.58 133.81 25.77 23.92 0.28 302 1004
Dummy for being
female 0.46 0.56 -0.10 0.02 0.00 880 1229
age

35.65 33.29 2.36 0.61 0.00 880 1229
Dummy for primary or
no education 0.34 0.28 0.06 0.02 0.00 880 1229
Dummy for secondary
educ. 0.61 0.69 -0.07 0.02 0.00 880 1229
Dummy for tertiary
educ. 0.04 0.03 0.01 0.01 0.27 880 1229
Dummy for working in
a small firm (<25 0.86 0.46 0.40 0.02 0.00 880 1229
employees)
Dummy for working in
a very big firm (>50 0.07 0.29 -0.21 0.02 0.00 880 1229
employees)
Dummy for working in
a state owned firm 0.07 0.17 -0.10 0.01 0.00 880 1229
Dummy for  high
occupation 0.02 0.02 0.00 0.01 0.50 880 1229
Dummy for occ. group|
45,7 and 8 0.01 0.04 -0.03 0.01 0.00 880 1229
Dummy for skilled
agricultural occupation 0.84 0.89 -0.05 0.02 0.00 880 1229
Dummy for unskilled
occup. 0.12 0.05 0.08 0.01 0.00 880 1229
Hours worked pe
week 40.45 46.45 -6.01 0.75 0.00 880 1229

Source: TLSS 2007
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Appendix Table A 2.22.: Agricultural workers in cmn regions on small farms
(treated) vs. agricultural workers in cotton regisron big farms (control) in 2007

Mean Mean SE of N
Differ- P- N Con-
Variable Control Treated Differ- | | Treat-
ence value tro
Group Group ence ed
Wage 04.78 201.09  -106.32 28719  0.00 686 369
Dummy for being L
female 0.60 0.51 0.09 0.03 0.00 0.60 0.51
age 32.39 34.35 -1.95 0.75 0.1 3239 3435
Dummy for pri-
{FO?IW or no educar 0.29 0.27 0.02 0.03 0.54 0.29 0.p7
Dummy for L
secondary edu. 0.69 0.69 -0.01 0.03 0.84 0.69 0.69
Dummy for
tertiary educ. 0.03 0.04 -0.01 0.01 0.31 0.03 0.04
Dummy for work-
ing in a small firm 0.00 1.00 -1.00 0.00 0.00 1.00
(<25 employees)
Dummy for work-
ing in a very big
firm (>50 em- 0.53 0.00 0.53 002  0.00 0.53 0.00
ployees)
Dummy for work-
ing in a statg 0.23 0.10 0.14 0.02 0.00 0.23 0.10
owned firm
Dummy for high
occupation 0.01 0.03 -0.01 0.01 0.11 0.01 0.03
Dummy for occ. A
group 4.5.7 and 8 0.03 0.05 -0.02 0.01 0.08 0.03 0.05
Dummy for
skilled agricultur- 0.92 0.86 0.06 002 000 092 0.86
al occupation
Dummy for A
unskilled occup, 0.03 0.06 -0.03 0.01 0.02 0.03 0.06
wggrks worked pe 50.87 41.22 9.64 087 040 50.87  41[22

Source: TLSS 2007
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Appendix Table A 2.23.: All female individuals irotton (treated) vs. female in non-
cotton regions (control) in 2007

Variable Mean Mean . SE of
Control | Treated | Difer- Differ- p-value | N Con- | NTreat
ence trol ed
Group Group ence
wage
127.87 154.02 -26.16 14.24 0.07| 356 1099
Dummy working
in_agriculture| ;7 0.19 -0.02 0.01 0.12 | 2313 3617
(working age
population)
age
26.23 25.52 0.71 0.39 0.07| 3786 6029
Dummy for
primary or no|l 0.60 0.58 0.02 0.01 0.03 3786 6029
education
Dummy for
secondary educ. 0.37 0.37 0.00 0.01 0.87 3786 6029
Dummy for
tertiary educ. 0.02 0.05 -0.02 0.00 0.00 3786 6029
Dummy for
working in_ aj 43 0.10 0.03 0.01 0.00 | 3786 6029
small firm (<25
employees)
Dummy for
working in al g o) 0.06 -0.04 0.00 0.00 | 3786 6029
very big firm
(>50 employees)
Dummy for
working in a| 0.05 0.08 -0.03 0.01 0.00 3786 6029
state owned firm
Dummy for high
occupation 0.03 0.05 -0.01 0.00 0.00 3786 6029
Dummy for occ.
group 45,7 and 0.02 0.04 -0.02 0.00 0.00| 3786 6029
8
Dummy for
skilled agricul- 0.10 0.11 -0.01 0.01 0.03 3786 6029
tural occupation
Dummy for
unskilled occup. 0.02 0.02 0.00 0.00 0.73 3786 6029
Hours  worked
per week 38.15 42.74 -4.58 0.81 0.00 642 1284

Source: TLSS 2007
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Appendix Table A 2.24.: Net profits on small vsghiarms in Tajik Somoni

Group Means Difference p-value of the
(SE in parenthesis) (Big-Small) | T-Test
(Diff>0)
Small Farms| Big Farms
(<20 ha) (>20 ha)
Netprofits per farm in USD 1765.872 60732.93 58967.05 0.07
(336.3672) (29978.71) | (39665.08)
Number of observations 47 82

Source: FAO Farm data set (Caccavale 2005)
Appendix Table A 2.25.: GIZ Survey of Political Ldars 2011

Difference | p-value of
Indicators for political repression (Big- the twosided
and coerced labor Group Means Small) T-Test
Respondents in small | Respondents in big
farm districts (TLSS | farm districts (TLSS
district share of small | district share of small
farm workers > 50%) | farm workers < 50%)
District target for area cropped with
cotton (% of total cultivatable area) 0.5655857 3625659 -0.0303298 0.03
(0.0115419) (0.0073749) (0.013696P)
To fulfill district production targets, |
directly communicate with farmers and
agro-processors, procure and distributg
farm inputs and charge Jamoat officialg to
support farmers 0.5008319 0.5915493 0.0907173 0.15
(0.0204124) (0.0587511) (0.062196pR)
To implement freedom to farm we set
specific targets for Jamoats and farms 0.1547421 2392366 0.0846945 0.12
(0..0147647) (0.0510051) (0.05309911)
Freedom to farm reform will decrease
agricultural production due to lack of
instructions to farmers by district officials 0.G58 0.1971831 0.1006773 0.04
(0.0120549) (0.0475548) (0.049058P)
Cotton debt resolution will only increase
work load for local governments to
control cotton farm activities 0.0266223 0.1126761 0.0860538 0.03
(0.0065719) (0.0377927) (0.0383598)
Freedom to farm reform will increase
local authorities control of farms and the
involvement in farm decisions 0.0898502 0.1408451 .0500948 0.24
(0.0116746) (0.0415774) (0.0431854)
Cotton debt resolution will increase local
authorities control of farms and the
involvement in farm decisions 0.0332779 0.1267606 .0984827 0.02
(0.0073224) (0.0397658) (0.040434RB)
Number of observations 601 71
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Appendix Table A 2.26.

. Participation in agriculterwithout additional control variables

(1) (2) 3) 4 (5) (6) (7) (8) ) (10) (11) (12)
Full Male Female Full Male Female Full Male Female Full Male Female
sample sample sample sample
VARIABLES Dependent variable: Working in agriculture
District share of agri. workers on small farms .08 0.08* 0.04 0.07 0.09* 0.04
(0.04) (0.03) (0.05) (0.04) (0.04) (0.06)
cottonPSU*year2009 0.05 0.02 0.07° 0.04 0.02 0.07° 0.04 0.02 0.06 0.04 0.02 0.06
(0.03) (0.03) (0.04) (0.03) (0.04) (0.04) (0.03) .0d) (0.04) (0.04) (0.04) (0.05)
cottonPSU*year2011 0.08* 0.06° 0.09* 0.08* 0.06 @.1 0.07* 0.05 0.10** 0.08* 0.05 0.11*
(0.03) (0.04) (0.04) (0.03) (0.04) (0.04) (0.03) .00 (0.04) (0.04) (0.04) (0.04)
sex -0.01 -0.01
(0.01) (0.01)
age 0.00** 0.00** 0.00** 0.00** 0.01** 0.00** 0.01 0.00 0.01 0.01 0.00 0.01
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) .0 (0.00) (0.00) (0.01) (0.01)
secondaryedu 0.01 0.02 0.01 0.01 0.02° 0.01 -0.01 010 -0.03° -0.01 0.01 -0.03
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) .00 (0.01) (0.01) (0.02) (0.02)
tertiaryedu 0.07** -0.07** -0.07* -0.09** -0.08** -0.09** -0.01 0.02 -0.05* -0.01 0.02 -0.07*
(0.01) (0.01) (0.01) (0.01) (0.02) (0.02) (0.02) .0@) (0.02) (0.02) (0.03) (0.03)
Constant -0.00 -0.04 0.02 0.03 -0.16* -0.03 0.02 0.07 -0.01 -0.01 -0.00 -0.00
(0.04) (0.04) (0.03) (0.05) (0.07) (0.09) (0.11) 1) (0.14) (0.14) (0.23) (0.18)
Individual FE No No No No No No Yes Yes Yes Yes Yes Yes
Observations 23,398 11,205 12,193 20,534 9,868 660,6 23,398 11,205 12,193 20,534 9,868 10,666
R-squared 0.16 0.18 0.18 0.14 0.16 0.16 0.01 0.02 0.02 0.01 020 0.02
Adjusted R2 0.16 0.17 0.18 0.14 0.15 0.16 0.01 0.02 0.01 0.01 0.02 0.01
Number of panelid 14,113 6,653 7,460 12,896 ,09B 6,799

Robust standard errors (clustered at the PSU leveBrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is an indicator whethemptitson works in agriculture or not, whereby we tiefull sample of the working age population. #lecifications include district dummies, provin@ay dummies,
dummies for the month of the interview as well asthies for cotton PSU and the year of the interviéalumns 1-6 show OLS estimates and columns fhd®idual FE estimates. Columns 4-6 and 10-12 auiditly

include the district share of agricultural workemsrking on small private farms.

114



Appendix Table A 2.27.: OLS Small vs. big firms sgamples firms in agriculture and non-agriculture)

1) @ (3 4 ®) (6) ] (8) 9 (10) (11 (12)
Agricultural workers Workers in non-agricultural enterprises
Small farms (<25 employees) Big farms (>25 employ®e Small firms (<25 employees) Big firms (>25 empjees)
Full Male Female Full Male Female Full Male Female Full Male Female
sample sample sample sample
VARIABLES Dependent variable: Log of the real wage per hour
cottonPSU*year2009 -0.19 -0.41 0.03 -0.09 -0.07 080. 0.04 0.05 0.05 0.06 0.08 -0.10
0.27) (0.33) (0.28) (0.20) (0.24) (0.23) 0.12) A® (0.23) (0.15) (0.18) (0.24)
cottonPSU*year2011 0.15 -0.09 0.49° -0.13 -0.11 100. 0.01 0.03 -0.14 -0.06 -0.03 -0.14
(0.24) (0.30) (0.26) (0.17) (0.19) (0.30) (0.112) ilio) (0.27) (0.12) (0.14) (0.20)
sex -0.08 -0.14* -0.33* -0.46**
(0.06) (0.05) (0.04) (0.04)
age 0.01** 0.00 0.01* 0.00** 0.00 0.01** 0.00* 0.00 (000] -0.00° -0.00 -0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) .0@) (0.00) (0.00) (0.00) (0.00)
secondaryedu 0.08 0.16 -0.04 -0.01 -0.03 -0.03 *9.20 0.28** -0.00 0.04 0.04 -0.12
(0.09) (0.13) (0.12) (0.05) (0.10) (0.06) (0.05) .06) (0.09) (0.09) (0.11) (0.13)
tertiaryedu 0.22 0.40° -0.44 0.17 0.21 -0.01 0.47** 0.48** 041 0.23* 0.06 0.39**
0.17) (0.20) (0.42) (0.15) (0.18) (0.26) (0.06) .00 (0.12) (0.09) (0.12) (0.14)
firmbig -0.15* -0.21° -0.12 0.12** 0.14** 0.13*
(0.07) (0.112) (0.08) (0.04) (0.05) (0.07)
statefirm -0.31* -0.21 -0.46° 0.02 0.18 -0.13 -0.61* -0.56** -0.57* -0.53* -0.50** -0.49**
(0.15) (0.18) (0.26) (0.09) (0.12) (0.11) (0.05) .06) (0.11) (0.06) (0.07) (0.09)
occhigh 0.33° 0.31 -0.03 0.36* 0.32° 0.41 0.21** 0.16* 080 0.17* 0.13 0.21°
(0.19) (0.21) (0.40) (0.15) (0.19) (0.41) (0.06) .0®) (0.11) (0.08) (0.10) (0.12)
occ4578 0.29 0.18 -0.10 0.44* 0.33 0.07 0.18** 0.15** 0.30* 0.21* 0.08 0.35*
(0.18) (0.24) (0.45) (0.22) (0.22) (0.25) (0.04) .06) (0.12) (0.07) (0.10) (0.14)
occagriskilled -0.03 -0.15 -0.07 -0.17 -0.19 -0.16 -0.32 -0.36° -0.07 -0.62* -0.60* -0.95*
(0.10) (0.15) (0.15) (0.14) (0.16) (0.18) (0.26) .20 (0.71) (0.24) (0.27) (0.47)
Constant 0.84 -1.20** 0.88 -1.06** -1.52** 0.45 0.24 -0.10 0.48 1.14** 0.66** 0.28
0.97) (0.16) (0.64) (0.37) (0.33) (0.35) (0.15) 1@ (0.34) 0.17) (0.22) 0.27)
Observations 1,229 678 551 1,142 459 683 3,789 12,94 848 1,969 1,329 640
R-squared 0.37 0.33 0.50 0.37 0.39 0.39 0.24 0.19 0.31 0.33 270 0.38
Adjusted R2 0.33 0.26 0.44 0.34 0.31 0.34 0.22 0.16 0.24 0.30 0.23 0.30

Robust standard errors (clustered at the PSU leveBrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is the log of the real waggehour in the last month. All specifications umibé district dummies, province-year dummies, dursrfoethe month of the interview as well as dumnfiiescotton PSU
and the year of the interview.
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Appendix Table A 2.28.: Individual FE hourly and nmthly wages for the sample split in small vs. bigris

1) )] 3 4 () (6) ] (8) (C)] 10) 11) (12)
Big firms (>25 employees) Small firms (<25 employsg Big firms (>25 employees) Small firms (<25 empjees)
Full Male Female Full Male Female Full Male Female Full Male Female
sample sample sample sample
VARIABLES log of the real wage per hour log of the real monthly wage
cottonPSU*agri*year2009 -0.19 -0.52 0.14 -1.07 8t.5 0.59 -0.21 -0.31 0.05 -0.87 -1.23* 0.07
(0.35) (0.48) (0.28) (0.67) 0.77) (0.60) (0.32) A (0.26) (0.53) (0.62) (0.51)
cottonPSU*agri*year2011 -0.05 -0.15 -0.68 -0.14 6€0. 0.96 0.07 0.09 -0.94* -0.18 -0.54 0.75
(0.39) (0.47) (0.46) (0.54) (0.61) (0.68) (0.41) 4Q) (0.43) (0.44) (0.50) (0.56)
age -0.04° -0.04 -0.01 -0.02 -0.01 -0.05 -0.03 -0.05 010. -0.02 -0.01 -0.05
(0.02) (0.03) (0.04) (0.02) (0.03) (0.07) (0.03) .0®) (0.04) (0.02) (0.02) (0.05)
secondaryedu -0.11 -0.27 -0.08 0.07 0.10 -0.17 -0.04 -0.19 0.01 0.09 0.08 0.09
(0.13) (0.24) (0.13) (0.11) (0.13) (0.19) (0.11) .20 (0.13) (0.09) (0.10) (0.15)
tertiaryedu -0.00 -0.12 0.09 -0.07 0.01 -0.57 0.07 -0.01 0.06 0.04 0.00 -0.29
(0.16) (0.26) (0.19) (0.14) (0.15) (0.35) (0.13) .20 (0.16) (0.11) (0.12) (0.24)
firmbig -0.04 0.02 -0.11 0.03 0.12 -0.06
(0.06) (0.08) (0.08) (0.06) (0.07) (0.07)
statefirm -0.10 0.05 -0.28° -0.21° -0.26* 0.05 -0.13 -0.02 28y -0.28** -0.28** -0.23
(0.11) (0.12) (0.15) (0.11) (0.12) (0.24) (0.09) 1@ (0.14) (0.09) (0.10) 0.17)
occhigh 0.17 0.15 0.09 -0.07 -0.08 0.08 0.07 0.03 0.16 20.0 -0.02 0.10
0.17) (0.21) (0.25) (0.12) (0.13) (0.31) (0.13) 1@ (0.20) (0.10) (0.11) (0.25)
occ4578 0.06 0.11 -0.12 0.21* 0.20* 0.50* 0.07 0.07 0.10 180. 0.16° 0.47*
0.17) (0.22) (0.20) (0.09) (0.10) (0.24) (0.13) 1@ (0.16) (0.08) (0.08) (0.20)
occagriskilled -0.06 -0.30 0.22 -0.12 -0.18 0.10 -0.08 -0.23 0.25 -0.16 -0.17 -0.17
(0.14) (0.24) (0.14) (0.19) (0.22) (0.29) (0.15) .20 (0.19) (0.13) (0.15) (0.14)
Constant 1.72° 1.86 0.30 0.89 0.57 155 6.43** 7.23* 4.12* 5.93* 5.67** 6.52**
(0.93) (1.37) (1.47) (0.87) (0.95) (2.44) (1.01) .30 (1.47) (0.66) (0.74) (1.71)
Individual FE Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observations 3,111 1,788 1,323 5,018 3,619 1,399 3,137 1,806 31,3 5,060 3,645 1,415
Number of panelid 2,552 1,449 1,103 3,956 2,752 04,2 2,572 1,465 1,107 3,978 2,762 1,216
R-squared 0.38 0.44 0.39 0.19 0.19 0.31 0.37 0.44 0.38 0.21 210 0.39
Adjusted R2 0.373 0.429 0.380 0.181 0.183 0.297 0.362 0.433 710.3 0.206 0.208 0.377

Robust standard errors (clustered at the PSU leveBrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is the log of the real wagehour in the last month (col. 1-6) and the lb¢he wage in the last month (col. 7-12). All spieaitions include individual fixed effects, proviyear dummies, dum-
mies for the month of the interview as well as duesfior cotton PSU, the year of the interview, andy for working in agriculture (agri) and all inéations between agri, cotton PSU and the year desimi
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Appendix Table A 2.29.: Different thresholds foreérsample split in small vs. big firms

€ @ ©) 4 ®) (6) O ® ©) (10)
Big firms Small firms Big firms Small firms
>25 >50 <16 <25 <50 >25 >50 <16 <25 <50
employees employees employees employees employees employees employees employees employees employees
VARIABLES log of the real wage per hour
cottonPSU*agri*year2009 -0.21 -0.13 0.05 0.07 -0.07 0.14 0.11 -0.25 0.59 0.62
(0.34) (0.46) (0.45) (0.34) (0.34) (0.28) (0.65) .60 (0.60) 0.47)
cottonPSU*agri*year2011 -0.10 0.35 0.96* 0.90** o7 -0.68 -0.68 0.16 0.96 1.19**
(0.33) (0.38) (0.42) (0.31) 0.27) (0.46) (0.80) 1) (0.68) (0.43)
age 0.00 0.00 0.01* 0.01** 0.01** -0.01 -0.01 -0.03 08. -0.04
(0.00) (0.00) (0.00) (0.00) (0.00) (0.04) (0.06) 1@ (0.07) (0.03)
secondaryedu 0.00 -0.03 -0.02 -0.03 -0.02 -0.08 0.04 -0.15 -0.17 -0.13
(0.05) (0.08) (0.09) (0.07) (0.06) (0.13) (0.25) 2@ (0.19) (0.11)
tertiaryedu 0.43* 0.40* 0.27* 0.33** 0.36** 0.09 -0.04 -0.80° -0.57 -0.29
(0.10) (0.15) 0.12) (0.10) (0.08) (0.19) (0.23) A0 (0.35) (0.24)
firmbig 0.01 -0.11
(0.05) (0.08)
statefirm -0.27* -0.19° -0.50** -0.51** -0.51* -0.28° -0.12 0.04 0.05 -0.22°
(0.08) (0.10) (0.13) (0.10) (0.08) (0.15) (0.24) .29 (0.24) (0.13)
occhigh 0.30** 0.26 0.32* 0.36** 0.34** 0.09 1.05° -0.03 @B 0.15
(0.12) (0.16) (0.14) (0.12) (0.10) (0.25) (0.55) A0 (0.31) (0.21)
occ4578 0.50** 0.46** 0.34* 0.32* 0.37** -0.12 1.14* 0.42 .Bo* 0.30
(0.13) (0.17) (0.14) (0.12) (0.11) (0.20) (0.56) .2Q) (0.24) (0.20)
occagriskilled -0.19 -0.00 0.20 0.19 0.05 0.22 -0.03 -0.06 0.10 020.
(0.15) (0.23) (0.16) (0.12) (0.10) (0.14) (0.28) A®) (0.29) (0.22)
Constant -0.10 -0.23 -0.42 -0.57° -0.46° 0.30 0.47 1.10 155 1.15
(0.24) (0.28) (0.35) (0.32) (0.26) (1.47) (2.03) .5@) (2.44) (1.18)
Individual FE No No No No No Yes Yes Yes Yes Yes
Observations 1,323 731 974 1,399 1,991 1,323 731 974 1,399 1,991
Number of panelid 1,103 651 850 1,204 1,613
R-squared 0.52 0.56 0.31 0.36 0.39 0.39 0.62 0.32 0.31 0.31
Adjusted R2 0.492 0.511 0.244 0.316 0.359 0.380 0.607 0.299 970.2 0.298

Robust standard errors (clustered at the PSU levelrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is the log of the real wagrehour in the last month. All specifications astimated for the sample of all female workers imctlde district dummies, province-year dummieanchies for the
month of the interview as well as dummies for qot®SU, the year of the interview, a dummy for wogkin agriculture (agri) and all interactions betwegri, cotton PSU and the year dummies. Coluristiow OLS
estimates and columns 7-12 individual FE estimates.
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Appendix Table A 2.30.: OLS wage regressions forpdogees

1) 2 (©)] (4) 5) (6) (] (8 C)] (10) (11) (12)
VARIABLES Full sample Male Female Full sample Male Female Full sample eMal  Female Full sample Male Female
log of the real wage per hour log of the real monthly wage
cottonPSU*agri*year2009 -0.21 -0.26 -0.31 -0.39 610. 0.17 -0.21 -0.23 -0.23 -0.34 -0.47 0.06
0.27) (0.32) (0.33) (0.46) (0.53) (0.37) (0.24) .26) (0.32) (0.37) (0.40) (0.41)
cottonPSU*agri*year2011 0.34 0.05 0.62* 0.29 -0.15  0.97* 0.15 0.01 0.42 0.32 0.02 0.88**
(0.22) (0.25) (0.26) (0.35) (0.44) (0.29) (0.21) .2@) (0.30) (0.32) (0.36) (0.33)
sex -0.35** -0.48**
(0.03) (0.02)
age 0.00 -0.00 0.01** -0.02 -0.04 -0.01 -0.00 -0.00** .00** -0.01 -0.01 -0.02
(0.00) (0.00) (0.00) (0.02) (0.02) (0.03) (0.00) .0@) (0.00) (0.02) (0.02) (0.02)
secondaryedu 0.10** 0.16** 0.02 -0.00 0.04 -0.09 120* 0.14** 0.07° 0.01 0.02 0.01
(0.04) (0.05) (0.05) (0.08) (0.12) (0.10) (0.03) .08) (0.04) (0.06) (0.09) (0.08)
tertiaryedu 0.35** 0.32** 0.43** -0.06 -0.03 -0.02 0.34** 0.30** 0.41** -0.05 -0.02 -0.06
(0.05) (0.06) (0.08) (0.10) (0.13) (0.15) (0.04) .06) (0.07) (0.08) (0.11) (0.12)
firmbig 0.05 0.13** -0.07 -0.01 0.04 -0.06 0.14* .o R 0.02 0.10* 0.14* 0.06
(0.04) (0.04) (0.06) (0.05) (0.06) (0.07) (0.04) .0d) (0.06) (0.05) (0.05) (0.06)
statefirm -0.43** -0.41* -0.39** -0.13* -0.12 -08 -0.44* -0.41* -0.39** -0.17* -0.15* -0.22*
(0.04) (0.05) (0.06) (0.06) (0.08) (0.11) (0.04) .00 (0.05) (0.06) (0.07) (0.09)
occhigh 0.15** 0.07 0.31** 0.16 0.05 0.32 0.10* o0. 0.37** 0.08 -0.04 0.36*
(0.05) (0.06) (0.10) (0.10) (0.12) (0.20) (0.05) .06) (0.08) (0.09) (0.10) (0.15)
occ4578 0.23** 0.12* 0.40** 0.20* 0.16 0.15 0.29**  0.16** 0.53** 0.22* 0.14° 0.37*
(0.04) (0.05) (0.10) (0.09) (0.10) (0.17) (0.04) .0d) (0.09) (0.08) (0.08) (0.14)
occagriskilled -0.11 -0.31** 0.07 -0.18 -0.42** @2 -0.11° -0.32** 0.08 -0.17° -0.36** 0.10
(0.07) (0.09) (0.11) (0.112) (0.15) (0.14) (0.06) .00 (0.10) (0.10) (0.112) (0.16)
Constant 0.52** 0.09 -0.25 0.94 1.56° -0.16 5.91** 5.47* 4.57** 5.68** 5.96** 5.30**
0.12) (0.14) (0.20) (0.67) (0.86) (0.87) (0.11) 1 (0.17) (0.56) (0.72) (0.65)
Individual FE No No No Yes Yes Yes No No No Yes Yes Yes
Observations 6,802 4,408 2,394 6,802 4,408 2,394 8596, 4,444 2,415 6,859 4,444 2,415
R-squared 0.40 0.34 0.41 0.24 0.25 0.32 0.44 0.36 390 0.25 0.27 0.31
Adjusted R2 0.394 0.328 0.390 0.239 0.244 0.309 30.4 0.351 0.371 0.247 0.268 0.300
Number of panelid 5,045 3,209 1,836 5,076 28,2 1,849

Robust standard errors (clustered at the PSU leveBrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is the log of the real wagenour in the last month (col. 1-6) and the lbthe wage in the last month (col. 7-12). All sgieaitions include district dummies, province-yeaminies, dummies for
the month of the interview as well as dummies fittan PSU, the year of the interview, a dummy forking in agriculture (agri) and all interactionstiyeen agri, cotton PSU and the year dummies.1C8land 7-9 are
estimated by OLS and 4-6 and 10-12 using indivifinad effects.

118



Appendix Table A 2.31.: Wage regressions for empkey on small vs. big farms

1) O] 3 4 () (6) ] (8) C)] 10) 11 (12)
Big firms (>25 employees) Small firms (<25 employsg Big firms (>25 employees) Small firms (<25 empjees)
Full Male Female Full Male Female Full Male Female Full Male Female
sample sample sample sample
VARIABLES log of the real wage per hour
cottonPSU*agri*year2009 -0.44 -0.49 -0.30 -0.08 220. -0.01 -0.20 -0.54 0.13 -0.66 -1.11 0.94
(0.30) (0.35) (0.31) (0.34) (0.41) (0.38) (0.35) 4AQ) (0.28) (0.80) (0.89) (0.73)
cottonPSU*agri*year2011 -0.30 -0.36 -0.10 0.31 60.0 1.10* -0.03 -0.17 -0.64 -0.02 -0.67 1.90**
0.27) (0.37) (0.35) (0.27) (0.29) (0.35) (0.38) ) (0.46) (0.65) (0.78) (0.65)
sex -0.37** -0.29**
(0.04) (0.04)
age -0.00 -0.00° 0.00 0.00 -0.00 0.01* -0.04° -0.04 010. 0.00 0.02 -0.13
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.03) .0 (0.04) (0.03) (0.03) (0.15)
secondaryedu 0.02 -0.01 0.03 0.15* 0.25** -0.01 110. -0.26 -0.10 0.07 0.17 -0.31
(0.05) (0.08) (0.06) (0.06) (0.07) (0.08) (0.13) .28) (0.13) 0.17) (0.21) (0.29)
tertiaryedu 0.23** 0.07 0.46** 0.43** 0.47** 0.38** 0.02 -0.05 0.08 -0.17 -0.07 -0.54
(0.07) (0.10) (0.10) (0.07) (0.08) (0.10) 0.17) .2@) (0.20) (0.21) (0.24) (0.44)
firmbig 0.06 0.09* 0.03 -0.02 0.04 -0.10
(0.04) (0.05) (0.06) (0.06) (0.08) (0.09)
statefirm -0.37** -0.39** -0.26** -0.52** -0.48** -0.46** -0.08 0.05 -0.25 -0.14 -0.19 -0.03
(0.05) (0.06) (0.08) (0.05) (0.06) (0.11) (0.11) 1@ (0.15) (0.11) (0.14) (0.26)
occhigh 0.18* 0.14 0.28* 0.18** 0.09 0.32* 0.22 0.21 0.14 0.25 -0.28 0.13
(0.08) (0.09) (0.12) (0.06) (0.07) (0.13) 0.17) .20 (0.25) (0.16) (0.19) (0.32)
occ4578 0.32** 0.17° 0.40** 0.19** 0.10° 0.31* 0.12 0.23 Ab 0.08 0.05 0.54
(0.08) (0.09) (0.13) (0.05) (0.05) (0.14) 0.17) .20 (0.20) (0.13) (0.14) (0.42)
occagriskilled -0.22* -0.37** -0.14 0.01 -0.22° 02 -0.04 -0.23 0.22 -0.29 -0.42° 0.09
(0.11) (0.12) (0.15) (0.09) (0.12) (0.14) (0.14) 2@ (0.14) (0.21) (0.24) (0.37)
Constant 0.90** 0.55** -0.01 0.16 -0.15 -0.55 1.62° 1.82 03 0.25 -0.17 4.37
(0.14) (0.19) (0.25) (0.17) 0.17) (0.34) (0.94) A (1.49) (1.19) (1.20) (5.21)
Individual FE No No No No No No Yes Yes Yes Yes Yes Yes
Observations 2,984 1,706 1,278 3,818 2,702 1,116 9842, 1,706 1,278 3,818 2,702 1,116
R-squared 0.52 0.47 0.51 0.32 0.28 0.38 0.38 0.45 0.39 0.20 200 0.34
Adjusted R2 0.504 0.442 0.473 0.308 0.260 0.335 7.3 0.435 0.376 0.192 0.193 0.323
Number of panelid 2,439 1,376 1,063 3,211 22,2 982

Robust standard errors (clustered at the PSU leveBrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is the log of the real wagehour in the last month. All specifications umb$ district dummies, province-year dummies, dursrfoethe month of the interview as well as dumnfisesotton PSU,
the year of the interview, a dummy for working griaulture (agri) and all interactions between agoitton PSU and the year dummies. Col. 1-6 aimattd by OLS and 7-12 using individual fixed effec

119



Appendix Table A 2.32.: District level treatment0® of PSUs within district treated, 50%, and 70%)

(1) (2) 3) 4 (5) (6) ] (8) 9)
30% Threshold 50% Threshold 70% Threshold
VARIABLES Full Male Female Full Male Female Full Male Female
sample sample sample

log of the real wage per hour

cottonDistrict*agri*year2009 -0.23 -0.44 -0.07 -0.34 -0.42 -0.21 -0.15 -0.34 010.
(0.29) (0.31) (0.38) (0.24) (0.28) (0.31) (022) .20 (0.25)
cottonDistrict*agri*year2011 0.27 0.03 0.45° 0.21 -0.03 0.56* 0.40* 0.12 0.71%
(0.22) (0.24) (0.26) (0.21) (0.29) (0.25) (0200 .20 (0.24)
sex -0.35% -0.35% -0.35%
(0.02) (0.02) (0.02)
age 0.00* 0.00 0.01** 0.00* 0.00 0.01%* 0.00* 0.00 001
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) .0@ (0.00)
secondaryedu 0.10% 0.17* -0.00 0.10%* 0.18** -0.00 0.10%* 0.18 -0.00
(0.03) (0.05) (0.05) (0.03) (0.05) (0.05) (0.04) .08 (0.05)
tertiaryedu 0.33% 0.33% 0.40%* 0.34* 0.33** 0.40%* 0.34** 033 0.40%*
(0.05) (0.06) (0.07) (0.05) (0.06) (0.07) (0.05)  .0@® (0.07)
firmbig 0.02 0.11%* -0.10 0.03 0.12** -0.09 0.03 0.11%* m
(0.04) (0.04) (0.06) (0.04) (0.04) (0.06) (0.04) .00 (0.06)
statefirm 20.43%  -0.42% 0417 -0.43% 042  -0.41% 043  -0.42%  -0.42%
(0.04) (0.04) (0.06) (0.04) (0.04) (0.06) (0.04) .0@ (0.06)
occhigh 0.19% 0.13* 0.32% 0.19% 0.14* 0.32% 0.18** 0.13* 0.32%
(0.04) (0.05) (0.09) (0.04) (0.05) (0.09) (0.04) .08 (0.09)
0cc4578 0.26%* 0.17** 0.41%* 0.26%* 0.17** 0.42%* 0.26%* 017 0.41%*
(0.04) (0.04) (0.09) (0.04) (0.04) (0.09) (0.04) .00 (0.09)
occagriskilled -0.11° -0.26%* 0.02 -0.10 -0.24% 0.02 -0.12° 025  -0.01
(0.07) (0.08) (0.10) (0.06) (0.08) (0.10) (0.07) .08 (0.10)
Constant 0.26%* 0.21* 0.54* 0.28% 0.28%* 0.93* 0.07 -0.266  0.96*
(0.10) (0.10) (0.18) (0.09) (0.09) (0.16) (0.08) 1@ (0.15)
Observations 8,129 5,407 2,722 8,129 5,407 2,722 8,129 5407 227
R-squared 0.39 0.32 0.41 0.39 0.32 0.41 0.39 0.32 0.42
Adjusted R2 0.386 0.310 0.395 0.387 0.309 0.395 0.386 0.308  970.3

The dependent variable is the log of the real waagehour in the last month. All specifications im# district dummies (for each district), provin@ar dummies, dummies for the month of the intenés well as a
dummy for cotton district, dummies for the yeattod interview, a dummy for working in agricultuigti) and all interactions between agri, cottorritisdummy and the year dummies. A district isssified as a cotton
district, if 30% (50% or 70%) of the PSUs withirettistrict are classified as cotton PSUs accortbngur main treatment definition.
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Appendix Table A 2.33.: Other treatment definitions

@ @ 3 “ ®) (6)
Low level dummy  Low level dummy FAO PP1 FAO PP1 FACPP2 FAO PP2
Full Sample Female Full Sample Female Full Sample emdie
VARIABLES log of the real wage per hour
cottonPSU*agri*year2009 0.03 -0.16 0.03 -0.16 0.03 -0.16
(0.24) (0.41) (0.24) (0.41) (0.24) (0.41)
cottonPSU*agri*year2011 0.74** 0.94** 0.74** 0.94** 0.74** 0.94**
(0.23) (0.24) (0.23) (0.24) (0.23) (0.24)
sex -0.34* -0.34* -0.34*
(0.02) (0.02) (0.02)
age 0.00* 0.01** 0.00* 0.01** 0.00* 0.01**
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
secondaryedu 0.10** -0.01 0.10** -0.01 0.10** -0.01
(0.04) (0.05) (0.04) (0.05) (0.04) (0.05)
tertiaryedu 0.34** 0.39** 0.34** 0.39** 0.34** 0.39**
(0.05) (0.07) (0.05) (0.07) (0.05) (0.07)
firmbig 0.03 -0.10 0.03 -0.10 0.03 -0.10
(0.04) (0.06) (0.04) (0.06) (0.04) (0.06)
statefirm -0.44#* -0.41* -0.44** -0.41** -0.44** -0.41**
(0.04) (0.06) (0.04) (0.06) (0.04) (0.06)
occhigh 0.18** 0.32** 0.18** 0.32** 0.18** 0.32**
(0.04) (0.09) (0.04) (0.09) (0.04) (0.09)
occ4578 0.26** 0.42** 0.26** 0.42** 0.26** 0.42**
(0.04) (0.09) (0.04) (0.09) (0.04) (0.09)
occagriskilled -0.11 0.02 -0.11 0.02 -0.11 0.02
(0.07) (0.10) (0.07) (0.10) (0.07) (0.10)
Constant 0.45** -0.33 0.45** -0.33 0.45** -0.33
(0.12) (0.22) (0.12) (0.22) (0.12) (0.22)
Observations 8,129 2,722 8,129 2,722 8,129 2,722
R-squared 0.40 0.42 0.40 0.42 0.40 0.42
Adjusted R2 0.389 0.399 0.389 0.399 0.389 0.399

Robust standard errors (clustered at the PSU leveBrentheses ** p<0.01, * p<0.05, ° p<0.1

The dependent variable is the log of the real waagehour in the last month. All specifications imbé district dummies, province-year dummies, dursrfoe the month of the interview as well as dumnfiigotton PSU,
the year of the interview, a dummy for working griaulture (agri) and all interactions between agotton PSU and the year dummies. We define at®SU as a PSU located below 1000m in col. 1 atsidg GIS
data from the FAO-GAEZ data base we classify PSUso#ton PSUSs, if the Production Capacity Indexritermediate (col. 3-4) or low (col. 5-6) inpuvé irrigated cotton is >0 for the PSU.
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Appendix 2 B List of datasets

Dataset

Source

Year the data was
collected

Respondents/Content

Number of Individual
Observations

Household Panel Survey

Tajikistan Living | The World Bank websitg 2007 (harvest season) Representative Samp|e3318 individuals
Standards Measure-| (publicly available) 4860 Tajik Households
ment Survey (TLSS) in 270 Primary Sampling
2007 Units (PSU);
Additional detailed PSU
level information on
socio-economic, demor
graphic, geographic angd
agricultural characteris
tics
Tajikistan Living | The World Bank websitg 2009 (harvest season) 1503 Households out ®0069 individuals
Standards Measure-| (publicly available) the 4860 Households
ment Survey (TLSS) from TLSS 2007 (Pane]
2009 data), 167 PSUs
Tajikistan Living | The Institute for East angl 2011 (harvest season) 1503 Households fro8608 individuals
Standards Measure-| Southeast Europeahn TLSS 2007 and 2009
ment Survey (TLSS)| Studies (I0S) in Regens- (Panel data), 167 PSUs
2011 burg, Germany

Detailed statistical information on Tajikistan matche

d with the TLSS panel data

Global Agro-Ecological
Zones Database|

FAO — GAEZ website|
(publicly available)

1961-1990
(data published 2012)

Production suitability
indices for cotton for the

Data matched with al
270 PSUs in the TLSS

(GAEZ) from the Food territory of Tajikistan| through GIS  GEO-
and Agricultural Or- (GIS data) coordinates of the PSUg
ganization (FAO) (which were retrieved
from various sources, see
Appendix 2 E)
Socio-Economic  Atlas| The World Bank and 2000 (poverty variables Socio-economic  varia; Jamoat data matched
of Tajikistan 2005 GeoData Institute at the are for the year 2003) bles at the sub-district with all 270 PSUs in the
University of Southamp- (Jamoat) level for Tajiki-| TLSS at the sub-distric|
ton; stan for the year 2000; | level (Jamoats) by hand;
. . . GIS information  on
data obtained from Cem GIS mformgthn on| gistrict borders matche
Mete (World Bank), borders of districts and \.ith PSU  coordinates
Craig Hutton and Andy oblasts of Tajikistan using Quantum GIS
Murdoch (GeoData
Institute)
Number of land use| Land use certificates January 2007 until July Number of land use Data matched with al
certificates for small | handed out by the Tajik 2011 (project ended in certificates for smalll 270 PSUs in the TLSS at
farms (<25 employees) State Committee for July 2011) farms (<25 employees) the sub-district level
by sub-district Land and Geodes handed out by the SCLG (Jamoats) by hand
(SCLG); at the sub-district leve
Data obtained during an (Jamoat)
interview with staff of
World Bank Tajikistan in
November 2014
Cotton Sector Statistics| National Statistics Instiy 2007-2011 Cotton sector statistics pypata matched with al
for Tajikistan tute of Tajikistan district (raion or| 270 PSUs in the TLSS at
(TajStat), Year Book for hukumat); Cotton proq the district level by hand
the Cotton Sector (purt duction and area planted
chased in Dushanbe ip with cotton by district
March 2014)
FAOQ Crop Statistics for | FAO Office in Tajiki- | 2000-2012 Statistics on crop producData matched with al
Tajikistan stan; Data obtaine tion, area harvested arnd270 PSUs in the TLSS 4t
during an interview with yields for various cropg the district level by hand
a staff member in No by district (hukumat)
vember 2014
Price  Statistics  for | National Statistics Agen; 2000-2012 FOB cotton export CPl matched by year
Tajikistan cy of Tajikistan (website) prices, CIF wheat imporf FOB export price for|
price and consumer pricg cotton matched to PSUs
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index (CPI) for Tajiki-
stan

in cotton regions, CIH
import price for wheat
matched to PSUs in non
cotton regions

IMF Commodity Price
Index

International Monetary
Fund (IMF) website

2000-2012

Cotton and wheat wor
market price indices

dWorld market price for

cotton matched to PSU
in cotton regions, CIH
world market price for
wheat matched to PSU
in non-cotton regions

Micro datasets collected

in Tajikistan in March andNovember 2014

GIZ - Political Leader | German Federal Entef- End of 2011 District and Jamoat672 heads of districts an|
Survey 2011 prise for International Leaders from all 58 sub-districts
Cooperation (Glz), districts of Tajikistan;
Office Tajikistan Questions  about the
agricultural reform
process in Tajikistan
GIZ Farm Head Survey | GIZ Office Tajikistan;| November 2011 until Heads of small private 253 farm heads
2011 Survey conducted by March 2012 and large collective
Mattes Scheftelowitz dehkan farms from 13
cotton growing districts
in Tajikistan
GIZ Farm Survey 2013 | GIZ Office Tajikistan End of 2013 Heads of all tgpeof | 4253 farms
farms from 51 districts in
Tajikistan;  Information
on farm characteristics
FAO Farm Survey 2005 | FAO Publication| 2005 Small holder farmers and135 farms
Caccavale (2005) heads of collectiveg
dehkan farms from al
districts of Tajikistan
Statistical data on Tajikistan used for descriptivestatistics
Statistical Year Books | National Statistics Agent 1995-2013 Agricultural statistics by
for  Agriculture in | cy of Tajikistan; Books ) district
Tajikistan purchased in Dushanbe (S0me data only available
in March 2014 from 2006 on)
District level data on | National Statistics Agen; 2007-2011 Cotton production and
cotton production by | cy of Tajikistan; Data area  harvested  wit
farm size obtained during an cotton for small vs. big
interview with a staff farms (20 ha as thresh-
member in  Novembel old) for all districts in the|
2014 provinces Sughd and
RRP as well as fol
Khatlon province and the
Republic of Tajikistan
FAQ data on the privat- | FAO Mission Reports forj 2006, 2010 Number and area culfi-

ization process

Tajikistan 2009 and 2011

vated by private vs
collective dehkan farms

FAO Agricultural | FAO website (publicly| 2000-2012 Production statistics for

Statistics available) Tajikistan for various
crops

USDA Foreign Agricul- | US Department of Agri- 2000-2012 Production, harvested

tural  Service
Database

(FAS)

culture (USDA) website
(publicly available)

area, exports and impor
for various crops and a
countries

- un
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Comparison of different treatment definitions

Treatment Definition

Data Source

Level of Aggregation
of the treatment defi-
nition

Description

1. Baseline
2. FAO PP1
3. FAOPP2

4. Lowland Defi-
nition

5. District
Baseline

TLSS 2007 community Community (PSU)

questionnaire

FAO GAEZ data base

level

Community (PSU)

level

FAO GAEZ data base

Community (PSU)

level

TLSS 2007 community Community (PSU)

questionnaire

level

TLSS 2007 community District level

questionnaire

Cotton is the first or
second most important
crop in the community

Production Capacity
Index for intermediate
input level irrigated
cotton is >0 for the
community

Production Capacity
Index for low input
level irrigated cotton is
>0 for the community

Altitude of the commu-
nity is <1000m

The district is treated, if
more than 30% (50%,
70%) of the communi-
ties in the sample are
treated according to the
baseline treatment
definition 1
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Appendix 2 C Theoretical Model

Theoretical Model for the Labor Market Mechanism

Based on the insights from the background secti@npresent a simple model that cap-
tures the main features of the Tajik cotton seatad describes the pass through of the
world cotton price surge to wages of cotton pickers

We assume that there is a representative farnd#ésatribes the basic decision problem
on small private dehkan farms as well as on biggdlective dehkan farms in cotton
growing areas of Tajikistan. Both farm types oniffed in the characteristics of their
labor supply curves. Both use the same constamtngeto scale Cobb-Douglas produc-
tion technology to produce cotton or wh&hihe total land endowment per farm is
fixed (Z), because land markets do not exist in Tajikistad farmers cannot increase
land endowments in the short and medium run. Timesfixed amount of land is allo-
cated between cotton and wheat production (a comsmssamption in agricultural eco-
nomics, see Shumway et al. 1984 he second production factor is labor (L), whereby
cotton is more labor intensive than wheat, esplgaiairing harvest timé&

1. Model for the representative farm

Cotton production (X)

X =Z} LS
Wheat production (Y)

vy =21

a > [ Cotton is more labor intensive than wheat (fbredative factor prices)

8 For farms in Tajikistan that produce cotton, whisahe main crop alternative (FAO 2009, 2011). ¥Athean also
be grown outside of cotton growing areas (withodgation infrastructure).

8 From the interviews and GIZ farm head survey ("h17), we know that farm heads of small and bigrfs in
Tajikistan follow world prices of cotton and usasttinformation for their production decisions. Thegn freely
allocate land between production of cotton and petidn of wheat as long as a minimum amount of lsnglaced
under cotton (around 40-50%, cotton quotas varyéen districts). The fact that wheat area and suipgreased
dramatically in 2009 (in exchange for cotton) asaction to the high wheat prices in 2008/200hfrrsupports the
hypothesis that farms can freely reallocate lartsvéen crops (FAO 2009). For simplicity reasons, wi not in-
clude a minimum share of land to be cropped witttocoin the model. However, it is straightforwaadinclude this
cotton quota in the model.

8 For simplicity reasons, other inputs (N) (liketfiézer, insecticides, fuel and machinery) are kit in this version
of the model. They can easily be included in thea¢igns.
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Profit Maximization of the representative farm (dedsion variables are %, Z,, Ly,
Ly):

e = X +pyY — (L +r)w(Ly + Ly)
s. t. production functions for X and Y and the r@se constraint > Z, + Z,,

px is the farm gate price for raw cottonr,ip the farm gate price for wheat, r is the inter-
est rate and w is the wage for agricultural lalbat is mobile between cotton and wheat
production. The farm manager has to pre-financatispsts through loans with interest
rate r. The representative farm is a price takeproduct and factor markets. We follow

Shumway et al. (1984) and do not include costgHerfixed but allocatable input land

(because it is fixed in the short and medium ruthatfarm level).

Solutions to the constraint maximization problem:

Defining:
1«
1—-a)py %al-a B___a
o=@ (w1 +7)F 1
(1-B)p, "BTF

Z;(px,py,w,r,Z_) = % Demand for land in cotton produc-
tion
Z;(px, Py, W, T, Z) = ﬁ Demand for land in wheat produc-
tion

IS
Ly(pwpyw,r,Z) = (%)1_”% Demand for labor in cotton
production

T
L}(px,Py,W,T,Z_) = (%)l_ﬁﬁ Demand for labor in wheat
production
X*(pwpyw,r,Z) = (%)m% Optimal output in cotton
production

8 B

Y* (P pyw,m,Z) = ((iﬁ)“ﬁﬁ Optimal output in wheat
production
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Comparative statistics:
1.) Reaction of the labor demand of the farm to aimcrease in g

It is straightforward to show that:
1

dLy(px 0y W, Z) AZ( Py )ﬁ 1 (2+A>>

dps 1+ A\ 41w (1-a)p, \1+4
_ _ 1
dLy(prpyw,r,Z)  AZ [ pB \TF 1 ( 1 ) <0
dps, 1+ A\@Q +r)w (1-a)p, \1+4

And the change in total labor demand of the farm:

d(Ly(px 0y, w, 7, Z) + Ly (Dr, 0y W, 1, Z))

dpx
- (1/-1I-ZA) (1 —la)px ((1Tf)w>m (i : j)
N
~(as) " ()

If « > B (cotton is more labor intensive than wheat, thishe main assumption) and

5—" > g total labor demand on the farm increasesyimtpall values of the independent
y

variables (for other cases it is not trivial to whthat). This inequality should hold al-
most surely, because the price for a ton of cdtembeen higher than for a ton of wheat

over the last decades.
Elasticities of labor demand w.r.t. a change in p

1 1
“Li(pepywr ) = (1 = q) (1 1T A) >0

1 A

SL;’(px,py,W,r,Z)'px =~ (1 — a) 1 _l_ A < 0

And the difference between the elasticities:

1 2
ELi(pepywirZ)ox ~ ELy(papywrZ)px 1-a) (1 + A) >0
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Elasticity of the total labor demand of the farm:
1 1
A < Dy )m(2+A)_< pyB )1—ﬂ( 1 )
A-a\\Q+nrw 1+A A+rw 1+A

gLfFotal(px'py'W'T,Z),Px - 1 1

()™ 4+ (o)

The denominator is always positive. The numeraaqpdsitive ifa > 8 and Px > E

Thus, in those cases the elasticity of total labemnand w.r.t. pincreases at aII values
of the independent variables.

2.) Reaction of the labor demand of the farm to amcrease in w:

It is straightforward to show that far>

* = = 1 18 _ a
de(Px;Py;W,T,Z)_ AZ ( PxQ )ﬁ - T-a 1 -0
dw S A+ Aw\AQ +r)w 1+ A (1-a)
And:
dL, (py, vy, w, 1, Z)
dw

B Z pyB ﬁ 1 A B a
__(1+A)W<(1+r)w> (1—,8)+1+A<1—ﬁ_1—a>

fl<a+ (a ﬁ) m with _6(0 1) thendLy(px;‘?;;,W,r,Z) >0

And the change in total labor demand of the farm:

d(L% (px,py,w T, Z) + L (px,py,w T, Z))
B a 1 1

_ AZ 1—,3_1—0( < P )m_ pyﬁ 1-B
(14 Aw 1+ 4 (1+ 1w (1+nrw

1

A A Px 1-a 1 pyﬁ 1-B
T+ aw\d-a) ((1 n r)w) Taop <(1 n r)w>

d(Lx (px'py'W'T'Z_) +Ly (px’py,W,T,Z_)
aw

<0

If @ > and® > £ then
Dy a

If those conditions hold, total labor demand on fémen decreases in w at all values of
the independent variables (for other cases itigriaal to show that).
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3.) Reaction of cotton production to an increase ipy for the representative farm:

dX*(pepy,w,r,Z) AZ< Pt >% 1 ( ! >>0
dp, T1+A\Q+w) d-ap,\Y 144

Elasticity of cotton production with respect to a bange in px:

1 1
Ex* (pxpyw,r,2)px = (1-a) (a 17 A) >0

2. The ginnery as an intermediate monopsonistic trader

Because the production decisions on both farm tgpeswell described by the repre-
sentative farm, one can assume that the ginnety avlocal monopsony for the region
R faces the supply of raw cotton from a represemdarm with the endowment of cul-
tivatable landZy, in the region R.

From the interviews, we know that private and atilee dehkan farms face the same
output prices for raw cotton. There is no pricecdmination between private and col-
lective dehkan farms. Thus, we can model the supphaw cotton in the region R as-
suming a representative farm with endowment of &pnd

In this model, we assume that the ginnery onlyrhasopsony power in the market for
raw cotton (due to transport costs and pressure fazal politicians and elites). This
assumption is supported by our interview resulftserAeforms in 2007/2008, gins have
less monopoly power in the markets for credit amdifiputs. Farmers can get inputs
and credit from other sources (like microfinancstimtions and banks, other retail in-
put suppliers). Gins finance their operations watkdit from national banks and are
price takers regarding the interest rafe r.

Total supply of raw cotton in the region R:

a —
D )ﬁ AZy

Xi(ppywiT Z5) = ((1 Trw) 1+4

Profit maximization of the ginnery:

The ginnery buys raw cottaki; and has to gin this cotton to g&kz ginned cotton
which it can sell on the world market for prigg. In Tajikistan, the efficiency parame-
ter 6 is typically around 0.3 (see Kassam, 2011). Timepgiys R for the raw cotton it
purchases from farmers. There is no price disciaton between farm types.

8 However, one could add monopoly power for credil input markets in the profit maximization of thinery
and investigate the reaction of optimal interes¢gathe optimal amount of credit given out to faramd optimal
input prices of the monopoly to a change in thelavprice of cotton.
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Ty = pWHX; (px' Py, W, T, Z_R) - pxX; (pxl Py, W, T, Z_R)
Maximazation w.r.t. pgives:

ot = pwb Exi(pxpyw,rZR) Dx
X

1+ EX}*Q (px,py,W,T,ZR).px

. 1 1
Where'EXz*z(Px'Py'W'T'ZR)'Px T (1-a) (a + 1+A)

1.) Fixed degree of market power (supply eIastiejttly(px,py'w,rjlz),px IS constant):

dp.; (py' w,T, ZR’ pW) _ GEX;; (px,py,W,T,ZR),px

dpw 1+ SX}g(px,py,W,T,ZR),px

Then it is trivial to see tha,;;(py'w'r'zR'pw)'pw =1

A 100% increase in the world market price woulddléa a 100% increase in the farm
gate price.

2.) Solution with flexible supply elasticitzyxﬁ(px'py,w,r,zR)'px

Defining:

1
A =Bpl™@

[04
1—a)al-a B __a
p=——X — (w1 +7r)F e

(1- B)pLPpT-F

Simple algebra leads to the following first ordendition forp;(p,, w,r, Zg, py):

1
2py + Bpy1-a(py — pwba) = pyb(a +1)
An explicit solution forp; does not exist. Applying the implicit function trem:

_ 1
dp,’;(py,w, T, ZR,pW) B OaBpyi-a + 0(a + 1)
dpw - 1
Bp;l—a P pwga
2+ (2 a — Pwa )

X

The numerator is always positive.

1.) The denominator and thig Py Zrpw)

is positive, ifij“ > ”;—9 (which should be

Pw

the case for reasonable valuespf

1

- . dpy(pyw,rZrow) - .. Bpiia
2.) If % < p}‘;’—f the denominator and thi& (pde;TZRp ) is positive, |f% (2 —

w

a—pwlapx*>—2
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Thus, for reasonable values of the model parametersmonopsonistic ginnery would
always increase the farm gate price for raw cottaeaction to an increase in the world
market price for ginned cotton.

3. Partial equilibrium in local labor markets

Due to extensive labor migration of male to Russiavell as the civil war in the 1990s,
the agricultural labor force in rural areas of Kajian comprises mostly female workers
(FAO 2009, 2011). Because of strong traditionalnmorlnd the Islamic revival, those
female agricultural workers are not mobile acrads-districts. That is why rural labor

markets in Tajikistan are best described as ladabri markets that are defined by vil-
lages and their neighboring communities (see Inary in March and November

2014). For simplicity reasons, we will assume tihat region R the gin faces as a mo-
nopoly equals the area of the local labor markats Bssumption is realistic, because
most sub-districts in Tajikistan are controlleddnge ginnery.

Because production on both farm types is well deedrby the representative farm, one
can assume that the supply of raw cotton in reglazan be described by a representa-
tive farm with endowment of lang, in the region R.

a —

" = Px@ \i-a AZg
Xi(pxpy w.r,Z8) = <(1 + T')W) 1+ A
Total labor demand in the region R is:

1 1

. _ Zr Pr@ \1-a pyB \1-F
Lrotat pemanan (Px: Py W, Zg) = 1+ 4 ((1 -Ifcr)w> At <(1 -:r)w

Total labor demand in region R decreases withgigsiage w, ifa > andZ—" > g :
Yy

d (E;"otal Demand,R (pxl py; w,T, Z_R))

dw
_ B _a 1 1
_ AZg 1- ﬁ l1—«a ( Px )m _ pyﬁ 1-p
T (1+Aw 1+ 4 1+nrw 1+nw
1 1
Z_R A Px& 1-a 1 pyﬁ 1-B
T+ aw\d=a) ((1 n r)w) Ta-p ((1 n r)w> <0

Now solve for the partial equilibrium in the locallabor market:

The important difference between private dehkan @witbctive dehkan farms is that
both farm types face different local labor suppli8mall private dehkan farms face a
competitive local labor market that comprises lasdl females from local villages
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whose male family members have migrated to Russiaérk. In the harvest time, pri-
vate dehkan farms in local labor markets compatéhmse female agricultural workers.
In contrast, big collective dehkan farms are $tdavily intertwined with local govern-
ments and receive harvest workers sent by the lgoaérnment. Those workers are
employed in the public administration, schools,fiaés and other para-statal enterpris-
es and are forced to work at the cotton harvestrfioimum picking wage&' For fur-
ther details please see the Appendix 2 D on thatgtinee interviews in Tajikistan.

We defineZy pr as the land under private dehkan farms (PF) iforeB andZy ¢ as
the land under collective dehkan farms (CF) inaad®. From Kassam (2011) and FAO
(2009, 2011) we know that the share of cultivagttll under collective dehkan farms
and state owned enterprises, which have similarozgtional structures than collective
dehkan farms, is about 40% for the whole Republitagikistan.

Zrpr + Zpcr = Zp
1.) Partial equilibrium for small private dehkan farms
Private dehkan farms face a efficiency wage cuttve elasticity of labor supply w.r.t.
the wage is positivey(> 0). Those farms have to increase wages to attrattefiupick-
ing workers from local village labor markets. Warkérom local villages have a reser-

vation wage that mainly depends on household rantés and the level of subsistence
production on household plots.

Lspr(w) =yw — k
Where k>0 and the reservation wage= s
Local labor market partial equilibrium:

* * 7\ *
Lrotar Demand,R,PF(pxlpylW T, ZR,PF) = Lgpr(W")

Leads to:
1

_ 1 _—
ZR pF < pPxa )1—a pyB  \1F
1+A\\(1+r)w A+nrw rw

An explicit solution for w does not exist. Applyirige implicit function theorem leads
to:

87 Shareholders on big collective dehkan farms cosegthie other part of the coerced labor pool bigéaare able to
exploit. Those mostly female shareholders are baaride big farm by strong social and traditionatms, a lack of
human capital and conscience about the agricultafatms and their shareholder rights as well assimg economic
resources.
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dw*(px; Dy, W', T, TH) _ _E

dp, F
- 1 1
. AZp pr 1 ( D )m (2 +A> B Py B 1-3( 1 )
1+AA—-a)p,\ \QA+r)w 1+ A A+rw 1+A
_ b __a 1 -
o AZx [T-F 1-ua p,a \i—a_[ PP \I7F
T 1+ AHw 1+ A ((1 + r)w) A+nw
_ 1 8 ﬁ
Zx A pa \I-a 1 P, A
Td+ AHw (1—a)((1 +r)w) +(1—,8)<(1+r)w> r<0

Ifa>p andZ—" > gthe denominator F is negative. Other cases artriwiai to solve.
y

If a>p andZ—" > g the nominator is positive (total labor demand ongte dehkan
Yy

farms increases inpfor other cases it is not trivial to show that).
Thus fora > B and;’—" > g it follows that:
y

dW*(pxl pyl W*' T, ZR,PF) > 0
dps

For reasonable values of the model parameterswHyges on small private dehkan
farms increase if the farm gate price for raw aoitreases (cet. par.).

2.) Partial equilibrium for collective dehkan farms and state owned agricultural
enterprises

Collective dehkan farms face an infinitely elaséibor supply due to political connec-
tions and coerced labor. Managers of the colledrigkan farms can dispose of a pool
of coerced labor and do not have to raise wagésctease labor supply. They pay the
minimum picking wage if) that is announced by the district government (imoixt)
each year before the cotton harvest starts.
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Labor supply for collective dehkan farms is comglgielastic until a certain maximum
amount:

Lscr = ZCF
Local labor market partial equilibrium:

* A7 7 i
LTotal pemand,r,cF (Px; Dy, W, T, ZR,CF) = Lscr

Leads to:
1

_ 1 -

7 a g 1-p _

0= R,CF ( Px _)1 aA + Pyﬂ _ — Lgp
1+A\\(1+r)w A+nrw

Thus, increasing labor demand on collective deligaans is met by the respective labor
supply at the minimum picking wag@) until labor demand reaches the valyg. At
this point, the pool of coerced labor is exhaustad collective dehkan farms cannot
further increase labor demand and cotton producfonincrease in the farm gate price
of cotton R would lead to increased cotton production on ctile dehkan farms until
the pool of coerced labor is exhausted, but wagegpicking workers on collective
dehkan farms would stay constant.

From the evaluation of the interviews, we know tballective dehkan farms always
paid the minimum picking wage announced by the m&tu Those farms did not partic-
ipate in local labor markets to attract further keys by rising picking wages. In most
cases, collective dehkan farms did not exhausptiod of coerced labor and were able
to match their labor demand with sufficient pickiwgrkers. However, in many cases
the cotton harvest at collective dehkan farms thkiager and some collective dehkan
farms seemed to have problems in meeting theirimmckabor demand. Statistics on
cotton production and area under cotton for smallbig farms show that in some dis-
tricts big collective dehkan farms did increasdaoiarea and production not as strong-
ly as the small private dehkan farms in 2011 (RiB.15-A2.18). This might be partly
explained by the labor supply restrictions for eollve dehkan farms in those districts.
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Appendix 2 D Interviews in Tajikistan

Qualitative Research in Tajikistan

As part of my dissertation project, | spent eigleeks in March and November 2014 in
Tajikistan to conduct qualitative interviews andjamize additional statistical data on
the market structure of the Tajik cotton sector #re Tajik agricultural sector in gen-
eral.

The main motivation for this field research wasbtiter understand the labor market
channels of global price fluctuations. In our quiative analysis, we had used the TLSS
household panel survey in 2007, 2009 and 2011 uestigate the impacts of the sub-
stantial cotton price hike in the year 2010/2011lranal employment and wages in Ta-
jikistan. Employing a Difference-in-Differences rinawork to exploit variation in the
cotton price over time and in the suitability fastton production across regions, we
found that due to the price shock real wages per fur agricultural workers increased
by over 90% in cotton regions from 2009 until 2q&@mpared to non-cotton regions).
Interestingly, the effect was dominated by workenssmall household owned farms.
Workers on larger cotton farms did not gain froma gositive world price shock. At this
stage of the research project, the exact labor ehatiannel of these found effects could
not be determined due to the lack of detailed dataéhe Tajik agricultural sector and
the cotton sector in particular. The main competiygotheses for the findings were
that farms of different size face vastly differdéaidbor supplies, or that recent reforms in
the cotton sector had increased the relative natimni power of smallholders with cot-
ton ginneries.

To collect additional data and better understamditistitutional structure of the cotton
sector in Tajikistan, | organized a field researcMarch and November 2014 in Tajiki-
stan. | applied for financial support at varioustitutions and finally received a Ph.D.
scholarship from the German Academic Exchange &iWAAD) as well as an addi-
tional grant from the Minchner Universitatsgeséiédt (MUG). | initiated the research
cooperation with the German Federal Enterprisdrftarnational Cooperation (GIZ) in
Tajikistan that supported me in logistical matt@rsrough an agricultural consultancy
firm (SAROB) that is supported by the GIZ in Tagitan, | could establish many valu-
able contacts with national and local administratdficials, ginnery managers as well
as many farmers in various regions of Tajikistaariby the field research and with the
help of a local language interpreter, | was alsie &b establish contacts to many local
farmers on my own. | also initiated various corgéotinternational cotton trading com-
panies (e.g. Reinhart AG, ECOM Agroindustrial Corpd), NGOs and International
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Organizations (e.g. the World Bank, the Asian Depsient Bank, the Food and Agri-
cultural Organization of the UN) involved in or mtmming the cotton sector in Tajiki-
stan. The organizational work involved in this dieksearch project was quite intense
and took about two months before the first staparch 2014.

In total, | conducted 57 qualitative interviews hwjtrivate and public agents in the cot-
ton sector in Tajikistan, e.g. small holder farmeverkers and managers of larger cot-
ton farms, ginnery managers, staff members of matéwnal and Tajik cotton trading
companies, agricultural finance consultancies attbo investors, local public admin-
istration officials, officials from the Ministry ofAgriculture and the National Statistics
Agency, International Organizations and NGOs. A plate list of the conducted inter-
views can be found below. The main result of thelitative interviews is that differ-
ences in the world market price pass-through to falages were mainly due to farms
of different size facing different labor suppliddig collective dehkan farms are still
heavily intertwined with local governments and reeeharvest workers sent by the lo-
cal government. Those workers are employed in thigi@ administration, schools,
hospitals and other para-statal enterprises andoaced to work at the cotton harvest
for minimum picking wages. Even school children sti# sent to the cotton fields dur-
ing the harvest season. In exchange, the manaféig collective dehkan farms still
support the local governments in maintaining thblipuand social infrastructure (e.g.
funding and sending workers for the constructiorsdfools and hospitals). It also ap-
peared from some interviews that the managersgtdilective dehkan farms are still
colluding with local ginneries and politicians teap the rents from the cotton sector
(see Sattar and Mohib, 2006, for a descriptiothisf tlientelistic systentf

In contrast, small private dehkan farms lack therg political connections of big

farms and have to hire additional harvest workeétbalocal village labor markets. The
local labor supply is mostly comprised of landléssale workers whose working age
male family members have migrated to Russia forkwbwue to traditional norms and

the Islamic revival, those landless females areafiotved to travel alone and, thus, lo-
cal labor markets are confined to local villagelse Emergence of small private dehkan
farms due to the agricultural reforms has not dmyefitted the households owning
those farms but has also created new opporturfiietandless females bound to the
villages through the emergence of competitive Idabbr markets. The cotton price
hike in 2010/2011 has increased labor demand fiore@ickers in the harvest of 2011

8 Shareholders on big collective dehkan farms coseptie other part of the coerced labor pool bigéaare able to
exploit. Those mostly female shareholders are baaride big farm by strong social and traditionatms, a lack of
human capital and conscience about the agricultafatms and their shareholder rights as well assimg economic
resources.
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on both farm types, but only on small farms pickingges increased because those
farms faced a competitive local labor market.

A more detailed overview of the results of the gatiVe interviews can be found in
subsection 2 and 3. The data requests | initiai#itl warious private and public institu-
tions in Tajikistan resulted in obtaining variowdddional data sets that are presented in
Appendix 2 B.

Content

1. Lists of conducted interviews
2. Results of Interviews in March 2014

3. Results of Interviews in November 2014

1. Lists of conducted interviews

Overview of interviews conducted in Tajikistan in March and April 2014

Interview | Date, Time | Location Interview Partners
Number
1. 5 March National Academy of | Prof. Dr. Mustafar Olimov, Director

2014, 11 am Sciences, Dushanbe | Research Institute SHARQ

2. 5 March Office of the German | Muhammadi Muminow, Director of the
2014, 3 pm | Federal Enterprise for | agricultural consultancy firm SAROB

International Coopera- | that is supported and funded by the G|Z
tion (GlZ), Dushanbe | Tajikistan

3. 6 March Glz Office, Dushanbe Hartwig Ungethuem, Team Leader
2014, 2 pm the GIZ Divisions "Business Enabling
Environment" und "Value Chains", GlZ
Tajikistan
4, 12 March | Restaurant, Dushanbe Staff member of the Minidtigpicul-
2014, 11 am ture of the Republic of Tajikistan and

owner of a family farm in Hissar district;
another colleague of him that also owns
a family farm in Hissar district (both

requested anonymous citation)

5. 12 March | Restaurant ,Traktor", Staff members of the Tajilktoo trad-

2014, 1.30 ing companies Eurotex Ventures Inc.
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pm Dushanbe and Golden Lion LLC (business parthers
of the international cotton trading com-
pany Reinhart AG) (requested anony-
mous citation)

6. 12 March | Café of the National Dr. Hafiz Boboyorov, Research Associ-
2014, 5.30 | Library of Tajikistan, | ate at the National Academy of Sciences
pm Dushanbe of Tajikistan and Research Fellow of the

German research institute “Zentrums flir
Entwicklungsforschung (ZEF)” in Bonn,
expert for social and political power
structures in cotton areas of Tajikistan

7. 13 March Hissar district (RRP Two shareholders of a big collective
2014, 9 am | province), courtyard of | farm (1500 ha), one driver and anothef

the big collective farm | shareholder

8. 13 March | Hissar district, court- | Vice-Manager of the same big collectiye
2014, 10 am yard of the big collec- | farm (from interview 7), the agronomist

tive farm of the farm

9. 13 March | Hissar district, fields of| Manager of a collective dehkan farm (%9
2014, 2 pm | the farm ha), Agronomist for Hissar district at the

agricultural consultancy firm SAROB

10. 13 March | Hissar district, fields of| Manager of a collective dehkan farm
2014, 3 pm | the farm (128 ha)

11. 14 March | Hissar district, court- | Director of a big collective farm (605
2014, 9 am | yard of the big collec- | ha)

tive farm

12. 14 March | Sharinav district (RRP | Farm head and one shareholder of a
2014, 11 am province), fields of the | family dehkan farm (2 ha)

farm

13. 14 March | Sharinav district, fields| Farm head of a family dehkan farm (3,2
2014, 12 of the farm ha)
pm

14. 14 March | Sharinav district, fields| Farm head of a family dehkan farm (2
2014, 1 pm | of the farm ha)
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5t

15. 14 March | GIZ Office, Dushanbe | Sanginboy Sanginow, formeif sta
2014, 3 pm member of the Food and Agricultural
Organization (FAO) in Tajikistan, senic
expert on the agricultural sector in Taji
istan
16. 17 March | Kurgonteppa City Leading Agronomist for three districts
2014, 2 pm | (Khatlon province), the agricultural consultancy firm
hotel lobby SAROB (Firuz) and another agronomis
17. 17 March | Bohtar district (Khatlon| Manager of a collective dehkan farm
2014, 3 pm | province), sub-district | (230 ha)
Navbahor, courtyard of
the collective dehkan
farm
18. 17 March | Bohtar district, sub- Manager of the cotton ginnery and of &
2014, 4.30 | district Navbahor, of- | collective dehkan farm (120 ha)
pm fice of the cotton gin-
nery
19. 17 March | Bohtar district, sub- Farm head of a family dehkan farm (1(
2014, 6 pm | district Navbahor, ha)
courtyard of the farm
20. 18 March | Bohtar district, sub- Farm head of a family dehkan farm (7,
2014, 10.30| district Sargar, house gfha)
am the family
21. 18 March | Bohtar district, sub- Former futurist and cotton trader and
2014, 12 district Sargar, hospital now manager of a collective dehkan
pm of the sub-district farm (106 ha), agronomist of the colleg
tive dehkan farm and also farm head @
family dehkan farm (5 ha)
22. 18 March Bohtar district, sub- Shareholder of the collective dehkan
2014, 2 pm | district Sargar, hospital farm (from Interview 21)
of the sub-district
23. 18 March | Kholkozobod district Former Minister of Agriculture of the
2014, 5 pm | (Khatlon province), Republic of Tajikistan and now farm

Kholkozobod city,

head of a family dehkan farm (10 ha),
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house of the family

district administration officr@sponsi-

ble for irrigation infrastructure

ne

\*Al

36

24. 19 March | Vosé district (Khatlon | Manager of a collective dehkan farm
2014, 5 pm | province), sub-district | (120 ha)
Miyali, house of the
family
25. 20 March | Vosé district, sub- Two shareholders of the collective
2014, 10 am district Miyali, court- dehkan farm (from Interview 24) and tk
yard of the farm agronomist of the farm
26. 20 March | Vosé district, sub- Farm head of a family dehkan farm (6
2014, 12 district Miyali, house of| ha)
pm the family
27. 20 March | Moskovskaya district | Shareholder of a family dehkan farm (}
2014, 5 pm | (Khatlon province), ha)
fields of the farm
28. 20 March | Moskovskaya district, | Farm head and shareholder of a family
2014, 6 pm | fields of the farm dehkan farm (8 ha)
29. 27 March | Kuhjand City (Sughd | Director of the agricultural consultancy
2014, 9 am | province), office of the | firm SAROB for Sughd province
agricultural consultancy
firm SAROB
30. 27 March | Konibodom district Manager of a collective dehkan farm (
2014, 3 pm | (Sughd province), sub-| ha) and former head of a kolkhoze bri-
district Selski Soviet, | gade
fields of the farm
31. 27 March Konibodom district, Ten shareholders of the collective
2014, 4 pm | sub-district Selski Sovit dehkan farm (from Interview 30)
et, fields of the farm
32. 27 March | Konibodom district, Leading Agronomist for Konibodom
2014, 5.30 | sub-district Ortikof, district at the agricultural consultancy
pm house of the family firm SAROB
33. 27 March | Konibodom district, Manager of a collective dehkan farm (]
2014, 6 pm | sub-district Ortikof, ha), agronomist of the collective dehke

[4

N
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house of the family

farm and also farm head ofmailia
dehkan farm (1,5 ha)

=2
1

34. 28 March | Mastchoh district Leading Agronomist for Mastchoh dis-
2014, 12 (Sughd province), trict at the agricultural consultancy firm
pm house of the family SAROB and also manager of a collec-

tive dehkan farm (110 ha)

35. 28 March | Mastchoh district, Farm head of a family dehkan farm (5
2014, 3 pm | house of the family ha) and former manager of a collective

dehkan farm (80 ha)

36. 28 March | Mastchoh district, Farm head of a family dehkan farm (3,
2014, 5 pm | house of the family ha)

37. 29 March | Kuhjand City, Office of | Deputy-Minister of Agriculture for
2014, 8 am | the Deputy-Minister of | Sughd province, Tajikistan

Agriculture for Sughd
province, Tajikistan

38. 29 March | Kuhjand City, office in | Leading Agronomist for Sughd proving
2014, 11 am the Ministry of Agricul- | at the agricultural consultancy firm

ture for Sughd province SAROB and also former Deputy-
Minister of Agriculture for Sughd prov-
ince

39. 31 March | World Bank Office, Bobojon Yatimov, staff member and
2014, 10 am Dushanbe cotton sector expert, World Bank Tajik

stan

40. 31 March | GIZ Office, Dushanbe | Torsten Swoboda, Agricult@ahsult-
2014, 2 pm ant at the GIZ Divisions "Business Ena

bling Environment" und "Value Chains
GIZ Tajikistan

41. 1 April Statistics Institute of the Staff member of the Tajik Statistics In-
2014, 9.30 | Republic of Tajikistan, | stitute
am Dushanbe

42 16 April Skype phone call, office Former Country-Manager Tajikistan of
2014, 11 am at the University of the cotton trading company ECOM

Munich (LMU)

Agroindustrial Corp. Ltd (requested

141



anonymous citation)

43 22 January | Skype phone call, office Former Central-Asia-Manager for the
2014, 4 pm | at the University of cotton trading company Reinhart AG
Munich (LMU) (requested anonymous citation)
44 14 January | Skype phone call, officé Dr. Andreas Mandler, researcher at th
2014, 11 am at the University of research institute ,Zentrum fur
Munich (LMU) Entwicklungsforschung (ZEF)“ in Bonn
and expert on political power structure
in rural areas of Tajikistan
45 1 April Glz Office, Dushanbe | Zarina Kosymova, Deputy Teander,
2014, 12 Head of "Business Enabling Environ-
pm ment”, GIZ Tajikistan

Overview of interviews conducted in Tajikistan in

November 2014

D

e

Date, Time | Location Interview Partners

46. 11 Novem- | GIZ Office, Dushanbe Igor Eromenko, Ph.D., Hea&Gt®
ber 2014, 2 Division “Evidence based decision ma
pm ing”, GIZ Tajikistan

47. 11 Novem- | GIZ Office, Dushanbe Hartwig Ungethuem, Team Leader
ber 2014, 4 the GIZ Divisions "Business Enabling
pm Environment" and "Value Chains", GlZ

Tajikistan

48. 18 Novem- | Ministry of Agriculture | Head of Program “Information Resour
ber 2014, of the Republic of Ta- | Development in Agriculture Sector”,
11 am jikistan, Dushanbe Ministry of Agriculture, Tajikistan (re-

quested anonymous citation)

49. 19 Novem- | FAO Office within in Staff member of the Office of the Food
ber 2014, 8 | the Ministry of Agricul- | and Agricultural Organization (FAO) in
am ture of the Republic of | Tajikistan (requested anonymous cita-

Tajikistan, Dushanbe | tion)

50. 19 Novem- | Café on Rudaki Street,| Former staff member of the ADB team
ber 2014, Dushanbe that planned and accompanied the Ag
1.30 pm cultural Reforms in Tajikistan from

-
1

2005-2008 (requested anonymous citg

1
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tion)

At

51. 20 Novem- | Office of the agricultur-| Head of an agricultural finance consul;
ber 2014, 2 | al finance consultancy | tancy firm and former staff member of
pm firm, Dushanbe the EBRD project Tajik Agricultural

Finance Framework (TAFF) (requeste
anonymous citation)

52. 20 Novem- | GIZ Office, Dushanbe Torsten Swoboda, Agricult@ahsult-
ber 2014, 5 ant at the GIZ Divisions "Business Enag
pm bling Environment" und "Value Chains

GIZ Tajikistan; Igor Eromenko (Inter-
view 46)

53. 27 Novem- | GIZ Office, Dushanbe | Zara Makhmudova, National Cowa-
ber 2014, 5 tor GIZ Tajikistan and former National
pm Coordinator of the Tajik Farm Restruc:

turing Project of the World Bank, IMF
and the Tajik Government

54, 28 Novem- | World Bank Office, Bobojon Yatimov, staff member and
ber 2014, 2 | Dushanbe cotton sector expert, World Bank Tajik
pm stan

55 13 Novem- | GIZ Office, Dushanbe | Shahlo Rahimova, Programmeddan
ber 2014, 6 DFID Central Asia
pm

56 7 October | Café, Munich, Germany Paul Frijters, Professor of Economics «
2014, 10 am the University of Queensland, Researq

er on Political Economy in Tajikistan

57. 10 February Phone call, office at the Mattes Scheftelowitz, Project Manage

2015, 10 am

University of Munich
(LMU)

at the research institute “Deutsches
Biomasseforschungszentrum” and for-

mer consultant for GIZ Tajikistan
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2. Results of Interviews in March 2014

In the following document, the main questions ie thterviews are followed by typical

answer categories that occurred during the quiakteind open interviews. For each
answer category, | assigned the number of theviet@rwhere that statement occurred.
Each interview number identifies one unique intenwiand the assignment of interview
numbers is presented in the interview table abbast interviews were recorded and
the audio material can be requested from the aufftee transcripts of the interviews
can also be requested from the author.

1) Cotton price hike in 2010/2011

Did farm gate prices increase in 2010 and 20117 @@pprices at harvest time vs.
prices of futurist contracts at start of the seasonsame for all farm types?)

Farm gate prices (spot rate) in harvest time irsgeastrongly in 2010 and were still
higher in 2011 than in 2009. (Quotes: interview8,14, 5, 8, 9, 10, 11, 14, 15, 16, 17,
18, 19, 20, 21, 23, 24, 26, 27, 28, 29, 32, 33353436, 37, 38, 39, 40, 42, 43)

Fixed prices for raw cotton included in futurisintkacts at start of the season increased
from 2010 to 2011. (Quotes: interviews 4, 5, 81®, 11, 14, 15, 16, 17, 18, 19, 20, 21,
23, 24, 26, 27, 28, 29, 32, 33, 34, 35, 36, 3739842, 43)

Gins offer higher prices to big farms comparedrak farms (big farms deliver higher
amount of cotton and have a stronger negotiatievepomaybe big farms are politically
connected and collude with the gins). (Quotes:revs 8, 9, 11, 12, 13, 14, 15, 17,
21, 26, 43)

Gins offer higher prices to farms that have nohs@ya future contract with them (that
are independent). (Interview 18, 43)

Farm gate prices are the same for all farm tyg@sotes: interviews 5, 40, 42)

Note: In recent years, most farmers do not demanaré contracts with fixed prices,
but opt to repay futurist credit at spot pricesharvest (if they have the choice, $ee
terview 42, 43 and also other interviews$n almost all interviews farmers told me that
for futurist contracts the spot price in harveshé is used to repay the credit for inputs
(farmers who finance inputs with own capital or kdoans sell raw or ginned cotton at
spot prices in harvest time). The price for gingetton is computed using the Liverpool
stock exchange cotton price index f8f uality (middling staple...) minus 3.5% gin
capital costs, 25% taxes and distribution costs%1€ales tax plus tariffs in Uzbeki-
stan), 60 USD transport costs for train to the Rt and around 240 USD ginning
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costs (also see the official methodica in Kassatil R0 quality gives a 10% higher
price and &' quality 4% lower price.laterview 3§

Many farmers said that farm gate prices increasgdafl farm types in2011 (to around
700 USD per ton of raw cotton in 2011).

Prices only differ for cotton of different qualitlyirst pick gives higher quality cotton
and higher prices than consecutive picks. Interiamgdiraders exist, because gins often
do not have cash to pay farmers that did not sigaré contracts with them (or that
already delivered the necessary amount of raw onadted want to sell exceeding quan-
tity). So intermediary traders buy the cotton amegash to farmers. Later they sell the
cotton to the gin at higher pricesn{erview 40

From the interviews, it seems clear that even m filiturist-gin monopoly case there
was an increase of farm gate prices in futuristtcacts to incentivize farmers to grow
more cotton. But, because in harvest time inteamati prices had gone down again,
futurists often did not pay the agreed farm gategto farmers (only farmers in RRP
told that). Thus, farmers increased area underaroth 2011, but did not receive the
profit expected. Could they pay higher wages tobstrthe fields? It is more likely that
only farmers that benefitted from higher priceséexe of more competitive gin/futurist
market or because they are independent of futuasts have own capital, could have
paid larger wages in harvest 2011Phe official from the Ministry of Agriculture in

Sughd told me that wages are more driven by theaav@der cotton than by harvest
spot prices of cotton. In 2009, because of sprirgnrmany farmers had to sow again
and this decreased profits strongly. But to harvéisé fields and at least cash in the
crop, they had to pay the same wages than usuatneaithough profits in this year

were low. (Interview 37) Thus, in 2011 farmers haapay the higher wages to harvest
their fields, even although world prices for cottdrad come down during the summer.

The official from the Agricultural Ministryiriterview 4 told me that managers of col-

lective dehkan farms often sell the cotton for lopeces than private dehkan farms

because they reap a much larger share of the gradfite to intransparent accounting

(see Sattar and Mohib, 2006; the manager of théective dehkan farm even accumu-
lates debt for the farm that accrues to every shalgers by putting money in its own

pockets). Another reason, why collective dehkamg$amay sell for lower farm gate

prices is that a larger share of those farms degend futurists (see end of section 3) or
because it is harder for them to store the ginneitioonn and wait for better prices (due

to lack of storage facilities).
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Did area devoted to cotton increase in 2011 and wdh crop area was decreased in
exchange (e.g. wheat)? Did cotton area increase small private and big collective
dehkan farms?

In 2011, area devoted to cotton increased stroagllseaction to the price increase (20-
30%). Area of wheat and also other crops (vegesalftaits) decreased in exchange.
(Quotes: interviews 3, 4, 7, 9, 10, 11, 14, 15,11K,18, 19, 20, 21, 23, 24, 27, 28, 29,
30, 32, 33, 34, 35, 36, 37, 38, 39, 40, 42)

This was the case for both farm types (privatecefiective dehkan farms, also at enter-
prises). (Quotes: interviews 3, 4, 7, 10, 11, 1,177, 18, 19, 20, 21, 23, 24, 27, 29, 30,
32, 33, 34, 35, 36, 37, 38, 39, 40, 42)

The increase of area devoted to cotton was mainlprovate dehkan farms, because
state influenced collective dehkan farms are ragdess flexible to price signals. (In-
terview 8, 9, 43)

Note: An interesting observation is also that adbthe farmers (collective dehkan farm
managers and family farm heads) do look at worldgs at start of the season or at
last harvest world prices. In 2011, a lot of thefanped more cotton because prices
were high at harvest 2010 and when season stad@aug@ry/February 2011). Another
important reason is that farmers that do not hamternet or more entrepreneurial
knowledge just look what successful neighborsaltyear: So in 2010 cotton was very
profitable and many farmers increased cotton are2011 because neighbors got prof-
it out of it last year! nterview 26, 43

It was mainly area devoted to wheat that decreas@®11 (almost all interviews).

Did labor demand increase in harvest 20117? Did pi¢kg wages increase?

Yes, labor demand for harvesting increased stromgly2011, compared to 2010.
(Quotes: interviews 4, 10, 11, 15, 16, 18, 20,228,26, 27, 28, 29, 32, 33, 34, 35, 36,
37, 38, 39, 40, 42)

Yes, picking wages increased from 2010 to 2011o{€x1 interviews 4, 7, 8, 10, 11, 15,
16, 18, 20, 23, 24, 26, 27, 28, 29, 32, 33, 3438537, 38, 39, 40, 42)

Note: Most farmers said that the fact that the @amarket price declined during the
curse of the year 2011 was an additional reasory, labor demand increased so much
in harvest 2011. Farmers wanted to cash in the @®goon as possible to prevent fur-
ther losses. Thus, cotton area increase and theedsmg world price were the main
drivers of labor demand in cotton harvest 2011 h@ovest before the rain season starts
is a driver for picking labor demand that did ndtamge in 2011 compared to 2009.

146



Most farmers told me that picking wages increasedhfaround 40 Diram per kg in

2010 to 70 Diram per kg in 2011 on private famigh&an farms. On collective dehkan
farms picking wages only slightly increased fronoward 40 Diram per kg in 2010 to
around 40-50 Diram per kg in 2011 (differing sta&ats between interviews).

Did profits for managers of big collective dehkandrms increase in 2011?

Yes, profits increased strongly. (Interview 4, 16, 17, 18, 19, 20, 23, 24, 26, 28, 29)

Notes: In some interviews and meetings in Dushambaple told me that the managers
of the collective dehkan farms made huge profit2dhl and invested a lot of these
profits in construction sector in Dushanbe. Alsoge involved in the cotton trade and
the ginneries made huge profits and invested irctimstruction sector.

The farmer ininterview 13told me that in Sharinaw the average leasing pfarel ha
land is 600 USD. Good quality land costs 800 USD@stMarmers in this region grow
tomatoes and onions for the Dushanbe markets. Tihesaverage profits made by
farmers in this region are 600-800 USD per ha.

In some interviews, farmers told me that profitsemveery high in 2010. However, in
2011 spot prices in harvest time were already atelolevels and profits were not so
high (nterview 32, 33, 3h

2) Rural labor markets 2010/2011

Do picking wage differences exist between farms arfdrm types (big vs. small)?

Yes, picking wage differences exist, because tigeme competition between all farm
types for harvest workers from nearby villages r@gased labor demand in 2011). Col-
lective dehkan farms cannot pay higher wages, Isecthey are financially unhealthy
and lack the necessary cash reserves to pay havedstrs at the spot (depend more on
futurists than smaller farms, political involvement decisions on collective dehkan
farms, collective dehkan farms have to finance palbcal government budget; see end
of section 3). Most private dehkan farms work watlvn capital (mostly from remit-
tances) or receive loans from banks or microfinaimsgitutions and can pay higher
wages. (Quotes: interviews 4, 11, 13, 15, 16, 89,27, 29, 32, 33, 34, 35, 36, 37, 38,
39, 40, 42, 45)

Yes, private dehkan farms try to attract harvestkexs from nearby villages (and also
wider family members), because private farmersktimmore economically and want to
harvest their fields rapidly to get better outptit@s from gins and traders. Collective
dehkan farms use only shareholders and their fasntb harvest their fields (kind of
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coerced labor); managers do not have to pay thghehiwages, because they are tied to
the collective (they are not aware of their righitsshareholder, they additionally receive
cotton stalks and food crops grown on small pldtghe big farm; social norms force
wider family members to help in the harvest for wages). (Quotes: interviews 6, 7, 8,
9, 10, 15, 17, 18, 19, 20, 21, 22, 24, 25, 26297 34, 38, 40, 42, 44, 45)

Yes, big collective dehkan farms receive harvestkers who work for smaller wages

from other poorer Jamoats or from other collectebkan farms (small private dehkan
farms can only attract workers from nearby villggd$ose bus transfers are organized
by local officials or by private agents. Workers/@édo pay for the transport, the meals
and accommodation by themselves. Mostly, thosescast automatically deducted

from the picking wage and workers receive a lowekipg wage in cash. Furthermore,

farm managers hand out the cash for wages of thedeers to an intermediary (organ-

izer of the bus transfer), who keeps a certain giattie cash for himself. (Quotes: inter-

views 15, 18, 21, 29, 32, 33, 34, 36, 37, 38, 40)

Yes, private dehkan farms employ mostly family mensband pay them higher picking
wages due to social norms. (Quotes: interviews 2, 3, 35, 37, 40)

No, differences only exist between PSUs due tcerhfit degrees of competition per

PSU (some PSUs only have few big farms and a ilmcelopsony exists that depresses
wages; in PSUs with a higher number of farms, aiinf types have to pay higher pick-

ing wages). (Quotes: interviews 2, 6, 30)

No, there are no differences. All farm types coragdet harvest workers on local labor
markets (nearby villages in the Jamoat). (Quotgsrviews 2, 3, 5, 6)

Notes: At least for private dehkan farms, thereampetition between farms for sea-
sonal picking workers from nearby villages for si(ffams want to harvest the field
rapidly because weather gets bad or prices are hig$tart of harvest season).

On all farms types, shareholders and their famigmmers work as pickers in the har-
vest season. However, mostly additional pickersremeded and have to be attracted
from local labor markets (landless laborers fromari®y villages, shareholders from

other farms). The vast majority of picking workers cotton harvest are female

(transport and driving activities and maintenanderagation channels is carried out

by male). Landless laborers from nearby villages almost exclusively female (male of
these families migrated for work; those femaleraastly unemployed during the rest of
the year and only work on their small household plbere they grow vegetables and
potatoes, may be some grain; young girls finisthigh school and waiting to be mar-
ried are also among those workers), shareholdexs their family members on private
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and collective dehkan farms may also be male (ljomty is female). Some farmers
told me that private dehkan farms have a highereltd male workers are therefore
more productivelfiterview 36. Rustam from Sarob told me that female are mumtem

productive than male in cotton picking due to thagxterity and that is one reason why
more female work in cotton harvesttérview 38.

There is a minimum picking wage for each disttetttis announced by each hukumats
government at the start of the harvest season. Memyeach farm is allowed to pay
more to attract workers. Picking workers will chedtose farms that offer higher wag-
es and where wages are paid in cash on the sameTdag, for farms with big cash
reserves it is easier to attract picking workers.

Evidence for forced labor on collective dehkan fasmAndreas Mandler and Hafiz

Bobojorov told me that in Shartuz; Konibodom andh@angir, even landless females
from local villages (non-shareholders) are stilkded to work on the collective dehkan
farms by local officials for very low or no wagesdareceive cotton stalks (social and
cultural norms exist, that create the social pressior females to work in cotton har-

vest). Furthermore, Mandler and Bobojorov say tthet poor and marginalized house-
holds who are shareholders in collective dehkam&rwithout connections to local

power structures) still have to work on the colieetdehkan farm (and receive very low
wages plus cotton stalks) and cannot easily optamat found an own private dehkan
farm (because they do not question the statuslgak,of knowledge, capital and politi-

cal connections to get good lanthiterviews 6, 44. (However, only 10% of area in

Shartuz region is under private dehkan farms, sorttonopsony story may also hold)
Due to the highly monopolized cotton market (omlg gin and one futurist), all farms

in this region have to work together with one figuand this futurist gives cash for
wages. Thus, wages do not differ between farntasimégion (nterview 6).

Hafiz Bobojorov said that social norms of familynde are very important to under-
stand, why wider family members work at all farety for such low wages. The norm
is not to pay your family members better, but #eat family member you have to help
in the harvest even for low wages (so coerced lal®w because of social norms)! He
said that even some heads of private dehkan fanthdeld the low wages for wider
family members and just give them cotton stdlkeiview 6 Sanginow (ex-FAO chief)
told me that on all farms bigger than 10 ha the agement system and collusion with
gins and futurists is the same than 10 years befimterview 15. Shareholders are
exploited and receive only cotton stalks, littletplof land and very low wages (not al-
ways, often no cash payments at all!).
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It seems that at collective dehkan farms the managly pays the minimum wage an-
nounced by the hukumat and each shareholder i©onssiple for harvesting his share of
the field. Shareholders then mostly use family neesnto harvest the field for such low
wages (because social norms force families to belgh other; another reason may be
that shareholders on collective dehkan farms warkdep the cotton stalks for them-
selves Interview 34. (Interview 17, 22, 25, 40, 45Another hint for low fixed wages
and coerced labor on collective dehkan farms isftoe that shareholders from collec-
tive dehkan farms (and their family members) trgheat their manager and sell part of
the crop to private dehkan farmers, who pay themerper kg than the picking wage on
collective dehkan farms (some private farmers tadinterview 7, 15. There is also
evidence that collective dehkan farm managers ftreg shareholders to work on oth-
er collective dehkan farmnferview 18, 2).

In case there are no picking wage differences betvgenall and big farms in one PSU,
the effect we find in the quantitative analysislddoe because of different levels of
competition between farms in different PSUs dudifferent state of the privatization

process (PSUs with only few collective dehkan fanmse a monopsony and low pick-
ing wages, in PSUs with many small private dehkam$ and few collective farms

picking wages are higher due to more competition).

One shareholder of a big cooperative farm told hw tvages in the harvest season are
negotiated informally and may differ between famnsl even between pickers in one
farm (wage may also be paid for harvesting a certaea not wage per kg)interview

7) Private dehkan farms are more likely to pay pigkiwvages cash at the spot, whereas
collective dehkan farms often pay picking wage$ witag of 10 daysliiterview 29.
Another collective dehkan farm and ginnery manggeterview 18, also 3ptold me
that competition for harvest pickers from localagles is higher in times of bad weath-
er (because the cotton has to be harvested befoaems).

In Konibodom, | interviewed a brigade manager ifamoat where the old Kolkhoze
still exists (specialized on cotton seed productiaoterview 30. He told me that there
are no private dehkan farms in this jamoat and ¢hex no competition for harvest
workers between the different brigades. All brigagay the same minimum picking
wage announced by the hukumat. Additional pickingkers are carried by buses from
nearby villages and receive cotton stalks, meald @re picking wage. Shareholders
from other brigades come to his fields, when thiooogets ripe again. However, he
said that because of migration and remittances fiRussia it is very difficult to find
picking workers. Thus, he also employs school mnlcafter school and pays them the
same wage (although they are less productive).
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One manager of a collective dehkan farm told me leawould have liked to pay high-
er picking wages to attract more workers, but haldaot because he works together
with a futurist and was short of cash. That is iy harvest of the first pick took two
weeks at his farm, whereas private dehkan farm$ldoarvest a comparable area in 3
days. Private dehkan farms could pay higher pickirages and attracted more workers
that also worked more productivelinferview 33. This manager also told me at the
same time that collective dehkan farms receivetaunsfers of landless picking workers
who work for lower wages, because they are fronrggodamoats and do not know
about higher world prices for cotton etc. (privatehkan farms use only family mem-
bers or females from local villages for harvest)o$e workers also receive lower wag-
es in cash, because meals and transport costs gamettimes accommodation) are de-
ducted (transport costs are paid to the driver) athe@ cash is handed out to an
intermediary who keeps something for himself @lig keeps about 2-4 Somoni per day
per picking workersjnterview 37, 3. The official from the Agricultural Ministry told
me that 65% of all collective dehkan farms in Sugdekive bus transfers of workers
from poorer Jamoatdifterview 37, 33. Those bus transfers are from villages not farer
away than 40 km from the collective dehkan farnst&u told me that there are also
bus transfers from other districts, where many pawod landless people live (e.g. from
Isfara to Zafarobod) Ifiterview 38§. Rustam also told me that only collective dehkan
farms receive those bus transfer workers, but 75%arkforce on collective dehkan
farm are shareholders and their families and orBy@are those bus transfer workers.

Did workers on small private farms work faster as vorkers on big collective farms
in 2011 (because of higher wages)?

Yes, harvest workers on family farms work more picicve (pick more kg per day),
because they are better paid. (Quotes: intervieW$ 432, 33, 36, 37, 40)

Yes, harvest workers on family farms work more picitve, because they are mostly
(wider) family members and may participate in thefigs. (Quotes: interviews 4, 20,
21, 24, 26, 29, 32, 33, 35, 36, 37)

Note: Some farmers said that harvest workers onlyaarm workers pick more kg per
day, perhaps because the picking wage is highex.aMerage pick per day is about 60
kg, the maximum is 100-150 kg.

Some farmers told me that private dehkan farms laakgher share of male workers
are therefore more productivinterview 36.
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Do shareholders from big collective farms also worlon small farms sometimes?

Yes, in the time, when the cotton gets ripe ageareholders and their family members
from collective dehkan farms go to harvest on pgeviarms that offer good wages.
(Quotes: interviews 7, 13, 15, 17, 18, 21, 22,285,29, 33, 38)

Shareholders from private dehkan farms go to offieate dehkan farms, when the
cotton plant gets ripe on their fields. (Quoteseiniews 19, 20, 26, 28, 33, 38, 44)

Shareholders from private dehkan farms also workhirvest on collective dehkan
farms. (Quotes: interviews )

Shareholders from collective dehkan farms also vaorlother collective dehkan farms
due to social norms or pressure from their manageterview 18, 21, 30, 38)

Note: Cotton harvest works as followsirst pick starts at start of September and eve-
rybody wants to harvest it as soon as possiblealse 1.) prices are high for the first
pick (first pick is best quality cotton and ginygiincentives so that farmers harvest
early) and 2.) the faster you pick the first pibk faster cotton gets ripe again and you
can pick the second pick! (The quality of the cotito subsequent picks will be the
same, if it has not rained since the first pickughthere is an incentive to harvest rap-
idly. Maximum 5 picks from the same field are gue$iThus, there is huge competition
for harvest workers and everybody that can pay éngicking wages to attract workers
will do it (you need cash as farm to pay pickingkeos at the spot!). After one pick, it
takes maximum 10 days to be able to pick the cettain. During the time the cotton
gets ripe, workers from private and collective dahikarms go picking to other farms
that offer the best wages.

Daily wages in harvest season stay constant oredesa until the end of the season.
Picking rate wages increase front tintil 5" pick, but less kg can be picked per day
from 2 until 5" pick (worse quality because of increased rain pility, less cotton
left on the plants).lfterview 29, 30, 33, 38, 4(Rustam from Sarob in Sughd told me
that in normal years 75% of the cotton productioa harvested in the®lpick, 15 % in
the 2 pick and the rest in subsequent picks (averagéevauicks 100 kg in*ipick per
day, 40 kg in the™ and 20 kg in the'®. In years without rain until November it is
60% picked in ¥ pick, 30% in 2! and 10% in the "3 pick, because first quality cotton
is picked until the last pick and each time morgaroflowers grow again when there is
no rain. In total the quantity harvested is mucbhar, when there is no rain until No-
vember. Rustam said that daily wages for pickensgs go down from®luntil the last
pick, because quantity picked per day decreases rstmonger than wages per kg in-
crease Interview 39.
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In summary, picking workers at one private farmaisnof shareholders and their fami-
lies, of shareholders from other farms (whose c¢ottas to ripe) and of landless labor-
ers from nearby villages. Collective farms may #ddally receive picking workers
from farer and poorer jamoats, were many landledsters cohabit. There is also evi-
dence that collective dehkan farm managers fore& ghareholders to work on other
collective dehkan farmdngerview 18, 2). It seems unlikely that workers from private
dehkan farms go to collective dehkan farms to patkon(see Interview 3, 44} ow-
ever, at collective farms often only shareholderd their families harvest the fields (or
forced labor from other collective dehkan farmshisTmay be because of liquidity
problems of big farms (see end of section 3) orabse of higher degree of coerced
labor (also due to social norms)inferview 7, 8, 17 Another reason may be that
shareholders on collective dehkan farms want t@pkée cotton stalks for themselves
(Interview 349.

Is forced labor still available for harvest seasor{maybe in 2011 the international
boycott changed the situation completely?)? Is foed labor available for small and
big farms?

No, from 2011 on the government prohibited schduldcen to work on the fields be-
cause of the international boycott. (Interview 1425, 8, 13, 19, 20, 22, 34, 35, 37)

Yes, there is still forced labor of females fronedbvillages, students and school chil-
dren on the larger collective dehkan farms, but etsmall private dehkan farms.
(Quotes: interviews 6, 11, 15, 18, 29, 30, 40, 44)

Notes: Andreas Mandler and Hafiz Bobojorov told timt in Shartuz; Konibodom and
Qumsangir, landless females from local villages atiél forced to work as harvest
pickers on the collective dehkan farms by locatiaifs (social and cultural norms ex-
ist, that create the social pressure for femalesvtok in cotton harvest; poor landless
females are extremely stigmatized, they are notedt to found a small shop or travel
alone to find work etc., see articles from Mandird Bobojorov). Mandler and
Bobojorov say that the poor and marginalized hoosdh (without connections to local
power structures) still have to work on the colieetdehkan farm and cannot easily opt
out and found an own private dehkan faimtérviews 6, 17, 18, 44

Mustafar Olimov told me that before 2011 it was tiyostudents and school children
who were picking cotton in the fieldsterview 1).

There is also evidence that collective dehkan faramagers force their shareholders to
work on other collective dehkan farnstérview 18, 2).
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In Konibodom, | interviewed a brigade manager ifamoat where the old Kolkhoze
still exists (specialized on cotton seed produgctiaterview 30Q. He told me that there
are no private dehkan farms in this jamoat and ¢hexr no competition for harvest
workers between the different brigades. All brigagay the same minimum picking
wage announced by the hukumat. Additional pickingkers are carried by buses from
nearby villages and receive cotton stalks, meald e picking wage. Shareholders
from other brigades come to his fields, when thiooogets ripe again. However, he
said that because of migration and remittances fRussia it is very difficult to find
picking workers. Thus, he also employs school anlchfter school and pays them the
same wage (although they are less productive).

Do harvest holidays exist in TJ?

No, since 2011 there are no harvest holidays angnf{Quotes: interviews 1, 2, 4, 5, 6,
20, 22, 35, 38)

Yes, hukumats still send school children with thegchers to harvest cotton on large
collective dehkan farms on the weekends (pupilsfpayransport, accommodation and
food with the first 20 kg they pick each day). @ntiew 29, 30, 33)

On weekends, school children still work on thedgebf their parents and receive pick-
ing wages too (on all farm types). (Quotes: intemns 2, 3, 4, 20, 22, 32, 34, 35, 36, 37,
38, 40, 42)

Did working hours decrease in harvest 2011 and why?2.) Later in harvest, hours
worked decrease because of less cotton to pick? Righer HH income from remit-
tances decreases labor supply in agriculture in allegions of TJ?

Higher HH incomes due to increased remittances tedess labor supply at the inten-
sive margin in all rural (and agricultural) regiooisTajikistan. (Quotes: interviews 27,
29, 34, 37, 40, 45)

Notes: In Moskovskaya there is a huge shortageaofdst pickers. Both interviewed
farmers told me that wages go up until 1 Somonikggrbecause it is so hard to find
workers in harvest timelrterview 27, 23
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3) Credit market and output marketing

How much ginneries and futurists are operating in his region? Is there competi-
tion between gins and futurists?

More than 2 gins/ futurists. There is competitie@ivieen gins (and futurists), contract
conditions differ between gins. (Quotes: interviews, 11, 16, 17, 18, 20, 21, 24, 25,
26, 27, 28, 29, 30, 32, 35, 38, 43)

There are more than 2 gins/futurists, but theredseal competition. (Quotes: inter-
views 6, 9, 10, 12, 14, 15, 23, 34, 36)

The number of ginneries increased strongly in Tstgk before 2009 (in 2009 already
around 50 gins active). Interview (3, 4, 5, 16,24, 25, 28, 29, 34, 37, 39, 40, 42, 43)

Note: Gins and futurists in Tajikistan have enowyim capital or lend from national
banks so that they are not doing any future comsradth international traders any-
more! There are not much international investorghie Tajik cotton sector anymore.
Those who are left buy the cotton at spot pricdsairvest time, there are no fixed future
contracts with international investors anymotatérview 2, 40, 42, 48 The official
from the Ministry of Agriculture told us that Rumsiand Chinese cotton traders still do
future contracts with Tajik gins and that in 201@% of the Tajik cotton was sold
through Riga. Now it may be less, because in 20iihgSe entered the market in a big
scale (nterview 4, §

According to many interviews and statistical figgiréhe number of active ginneries
increased strongly since 2006 (in 2000 there w&ea&ive gins and from 2006 on the
number increased to around 50 in 2008/2009). Th& Abd the World Bank financed 8
additional gins in Khatlon that were finished in1202013 and many interview partners
say that the competition between gins has increasex 2011/2012 (number of active
gins in 2013 was 65). In 2009, the number of gias aiready high and the market
structure should have been more competitive (byegetO1 from 2007 the collusion of
gins and futurists was broken up; and the debt elaiton increased the negotiation
power of farmers because old debt dependencieppisaed and they had more free-
dom in choosing the gin; there were many educgti@grams by international organi-

zations to educate farmers for agricultural aciest and to think more market orient-
ed)® But some interview partners told me that the psbeck in 2010/2011 was the
initial push that really increased competition betm gins (farm gate prices for raw

8 For competition in the cotton markets to exishigh number of ginneries is not sufficient. It Isaimportant that
farmers selling their raw cotton screen the maaket try to find the best offer for themselves (thiss not possible
before 2008, when farmers were tied to the ginsaubse of the huge debts, and because farmers dlithave mar-
ket-oriented due to socialization in the collectsystem).
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cotton increased: 1.) because gins wanted to pfidih high world prices and tried to
increase their turn over and 2.) farmers were maweare of higher prices and looked
for the gin with the best offer). This higher leeélcompetition was persistent (even
after the world price has gone down again, farmegatices for raw cotton are higher
in the years 2012 and 2013 than before the priaeck); because the conscience and
freedom of farmers has increased and the numbgmafis very high.l(terviews: 39,
40, 42, 43 Due to the high number of gins, turnover per iginoo low to make profits
leading to a huge price competition between gingh(tfiarm gate prices to increase
turnover of raw cotton). This will lead to the eaftmany gins from the market (natural
concentration process, sé#erview 40, 42, 43 Another problem is that cotton debt is
piling up again in Tajik banks that finance the gibecause many gins did run losses in
the last 2-3 years.

However, some interview partners also told me thatvast majority of active gins are
still controlled by few people close to the presid@ghrough loans of Tajik banks used
to finance the gins). Thus, although the numbeimg is much higher now, competition
may not be a true competition (only small diffeenbetween offered prices...). One
example is the Shartuz region (Kobodijon and Kugsanwvhere the gins and futurists
all belong to Ismail Somoni Zkentury. In this region the freedom to farm (dectd 1

in 2007) did not materialize in higher competitidfrecause the local elites prevented
it). The debt cancellation could not lead to manddpendent farmers, because there
was no competition between gins that could be &epldy farmers. So debt of farmers
piled up again and only very few farmers optedadadithe collective dehkan farms (only
about 10%)! [nterview 2, 6, 44)The official from the Ministry of Agriculture algold
me that gins are still colluding with futurists apdvate farmers without sufficient capi-
tal resources are forced to work with futurists atebts are accumulating for them
again. So there is only competition between gingdétton from independent farmers.
There is no competition between futurists or giad to futurist serviceginterview 4)

Sanginow told me that the ADB built 8 new gins aederal storage facilities in
Khatlon, but the credit for the project came froanks controlled by the family of the
president. Thus, there is no real competition iae totton market, everything is con-
trolled and exploited by the fami{ynterview 15).Ismail Somoni 2% century is active
in the whole South and exploits farmers (thereadree credit access and no freedom
in output marketing)!

Monopsonistic market power by gins was mainly eteecby undervaluing the quality
and weight of the delivered raw cotton (and supygyoverpriced inputs to farmers at
start of the season). Gins acting as futurists atgal to prolong the ginning process to
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increase the interest payment farmers had to repagins/futurists after the ginned
cotton has been sold. With increased competitiomf2011/2012 on, those practices of
gins started to disappear, but farmers are stilstmisting the gins and undervalue their
cotton weight and quality as welh{erview 42. Sanginow says that this practices are
still present in many areaslnterview 15

Marco Baenninger from Reinhart AG said that the petition between gins already
started in 2008 when debt of farmers was cancdbed the futurist system was abol-
ished). This increased the negotiation power offers with gins immensely and thus
competition between gins. Since then, farm gateprare more coupled to world mar-
ket prices than before the reforms of 20Digfview 5 and 43the minimum price rule
according to the methodica introduced by the ADB@®6 also helped in coupling
farm gate prices to world prices). However, AntoBwgsson from ECOM argues that it
took some time before the institutional changedlyrenaterialized in real competition.
Farmers needed some time to understand their negdéms and to start thinking more
economically (screen the market, choose anothes than the one they had worked
with for decades...). The price shock was the triggermore competition because
farmers and gins now started to behave more ecaradini (Interview 42

Can farmers sell their output freely in a competitve market?

Farmers that sign a future contract with the gavehto sell the raw cotton to this gin to
repay the credit (any remaining cotton can be Bekly). (Quotes: interviews 4, 11, 12,
13, 14, 15, 18, 20, 21, 24, 26, 27, 28, 32, 3438539, 40, 42, 43, 45)

Farmers only have to repay the futurist creditasltcto the gin/futurist, so they can sell
the cotton freely to any gin. (Quotes: interviewd 3, 21, 29)

Farmers that finance their inputs with own capaalbank loans are free to sell their
cotton anywhere. (Quotes: interviews 3, 4, 5, B/,1B, 20, 21, 24, 26, 27, 28, 29, 30,
32, 34, 35, 38, 39, 40, 42, 43, 45)

District authorities still close the borders togteioring districts in harvest time to pre-
vent selling raw cotton to neighboring gins (tageantives, participation in rents of gin).
(Quotes: interviews 5, 15, 16, 34, 38, 40, 42)

Note: It seems that even if farmers with futurgttcacts are allowed to sell the remain-
ing cotton to other gins (after repaying the creitthe gin), they often do not do this
because of higher transport costs and less markenhied attitude (or information
costs). Gins still may have some kind of a locahopsony, even if there are several
gins per district. nterview 9, 3§
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Only in 2012/2013, some districts allowed the sgllof cotton across its district bor-
ders (nterview 42).

The official from the Ministry of Agriculture algold me that gins are still colluding
with futurists and private farmers without suffitiecapital resources are forced to
work with futurists and to grow cotton (they oftgiwert inputs from cotton to other
crops as Kassam 2011 describédterview 9, 26; debts are accumulating for them
again. (Interview 4, 40).Thus, working with futurists is still a bad deat mall farm-
ers (worse farm gate prices). For managers of ctiMe dehkan farms, working togeth-
er with futurists maybe privately profitable becawd opaque management and collec-
tivization of the debts (Sattar and Mohib, 20067 @nd of section 3).

Hafiz Bobojorov told me that in Shartuz region (8tiicts) there is only one gin and
one futurist (Ismail Somoni ZXkentury) and even farmers that finance their ispat
dependently are not free to sell their cottomit¢rview 6). Also sednterview 14for a
case, where independent farmers were forced tcaséfie gin that is owned by power-
ful politician in the hukumat (Alimeidon); the ngwdonstructed Chinese gin had to
close. Sanginow also told me that there is no foeetb sell the cropliiterview 15.

It may be that big farms are more forced to worthwelose gins because they have less
possibilities of storing the ginned cotton than Brfaams. (nterview 19

There is also evidence that farms that were alrdadynded before 2010 became more
independent from futurists because of the price mk2010/2011 (could increase capi-
tal resources because of profilsiterview 17, 35, 3R Also collective dehkan farms
became more independent from futurists becauseégbf grofits in 2010/2011ljter-
view 33.In all districts except Bohtar, the big push e tprivatization process seems to
have taken place before the price shock in 201A/28Atimov from the World Bank
also told me that the price hike was not the caafsine push in the privatization pro-
cess, but supported the farmers to be more indegrerfcom futurist financing.liter-
view 39

How do contracts with gins/futurists look like? Isquantity of output specified? (get
copies of contracts) Do offered contracts differ eveen small vs. large farms?
Farmers are free to decide, whether they sell @oie or pay the ginnery for ginning
services and later sell the ginned cotton themsel@uotes: interviews 4, 8, 17, 18, 21,
24, 28, 29, 42,) This is only true for the Sughgioa. (Interview 2, 3, 5, 30, 32, 34, 35,
36, 38, 40)

158



Contracts do not differ between small and big farAlsfarm types have the same op-
tions of selling raw vs. ginned cotton. (Quotesemiews 5, 18, 28, 24)

It is easier for bigger farms to sell ginned cottbemselves and not to the gin (have to
find traders themselves). (Quotes: interviews 8,115 19, 21, 26, 42)

Note: Since the reforms in December 2007 (decrdg, XQturists are not allowed to
work as before (intermediaries had to leave thekegmow it is commercial banks that
provide gins with capitalinterview 39. Mostly gins overtook the business of futurists
and most farmers that do not have own capital ankbbbans enter into futurist con-
tracts with the gin. These contracts mostly evaube raw cotton at harvest time spot
prices. Some farmers told me that they are fregetbthe cotton somewhere else, but
only have to repay the credit including interestesaback to the gin. However, the ma-
jority said that they have to deliver the raw cottim gin that provided the credit and
then the cotton is evaluated by this gin; any remmg cotton can be sold freely.

Futurist contracts specify the amount and pricemplits delivered to the farmers and
include an interest rate on the in kind credit (thoslightly lower than bank interest
rates). Only few farmers told me that they are fi@ehoose input suppliers. Mostly,
farmers enter the futurist contracts because fgtafgins provide a full package of in-
put supply, credit and output marketing and becdusarists do not demand any col-
lateral for the credit (only the harvest is colleaézed). However, according to the in-
terviews in recent years the credit supply of nfioance institutions increased
remarkably and many small private dehkan farms @ecess credits until 20000 USD
without providing collateral (mostly any existingsgts can be used as collateral, e.g.
dwellings, cars). Big collective dehkan farms neeztlit higher than 20000 USD and
cannot access those micro-credits. Thus, big dbleadehkan farms seem to be more
dependent on futurist contracts to grow cotton tharall private dehkan farms.

It seems that in Sughd province most farmers Belgtnned cotton and pay for the gin-
ning services (farmers look for cotton traders &l the ginned cotton and are less de-
pendent on the gin and its offered pricegerview 2, 3, 540, ). In Khatlon province,

most farmers sell the raw cotton to the gin andetelencies from the gin are much
higher (less competition on the cotton buyer sedl$ to lower farm gate prices; how-
ever in 2013, competition in Khatlon was so hight ttarmers earned more selling raw
cotton than farmers in Sughd selling ginned cotloterview 29. Another reason is

that in the South the gins are still owned by titerists, whereas in the North the gins
are independent and only provide services to theéas (so reforms of 2007 were not
enacted equally in every distridinterview 2. The officials of the Tajik cotton trader
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told me that in the North the competition is fonrged cotton and between traders (the
conscience of farmers is different between theNand the South). In the South, farm-
ers are not aware of better profitability of sefiiginned cotton and competition is for
raw cotton and between gins. Thus, in the Souttfeeds much more gins per district to
increase competition and farm gate prices for fasmEgompetition started later in the
South). [nterview 5

Farmers in the South told me that they do nottbellginned cotton, because then they
have to pay more taxes. If they just sell the ratton, they make more profiteter-
view 17, 19

Many farmers said that gins offer service of gignaotton for around 200 USD per ton
of raw cotton and they are free to sell the gingetton to traders. This freedom sup-
posedly exists since 5 years (from 2009 on). Baitlse interviews again.

The official from the Ministry of Agriculture tolehe that gins are still colluding with
futurists and private farmers without sufficientpdal resources are forced to work
with futurists and debts are accumulating for thegain. Those farmers that are forced
to work with futurists are not able to choose sgjlginned cotton, independent farmers
have the choice.lrfterview 4 Private dehkan farmers without sufficient capitat
sources have to grow cotton to be able to get tifeoin futurists (they often divert in-
puts from cotton to other crops as Kassam 201 1riest) (nterview 9.

How much farmers are still financing cotton producion through futurists?
(%share by farm type) What are other sources of fiancing? (remittances, bank
loans, own capital) Why do farmers still use futursts for finance?

Big collective farms are still much more dependemtfuturist financing, because they
do not receive bank loans (due to less secure tiled and much higher amount of
credit needed). (Quotes: interviews 4, 19, 20,2341,29, 32, 33, 34, 35, 37, 38, 39, 40,
42)

Small private dehkan farms mostly finance theiutspwith own capital (e.g. from re-
mittances) or loans from banks or microfinanceitagons. (Quotes: interviews 4, 8,
12,13, 14, 18, 19, 20, 21, 23, 24, 28, 29, 3233335, 37, 38, 39, 40, 45)

Note: According to the interviews, in recent yetrs credit supply of microfinance in-
stitutions increased remarkably and many smallgtevdehkan farms can access cred-
its until 20000 USD without providing collateral ¢stly any existing assets can be used
as collateral, e.g. dwellings, cars). Big colleetidehkan farms need credit higher than
20000 USD and cannot access those micro-creditas,Thig collective dehkan farms
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seem to be more dependent on futurist contractgrev cotton than small private
dehkan farms.

According to the interviews, the share of farmi dBpendent on futurist contracts is
much higher for collective dehkan farms than fovgie family dehkan farms (in all
regions of Tajikistan).

The Ex-Country-Manager from ECONh{erview 42 told me that his clients from pri-
vate dehkan farms mostly tried to diversify theedit portfolio (with several gins and
banks) to be less dependent on one lender. Hetlsaiccollective dehkan farms mostly
have to recur to futurist contracts (they are tog ko receive bank or micro-credit
loans). It may also be the case that big collectiekan farms are still connected to
futurists and gins through political connectiongdahe old system of rent extraction by
farm managers and futurists/gins (coupled with cedrlabor of shareholders) is still in
place (see Sattar and Mohib, 2006):

1.) Many big collective dehkan farms are still poally connected and this also means
that they have to help the local government torfagainfrastructure projects, hospitals
and schools (with cash transfers or by sending elhalders to work in construction;
Interview 26, 40, 43yjives a hint that collective dehkan farms and diage to finance
political campaigns of local politicians; so ther® another incentive for hukumats to
pressure for cotton growing next to the tax incemtof the ginning tax). Politicians
have a saying in the cropping decision of collextdehkan farms (pressure to grow
cotton due to connections of local politicians witie gins and cotton traders and be-
cause of national cotton plans....; even pressuietioto certain gins where politicians
have stakes), which leads to less market-orientedimefficient decision making on the
big farms (big farms are less productivdntérview 40, 4% Furthermore, the manag-
ers of big farms do not have the same propertytsigiver the land then the private
dehkan farmer (land titles of private dehkan fanfélyms are 99 years using rights that
are inheritable; shareholders on collective dehkkarms have 5-10 years using rights
that are not inheritable). This leads to less wijness of banks to lend big sums of
money to big farms. And microfinance institutionsydend less than 20000 USD with-
out any securities. Thus, bigger farms may haveeddbigger problems to raise the
working capital needed to finance inputs and wagdsarvest time (by common sense,
the manager of the collective dehkan farms shoalkhan interest in improving the
efficiency of the farms, employ more productivevaar workers by paying higher wag-
es and get more profit, because he mainly reapprafits that are generated; but may-
be he just cannot access enough working capifeil)erviews: 11, 21, 29, 37, 40, 42,
45)

161



2.) Another argument for inefficiency and cash &mge at collective dehkan farms is
that the old system of collusion with local poldits and gins ended in 2007: After the
decree 111 in 2007 (supposedly break up of existoligisions), the managers of col-
lective dehkan farms steadily live with the threedt the local politicians split up the
farm (local politicians split up the farm, if cotiglan is not fulfilled: so there is pres-
sure of politicians to grow cotton on collectivehdan farms). Many people said that
after this decree the big farms came to have reablems (because cannot work with
banks anymore, hard to get cash for inputs aftat ttecree 111 and the abolishment of
futurists; steady threat of being split up). Beftine decree they were subsidized by lo-
cal hukumats, futurists and gins... (see WB 2006 R@j#er by Sattar and Mohib).
Now these networks were destroyed and the low ptivity of these farms became
obvious and they cannot raise the necessary casimpats and harvest wages (espe-
cially because futurists and intermediaries hadet@ave the market from 2008 onln<{(
terview 29, 39 Another very important fact that may explain deraprofits at collec-
tive dehkan farms and higher difficulties to geddit is that collective dehkan farms are
taxed much higher than private dehkan farms (pevd¢éhkan farms pay a flat tax of
6%; collective dehkan farms have to pay the usaeila security contributions and the
income tax for workers that amount to 39% plusghafit taxes). Much smaller share
of profits is left after taxation at collective dem farms lpterview 5, 38, 39, 40

3.) The prices shock in 2011 triggered a huge cantnpe between gins. This increased
competition is persistent because average turnofeaw cotton per gin is too low to
make profits (too many gins were built). The cotregion process will lead to the mar-
ket exit of many gins. The last three years wigh liarm gate prices have caused many
gins to run losses. So this also meant that thesedid not have enough capital to lend
on to farmers and this was an opportunity for baakd microfinance institutions to get
into the market (Imon bank or Argon entered thei@dgtural markets!). Small private
farmers also demanded more loans in 2012 and 26i8Vever, big collective farms
cannot access bank loans (need to high amountapifat) and gins are short of cash
due to the increased competition: So collectivekdahfarms had huge problems to
raise sufficient cash for inputs and wagdstdrview 42

4.) Another reason is that the old system descrilye8attar and Mohib (2006) is still in
place and managers have no interest in increasifigiency at collective dehkan
farms: The managers of collective dehkan farmbcsiilude with gins and local author-
ities and extract rents out of the farm to the adsthareholders (debts are accumulated
that accrue to all shareholders; no transparent egx to the books for shareholders,
lack of conscience of their rights as shareholdef$le managers do not think market
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oriented and do not want to increase the efficieatyhe farm. They just think short
term rational and want to extract the rents. Thiligy do not invest efficiently in the
farm and do not pay higher wages to attract morevést workers; they just exploit the
shareholders as a pool of coerced labor (plus wisrl@rried from near jamoats who
work for low wages too)lrfterview 4, 6, 11, 15, 26, 40, #Sanginow (ex-FAO chief)
told me that on all farms bigger than 10 ha the agement system and collusion with
gins and futurists is the same than 10 years befimterview 15. Shareholders are
exploited and receive only cotton stalks, littletplof land and very low wages (not al-
ways, often no cash payments at all'). Torsten f@i@ told me that the big collective
dehkan farms often withheld wages for cotton pgleerd that is one reason why they
now have big problems to receive any additionakipig workers Ipterview 40).

However, even in the North there are still privégemers that receive credit from the
ginnery and collateralize their cotton crop (abal@% of farmers). This is not due to
non-existing credit markets, because bank loanstleXhe reason is more that loans
from ginneries that are tied to futurists provideich easier credit access (ginneries
also provide seed, which is the most important ijigfarmers do not need to provide
any securities) So farmers that do not possessaasgts can get credit from ginneries.
30% of farmers have enough assets to finance thpints themselves and 30% get
credits from banks and micro credit organizatiofisterview 3, 43)

The official from the Ministry of Agriculture tolehe that gins are still colluding with
futurists and private farmers without sufficientpdal resources are forced to work
with futurists and debts are accumulating for thagain (about 20% of private farm-
ers). He said that all collective dehkan farms wtwgether with futurists! (maybe be-
cause the old system of collusion described imBatid Mohib 2006 is still in place or
because big farms do not get any credit from banksferview 4, 45 All collective
dehkan farms accumulated new debt again, becagsmémager and the gin still cheat
shareholders and put money in their pockets thdedared as debt for the whole farm
(Interview 6, 11, 1%

A very interesting case laterview 1Q This manager of a collective dehkan farm tried
to be more independent of the local futurist, beeabe had enough capital through
family remittances. This led to huge problems whthlocal futurist and officialdnter-
view 11is another such case. This manager of the verploidgolkhoze tried to stop the
split up of his big farm. The hukumat that is dcat@a by Alimeidon (member of the
president family, futurist and gin owner who coidrabout 4000 ha in Hissar) said that
this farm does not fulfill the cotton plan. Thenfamanager moved to more cattle rais-
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ing and less cotton growing to prevent the split Tipis and the political connections of
the manager lead to keep the farm from being aplit

Another nice example of strong ties between theagexs of collective dehkan farms
and politicians is the case imterview 34 This manager received water pumps for ir-
rigation from the local hukumat because he wasreéw major in the Tajik army (val-
ue of the pumps: 26 000 USD).

Rustam from Sarob told me that in Sughd 80% opthate dehkan farms work with
own capital and are independent of futurists. 4006alective dehkan farms still have
to work with futurists. Zarina from GIZ told me thithe main source for own capital of
private dehkan farms are remittancéstérview 45.

4) Farm structure

What are the main criteria for founding a private dehkan farm in this region (po-
litical connections, HH size, capital resources, émepreneurial and agricultural
skills)? When did the privatization process start &nd why?) and when did you
start your dehkan farm? Why were you elected manageof this farm?

The privatization process started before 2010 (defare 2007), because the hukumat
pushed for the split up of the local kolkhoze oe thigger collective dehkan farms.
(Quotes: interviews 3, 4, 5, 6, 9, 11, 12, 13,19,,24, 26, 28, 29, 32, 34, 36, 37, 40)

The privatization process started because of tfrems in 2007 (debt cancellation for
farmers in 1 January 2008, freedom to crop etd)raot because of the price shock in
2010/2011. (Quotes: interviews 3, 4, 5, 6, 9, B,,20, 21, 23, 27, 29, 32, 36, 38, 39,
40, 42, 43,)

The privatization process was strongly pushed byptiice hike in 2010 (circumvention
of credit constraints). (Quotes: interviews 20, 21)

Note: Managers of collective dehkan farms all haeditical connections or connec-
tions to futurists etc. So all of them are backgddzal politicians/ officials. In inter-
views, they told me that they were elected by ltheetolders, because they were trust-
ed men and already had experience in managing tigade or kolkhoze (agricultural
and organizational knowledge). They benefit from ¢bnnections in the way that they
receive better land from the split up kolkhozeythrexeive more land (if other private
farmers have to give their land away because tleegat fulfill the cotton plan or can-
not pay their taxes, the land is given to thesesguiyh political connections), they have
better access to credit (this is not true for kagnis according to many interviews, big
farms are more dependent on futurist credits), tmay have more freedom in selling
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the cotton and they possibly benefit from forcdmbtaHowever, they also have to sup-
port local government budgets and help in constoncof schools and hospitals. They
may also have to support political campaigns o#lqmliticians with cash.lgterviews
17,18, 21, 24, 34, 45)

All main criteria for founding a private dehkan farare relevant for farmers: political
connections (to receive land with better soil), ldlde (family members as workers),
capital resources (to repay debts or to financeuis, entrepreneurial and agricultural
knowledge. (selnterview 6, 8, 22, 24, 34, 39, 4hd article from Mandler). Mandler
and Bobojorov say that the poor and marginalizeddsholds (without connections to
local power structures) still have to work on tlalective dehkan farm and cannot eas-
ily opt out and found an own private dehkan farne(eif they receive remittances).

In principal (by law), everybody has the right muhd an own small family dehkan

farm. The only requirements from hukumats seere tbdtt taxes can be paid and that a
certain amount of cotton is grown (in some disfribikumats do not allow too small
family farms to prevent cases where taxes are awmt pr cotton is not grown...). The

hukumat has the right to take the land away fromgte dehkan farms, if taxes are not
paid and the cotton plan is not fulfilled. Thereeaseveral types of cotton plans and
there is evidence that those plans are used toltaie from less influential farmers to

farmers with good political connectionsgnterview 6, 8, 24

The huge drop in cotton area harvested in 2009 dveesto increased area for wheat on
dehkan farms (because of huge wheat shortage i@ 806 to drought and high wheat
world prices; see FAO 2009 and interviews). Thia sign that reforms of 2007 (free-
dom to crop, abolishment of cotton quotas, privaion process) were already effec-
tive, because dehkan farms in Tajikistan could reéadigh wheat prices in 2008 and
switch from cotton to wheat on a big scale. (Howetlee government also supported
the increase in wheat production in 2009 by pransof higher quality seeds to farm-
ers.) So the privatization process may have happaheady before the price shock!
(Interview 37, 38

In summary, the privatization process started &edent years in different district&nf
terview 2, 3, 2R In many districts the big Kolkhoze was spliirgome big collective
dehkan farms around 2000-2002 and the futuristocoftnancing scheme was estab-
lished (so cotton production expanded). This exglaihe increase in cotton production
from 2000-2004 (also the end of the civil war aiadch up effect starting in 1999 as
well as increasing cotton prices from 2001 on). Alsenaller private farms could be
founded, when the farmers wanted to opt(oriteria to opt out: HHsize, credit access,
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agricultural knowledge, political connections totggod land). Maybe some districts
still prevented too small farms, because they thotigey would not be able to pay tax-
es (see Vosdnterview 24. In 2007-2009 there was a new founding wave @flgoni-
vate dehkan farms due to the reform process stpitirR007 pushed by the internation-
al community (debt cancellation in 1 January 2068,enformation campaign to foster
agricultural and economic knowledge of farmers amfdrm them about legal rights to
opt out of the collective, abolishment of cottoangl restructuring of the cotton financ-
ing scheme and increased credit supplyitefview 39

However, in the TLSS data, we see that in Khatienetwas an increase in workers on
private dehkan farms from 2009 until 2011. Farmier8ohtar told me that the price
shock triggered a huge increase in farmers opting lecause they wanted to use the
high prices to sustain themselves building up owpital (circumvent credit con-
straints; Interview 20, 2). Thus, if workers on private farms are more prctdee, this
selection into private farms could be one chanoeldur effect. But we also find our
results only looking at private farm workers thabrked at private farms in 2009 and
2011! There is also evidence that farms that wéready founded before 2010 became
more independent from futurists because of theephi&e (could increase capital re-
sources because of profitaterview 17).

The privatization process maybe correlated with rvets that can be extracted from
agriculture. In cotton regions privatization prosesiay be much more difficult than in
non-cotton regions, because in cotton regions ranésmuch higher from selling the
cash crop and local elites are heavily involvedrémt extraction (Satar and Mohib,
2006; Interview 6, 44. One example is the Shartuz region (plus Kobadigmd
Kumsangir), where the gins and futurists all beldogsmail Somoni Zicentury. In
this region the freedom to farm (decree 111 in 2@0Bd not materialize in higher com-
petition due to the local and national elites tryito maintain their privileges (2cen-
tury is owned by the family of the president). @ebt cancellation could not lead to
more independent farmers, because there was noetdiop between gins that could
be exploited by farmers. So debt piled up again \aeng few farmers opted out of the
collective (only about 10% of farmers are privaghkian farmers)!lGterview 2, 6, 44)

One official from the Agricultural Ministryiriterview 4 told me that in 2014 already
95% of farms are private dehkan farms. In 2011 thimber was not so high; the main
push was from 2011 on. The collective dehkan fainausstill exist are run by managers
that have strong political connections. It is v@npfitable to be a manager of a collec-
tive dehkan farm, but only the ones with politicahnections can keep their farm from
being split up (due to pressure from the intermaiocommunity there is a big trend
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towards splitting up the collective dehkan farn{sgelnterview 1las as a case of a
manager fighting against the split up, see digerview 45

The official from the biggest Tajik cotton tradetd me that it is the private dehkan
farmers that have good political connections, baseaanly with good political connec-
tions you will receive good quality land that malkieworth it to found a small farm.
And he said the private dehkan farms have to paserfédaxes and thus have higher
profits. (nterview 5, § There are also private dehkan farms with lesstipal connec-
tions and capital, but those are not the successfak. nterview 15, 24

Hafiz Bobojorov said that the collective dehkamiarare still highly influenced by the
Jamoats. The private dehkan farms that exist receftie high quality land because of
good political connections. For the remaining sHaslelers of the collective farms it is
hard to opt out of the collective, because thereaggood quality land left or the man-
ager will only give bad land to the shareholderattleave the farm.lifterview 6, 24,

45)

A very good example for the effects of the reforoegss initiated in 2006 by the inter-
national community and the governmeninierview 36 This head of a family dehkan
farm (farm exists since 2004) told me that befbeedebt cancellation in 2008 (1 Janu-
ary 2008), he was totally dependent on the futuilisis dependency was formally due
to large debts that accumulated every year (2008Dih 2008). However, he was also
caught by his own passivity and lack of conscigheg persisted because the futurist
provided him with a complete service package: Atdtart of the season, the futurists
supplied him with a certain amount of fertilizeegticides and seeds per ha and later
he just fetched the crop. The farmer did not hang deep agricultural knowledge
about seeds, fertilizer or pesticides use, he ditd kmow about cotton world market
prices, he did not know about different gins td 8e cotton... Due to the debt cancel-
lation in 2008, the prohibition of the old futurisystem (collusion of gins and futurists
forbidden in 2008, intermediaries had to leave mharket and commercial banks now
provide gins with capital directly), the new we#fohed user right of 99 years for his
land (private dehkan farm certificate as quasi prdp rights) and various information
campaigns by the government and international dera started to think much more
about agriculture, input use and marketing of theps. In this example we see that
competition in the cotton market and productivitytihe Tajik agriculture can only in-
crease, if farmers are more aware of price sigraisl try to improve their knowledge
about agriculture. A very important incentive ftrs to happen is that they have well
defined property rights on their land. (also $eterview 39, 4%
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Yatimov from the World Bank told me that the spptof the big collective dehkan
farms (mainly pushed by the reforms in 2006/20084 wery important for breaking up
the old monopoly of big collective dehkan farmgyrats and gins. Thus, it was crucial
for introducing more competition in the cotton metrland to increase freedom to crop
and to diversify the Tajik agriculture (increasefbsecurity in the country). He said the
vast majority of private dehkan farms was alreadynid in 2009. Ifterview 39 The
collective dehkan farms that still exist are notsa®ngly connected to gins and local
politicians as before the reforms, those farms Haigeproblems to raise the necessary
cash for inputs (because futurists had to leaveniaeket). He also told me that the
price in 2010/2011 hike was not the cause of trehpn the privatization process, but
supported the farmers to be more independent fraori§t financing (majority of pri-
vate dehkan farms already found in 200®9)tdrview 39

Who makes the decisions for land use and labor altation? Who purchases inputs
and how are inputs financed (futurist, own capital? How is the crop sold (by the
manager)? How are shareholders paid? Is profit shad between all shareholders?
Or do they just receive a maintenance and picking age and some premia at end of
the season?

| finance my inputs with own capital and the mapart is from remittances of family
members. (Interview 10, 17, 19, 20, 27, 28, 30,385 45)

Note: In all interviews it is evident that the mageas of the collective dehkan farms
make all decisions only consulting their agricutbiexpert (agronom). The crop is sold
by the manager and he is also responsible for aoguthe inputs by signing a contract
with the gin or taking a loan from a bank (he offgovides equity as collateral; how-
ever, debts seem to accrue to all shareholdersi@fcbllective dehkan farm). Share-
holders have no transparent access to the accafntise farm and are not participat-
ing in the profits. They receive a very low monthigge for maintenance work (around
200-300 Somoni), which is not sufficient for liviegpenses (the families of those
shareholders can only survive, if other family memsbmigrate to Russia or work in
another business). However, shareholders work anbund 10-15 days per months
during the normal season. At harvest time theyraostly paid the minimum picking
wage that is announced by the hukumat. They alseive the cotton stalks and are al-
lowed to crop a small area for own subsistence gomngion. At the end of the season, it
may be that the manager hands out some premiarlikeéd Soviet times (a carpet, a
television set or maybe money). However, thereoistransparent participation of
shareholders in profits (although by law this slibbk the case!). The manager of the
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collective dehkan farm invests part of the proiitghe farm (inputs, machinery) and
keeps the rest for himsdlhterviews: 3, 4, 5, 7, 10, 11, 17, 18, 19, 20, 29, 31, 33,
34, 38, 40, 42, 455urthermore, the hukumat or other local politiciamay take part in
the profits or use them to pay for social servi@esspital, school...)lterview 11, 40,
42, 45, Sattar and Mohib 2006) In some interviews, petgid me that the managers of
the collective dehkan farms made huge profits ihl2énd invested a lot of these profits
in construction sector in Dushanbe.

At private dehkan farms, household heads are ofteming the farm as non-
transparent as managers of collective dehkan faffh& household head often makes
the decisions on his own, maybe after consultimgestamily members. The household
head often pays wages even to brothers and sonsavéhshareholders (he has to at-
tract them to work at his farm, also in harvestd)imHe administers the accounts of the
farm and sells the crop. Thus, there is no equahgparent participation of all share-
holders in profits of private dehkan family farntise( household head and several parts
of the family may receive higher shares of prdfiem others). Some private farm heads
told me that they do not share profits with fanmigmbers, because this would create
expectations and obligations to do that each yeay.(sednterview 6, 43. The house-
hold head finances the budget of the core famay likies in his house. But mostly, sons
who are shareholders of the family farm already lim another house with their fami-
lies and have to finance their own budget (butrimal aid from household head to
sons is more likely than from collective dehkamfananager to shareholders from oth-
er families).(Interviews: 20, 42)t is also possible, that profits at family farm® allo-
cated according to other logics like social norrttse(brother/son that wants to marry
in the near future receives a larger share..Intdrview 37, 40 There is also evidence
that family members migrate to Russia (mostly jdietision of the family) and send
back remittances that are used to buy inputs ferghvate dehkan farm. Zarina from
GIZ told me that the main source for own capitalpaivate dehkan farms are remit-
tances Interview 495.

Family dehkan farms have land area until 10 ha aftdn have 10-15 shareholders that
all belong to one family. When more families arekiv@y on one dehkan farm (as it was
the case in Sharinaw), the farm structure is mdakely to be similar to the collective
dehkan farm! (there is one guy making the decisipraviding the capital or securities
for credit and selling the crop and deciding abpufit sharing etc.; setnterview 13.
The number of shareholders is less than numbearoilies at all farm types, families
always name more than one member as shareholder.
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Sanginow (ex-FAO chief) told me that on all farnggbr than 10 ha the management
system and collusion with gins and futurists isgame than 10 years befolatérview
15). Shareholders are exploited and receive onlyorottalks, little plots of land and
very low wages (not always, often no cash payredrah!).

In Interview 31, several shareholders of a collective dehkan feotth me that they only
receive a picking wage of 20-25 Diram per kg andhia rest of the season only 40-60
Somoni per month. The manager had told me aboWidim per kg and 300 Somoni
per month. Thus, the exploitation at collective ldghfarms may often be understated
by managers in many interviews (maybe because qiaifhe wage is paid in cotton
stalks that are evaluated at market prices?). Thiieial of the Agricultural Ministry in
Sughd also told us about a picking wage of 15-3@iiper kg nterview 37).

Do you employ additional workers from local villages for harvest time? Are these
mostly wider family members? What picking wage do hey get? Is this picking
wage different from picking wage paid to shareholdes?

Yes, | employ additional harvest workers from ngavblages (landless laborers) and
shareholders from other farms. (Quotes: interviéwg, 3, 10, 11, 13, 16, 19, 21, 23,
24, 26, 27, 28, 30, 33, 35, 38, 40,)

All additional workers are family members of shanelers. (Quotes: interviews 6, 7, 8,
9,12, 14,17, 18, 25, 34)

| harvest the fields with my shareholders only. ¢@@s: interviews 20, 33, 35, 36)

Picking wages are the same for all harvest workK€ysotes: interviews 3, 6, 9, 17, 22,
25, 26, 33, 34, 40, 42)

Picking wages for family members are higher thanaforkers from local villages. (In-
terview 4, 5)

Note: Hafiz Bobojorov said that social norms of iignibonds are very important to
understand, why wider family members work at aiinfaypes for such low wages. The
norm is not to pay your family members better,that as a family member you have to
help in the harvest even for low wagdstérview 6

At collective farms often only shareholders andrtf@milies harvest the fields. This
may be because of liquidity problems of big farsee (end of section 3) or because of
higher degree of coerced laboin{erview 7, 8; see section) Another reason may be
that shareholders on collective dehkan farms warkdep the cotton stalks for them-
selves Ifterview 34. Family farms often employ additional harvestkpis to harvest
the fields rapidly (they think more market-oriented
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One shareholder of a big cooperative farm told hw tvages in the harvest season are
negotiated informally and may differ between famnsl even between pickers in one
farm (wage may also be paid for harvesting a certaea not wage per kg)interview

7)

Collective dehkan farms also receive bus transéépscking workers who may work for
lower wages than shareholders, because they are poorer Jamoats and do not know
about higher world prices for cotton etc. (privatehkan farms use only family mem-
bers or females from local villages for harvesfio$e workers also receive lower wag-
es in cash, because meals and transport costsedaated and the cash is handed out
to an intermediary who keeps something for himdetierview 33, 34

Are family farms more productive than bigger colled¢ive farms?

Yes, because shareholders on family farms have moesntives to work hard due to
better defined property rights. (Quotes: interviel0, 21, 24, 27, 33, 35, 36, 37, 39,
40, 42,)

Note: 99 years of inheritable using rights for aally defined piece of land at pri-
vate/family dehkan farm vs. 5-10 years using ridtitat are not inheritable) for unde-
fined piece of land for shareholders at collectiahkan farms.

Some farmers told me that private dehkan farms laak@her share of male workers
are therefore more productivinterview 36.

Yatimov from the World Bank told me that privatalkda farms are much more flexible
in reacting to price signals (they are more markgented, less political influence in

decisions on the farm etc.) and they are much reffieient (invest in new seeds and
fertilizer etc.). Productivity on private dehkanrifas increased immensely in the last
years as well as diversification of cropBitérview 39

When are production decisions made? Are productiordecisions based on crop
prices of the last year or on prices at the beginng of the season?

Production decisions are based on prices at sta¢ason. (Quotes: interviews 8, 26,
40,)

Production decisions are based on prices in lasebaperiod (because farmers look at
profits neighbors made with certain crops or thegklat price information of harvest
last year). (Quotes: interviews 3, 4, 9, 21, 26,40 42)

Note: Production decisions are made in January/lcely.

Interview 4 Production decisions are made in November forrtbet year.
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Is there still a cotton quota for this jamoat/district?
Yes. (Quotes: interviews 1, 2, 3, 4, 5, 6, 8, 1{,24, 26, 27, 28, 32, 33, 34, 36, 40, 45)

No. (Quotes: interviews 11, 12, 13, 17, 30, 35, 38)

Note: It seems that cotton quotas still exist arelenforced by the Jamoat administra-
tion or the hukumat. The cotton quotas are usechtoulate the taxes the farm has to
pay (predicted yield times area under cotton gmexlicted output and amount of taxes
to pay). If the farm cannot pay its taxes anymoeeaise of too little profit, the
Hukumat can take the land and give it to someose. dlhus, the farms have to grow
cotton to be able to pay the taxes. There are different kinds of cotton plans the
hukumat can use to take land away from the prifet@ers (plans with unrealistically
high yields lead to farms not being able to paytthess and the land is taken and given
to politically connected peoplénterview €). Furthermore, the Jamoat supervises crop
area and output statistics and also enforces aapertotton quota. If the farm does not
plant enough cotton, the Jamoat cuts irrigation evair electricity for the farm or pre-
vents the farm from joining Jamoat meetings ete (aterviews in Vosénterview 24,
26).

In the North and the South there are still requiegnis of the hukumat government to
place a certain amount of land under cotton. Thisdue to tax incentives for the
hukumat (tax on ginned cotton), but also due touwrstructures in the district: local
officials, ginnery managers and futurists are carted through clan structures or other
bonds and act as local elite that exploits farmih®y want to secure a certain supply
of raw cotton to capture rentsfinterview 3, 26) Interview 42jives a hint that collec-
tive dehkan farms and gins have to finance polittéapaigns of local politicians; so
there is another incentive for hukumats to presdarecotton growing next to the tax
incentive of the ginning tax.

It seems that all over Tajikistan there are stdtton quotas of 50% and above that are
enforced by local officials.

Tachmina from Sarob told me that the reason, whtonas still grown on more than
50% of irrigated land in the whole country, is rt@cause of cotton quotas, but because
1.) cotton has much larger market size (other cragsonly sold domestically and mar-
ket size is small) and 2.) there are tax incentieegrow cotton (50% less land tax for
area devoted to cotton)interview 29

Rustam told me that in districts with a dysfundilomrigation system (Mastchoh and
Zafarobod), the soil is already so bad and othesps than cotton do not grow any-
more. That is why mainly cotton is grown thetstdrview 39
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5) What did you do with your profits at end of seasonn 20117
Investments in inputs for the next year? (fertiljzenting/buying machines)
(Quotes: interviews 4, 7, 8, 11, 12, 14, 17, 18,2119 24, 26, 35)

Family consumption (also status consumption)
(Quotes: interviews 6, 12, 14, 26)

Repaying wedding debts

Interview 9, 26

Repaying futurist debts

Interview 35

Investment in the dwelling

(Quotes: interviews 6,)

Investment in education of the children or health

(Quotes: interviews 6,)

Notes: In some interviews, people told me thatntlamagers of the collective dehkan
farms made huge profits in 2011 and invested afldhese profits in construction sec-
tor in Dushanbe. Also people involved in the cotrawle and the ginneries made huge
profits and invested in the Tajik construction sect

The official from the Agricultural Ministry in Sudhold me that additional income of
farmers is often spent according to the followimmmpties: 1.) dwelling 2.) new car 3.)
marriage 4.) agriculturelqterview 37).

6) 2008 and 2009 season

Did drought in 2008 affect cotton and wheat in thesame way? What other crops
were affected?

Wheat was much more affected, because big shanedt is rain fed in Tajikistan.
(Quotes: interviews 33, 34, 35, 37, 38)

Notes: Decisions about planting are made in Janlkeigruary, because seeds have to
be bought. Drought in planting season is bad fata@oand for wheat. However, if the

drought is early enough in spring, farmers can looyton seeds again and sow a se-
cond time (until mid of May; wheat needs much ntione and is already sown in Feb-

ruary making a second planting more difficult). Faars that do not have enough capi-
tal or credit to buy new seeds will be strongleaféd by the drought.
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Cotton is always planted on irrigated fields in ik&gtan (even using pumps), so
drought only affects cotton output through low wateailability in the lakes. Wheat is
much more affected by drought, because a lot ohtMsegrown rain-fed in Tajikistan.

Wheat on non-irrigated fields was completely destbin 2008. Cotton harvest was
finally quite ok, because there was good weathédrairvest time (cotton production did
only decline by around 10% from 2007 to 2008, seéon statistics book from Tajik
statistics agency).

If winter wheat is grown, it is possible to growotwerops in one season (with cotton or
summer wheat only one crop can be grown per y&dimter wheat is planted in Sep-
tember and harvested in May/June, making a plangingnions (or other vegetables) or
corn in June possible. Summer wheat is plantedeiorirary, whereas cotton is planted
End of March or April.

Why did wheat area and production increase so mucin 2009 (and cotton area
and production decreased)? 1.) Wheat was more affied from drought in 2008, 2.)
prices for wheat very high in 2008 in TJ so cottonwvas substituted by wheat or 3.)
good weather for wheat in 2009 (rain in spring...)

All three reasons are true. (Quotes: interviews329 34, 35, 37)

When we look at production and area statistics,se® that there seem to have been a
drought in 2000 and 2007/2008 (but wheat was muateraffected than cotton in 2008
drought). The huge drop in cotton area harvestedd89 was due to increased area for
wheat (because of huge wheat shortage in 2008 @wuleought and high wheat world
prices). This is a sign that reforms of 2007 (fre@do crop, abolishment of cotton quo-
tas, privatization process) were already effectibecause farms in Tajikistan could
react to high wheat prices in 2008 and switch froatton to wheat on a big scale.
However, the government also supported the incr@aseheat production in 2009 by
provision of higher quality seeds to farmelrst¢rview 38.

In 2009, the rain in spring affected cotton prodorton good soil negatively, because
this soil then becomes too heavy and plants cagraw (for wheat the spring rain is
very good and this is one of the factors for thedywheat harvest in 2009). For many
cotton farmers, it was possible to sow again (isvaemly more costly, but seeds are
much cheaper than fertilizer), but area devoteddtion still decreased somewhat due
to the rain issues. However, cotton production mid shrink so much in 2009, because
the weather in harvest time was very good and tsirnw@s extended until November.
(Interview 3§ Official statistics from the Tajik statistics aggy show that weather is-
sues have not played a big role in the drop ofacotirea and production in 2009: the

174



area devoted to cotton and cotton production ditl inorease anymore from 2009 to
2010! So spring rain could not have affected theaaaind production of cotton so much
in 2009! (the main reason was the switch from cotmwheat)

But why do we not see any decrease in labor sugpdywages from 2007 until 2009,

when area and production of cotton decreased schrnmu2009 (because labor demand
in harvest time should have decreased stronglgek(bf wage decrease could be due
to minimum picking wages announced by hukumatdabot demand should have de-

creased) Our found effect in 2011 exists compare2D07 not to 2009, thus our results
cannot be confound by drought or weather issu&9(9!

The huge increase in cotton area and productiomfi2000-2004 was due to farm re-
structuring (kolkhozes were split up into colleetisehkan farms), increasing world
cotton prices from 2000-2004 and catch up effects the civil war.

It is clear that in 2011 cotton area increased he extent of decreasing area for wheat
and other crops. There is no problem of changingpsrfrom one year to the next, be-
cause almost all farm types do not grow only oreptit is even important to change

crops to prevent salination of the soil. All farppés grow cotton and other crops joint-
ly and rotate crops on the fields.

7) Additional information

1.) Jamoat borders from the WB Atlas 2005 are wraigjng Jamoat level variables by
matching PSUs and Jamoats with GEO codes makesnse.s(said Martin Lenk from

the GIZ and the National Statistics Agency that Wwasked with that data) For this rea-
son, | had to match Jamoats from the World Bank dath PSUs from the TLSS by
hand (looking up Jamoat information for all PSUS).

2.) Many private farmers apparently suffer from #pdit up of the bigger farms, be-
cause irrigation infrastructure and access to nm&citiand other inputs (fertilizer, pesti-
cides etc.) deteriorated strongly (since the brpakuhe SU; this caused the huge drop
in cotton yields in Tajikistan in the 1990s). Thesttuction of the old Soviet system of
input and machinery supply was not compensatede(esly the human capital left
Tajikistan because of the civil war; e.g., nobaoslyeift that has the knowledge for night
irrigation, Interview 15). There needs to be a new initiative by the naligovernment
to solve those problems: Coordination of atomizet/ape farmers to form new
cooperations that use scale effects for negotiatirtly input suppliers and gins (better
prices), that care jointly for the irrigation syst@and that share machinery that is suita-
ble for the smaller field sizeslnferview 4, 5) The lack of machinery, irrigation and
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input supply is also a reason some why small pgidathkan farmers do not grow cotton
anymore Interviews 12, 13, 1% Sanginow also told me that in Soviet times, acbu
20% of the raw cotton was processed in Tajikisteow( only 3-5%).[nterview 15) He
also said that input prices (fertilizer, pesticide®chinery) became too expensive after
the breakup of the SU. Social benefits for cottmmiers, like free health care and sub-
sidized food do not exist anymore. Thus, growingfaois not profitable for Tajik
farmers anymore (also because picking wages inetledise to outmigration to Russia).
In SU times, wages of cotton growers were the sdnae industrial wages. Now wages
in Russia are 10 times larger than wages in thersector.

Sanginow said that the only way to save the Tajikon sector is 1.) clear access to
land and credit for farmers and 2.) freedom in attparketing. At present state, there
are no incentives to invest in technology or infnasture for any farmer. These reforms
are only possible, if the international communitytppressure on the government: the
president and his family have absolutely no inesento change those structures, be-
cause they profit immensely from the status quce iftternational community has not

done enough to change the incentive structurenergovernment, because it heavily
depends on the Tajik government due to the retrieiabops from Afghanistan.

Hartwig Ungethuem from the GIZ told me that the mianpediments for increased co-

operation of private dehkan farms (to solve isafagigation, machinery use and input

supply and output marketing) are 1.) markets fadldo not exist in Tajikistan due to

the lack of regulation and due to social norms gbedeel tied to their land and do not
sell), 2.) lack of regulation for founding largerttiéies or cooperatives of private dehkan
farms and 3.) mentality of farmers is against dafieg responsibilities to larger entities
again (in general in Tajikistan it is very diffi¢ub convince people that cooperation in
business associations or local cooperative bankeneficial, because experiences in
the last decades with Soviet style cooperativegwery bad).lterview 3)

3.) An interesting statement is that productiowbiat, vegetables and fruits are more
profitable than cotton, because those crops atkisdbcal markets and cannot be taxed
easily (tax evasion is high). So farmers that areforced to grow cotton will naturally
try to grow more of those cropdn{erview 5) However, it seems that access to larger
markets is also important for the profitability gfowing vegetables and fruits. Around
Dushanbe, many farmers grow onions and other velgstdoecause the market of Du-
shanbe is closelnterview 2, 9, 10, 13, 2p
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4.) A general issue for the Tajik cotton sectahat due to migration to Russia the labor
supply in rural areas decreases at the extensivgm#s a consequence, picking wag-
es rise every yearinterview 13, 40

3. Results of Interviews in November 2014

In November 2014, | conducted interviews with expan the Tajik cotton sector in

Dushanbe. During these interviews, | collected dotat evidence on political interfer-

ence and coerced labor on big collective dehkamdahat | present along with other
statements below. Most of the interviews were r@edrand the audio material can be
requested from the author.

Interview 46

Igor, senior economist GIZ Tajikistan, supports stary with qualitative evidence. All
he knows and has heard points to the direction kiigafarms are still heavily inter-
twined with local politicians and administrationisel in kolkhoz times. Managers of big
farms are appointed by the political leaders amrdcammitted to them. The managers
of big farms get credit through the collusion netkvof futurists, ginneries and local
politicians and reap parts of the benefits of thieaetive system. The managers of big
farms can count on administrative support for ciogrtheir shareholders and their fam-
ilies to harvest the big farm cotton fields. Thaesareholders are not allowed to simply
found an own farm (administrative hurdles, only lopglity land is allocated to them
etc.) Only shareholders with good political conratt and capital can found an own
dehkan farms successfully.

Igor says that the reforms have no resulted inallyrenore competitive cottons sector
and cotton intermediary system. The same guysostiti the gins, but now through oth-
er financial constructions etc.

Interview 47

He also strongly supports the coerced labor starpig farms. There shareholders live
in feudal structures and are forced to harvesttioepart of the field. They cannot just
go to harvest elsewhere on private farms (and thism family members do not have
those rights).

He also says that small private farms are compédtingickers from local villages and
pay higher wages to attract them and to make themweht the field faster. This would
not happen on big farms where managers are cojudith local politicians and gin-
neries and extract the rents from shareholdersrdicgpto the old system. Small farm
managers think much more market oriented.
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Splitting up the big farms increases productivityai first step, because it destroys the
old rent seeking structures that prevented chamgartls productivity increases. Farm-

ers start to think more market oriented becausbetter defined property rights and

because of less dependence on futurists and farmagees.

Interview 48

Behruz showed us all the agricultural producticangl of the national government that
are still in place and are enforced by the hukurRatitical capital is connected with
those plans, so when plans are fulfilled the hukugeaernment gets political capital
and its members may rise in the ranks. So thestilishigh political influence in the
production process besides the private interestsatte at stake (politicians owning part
of the gin or being involved in cotton trading gtc.

Regarding the channel for our effect, he mentiothed big farms are badly managed
and often have not enough cash to additionallaetttand incentivize pickers. He also
said that the big farms managers do not think markented. They just think that they
do not have to harvest the fields rapidly and tdeynot have to incentivize picking

workers to harvest faster. They also do not havatttact further workers with higher

wages. They use their own shareholders and closiéida for that (those guys have to
harvest the fields of the big farms irrespectivate amount of the wage). Big collec-
tive dehkan farms additionally receive studentsvtok on the fields from universities

and higher schools in the hukumat. Those coercedlen®do not go to small farms, but
are carried by the hukumat to the big farms. (lmatis said that, Behruz and his friend
that entered the room)

Interview 49

He is FAO staff member in Tajikistan. He says ihatillages often children and pupils
go to the fields for the harvest to earn some manmeiiey go with their family.

He said that Rudaki district was the pilot distfiot the land reform. Thus, already in
2003/2004 there was only individual dehkan farmshis district (1-2 ha). But, those
farms can also grow cotton. They were forced ind2@0grow cotton so that 20% of the
whole land in Rudaki was devoted to cotton. Thédyan those small farms was even
much higher than the yield on the big farms, algiothey did have more difficulties in
organizing the technology and irrigation (bad caapen between the small farms).

But, he also said that he knows from some casesevthe big collective dehkan farms
send requests to local schools and technical witiess to provide them with students
and school children for the harvest! And they dohave to pay higher wages to attract
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them. The students are just carried by buses tbithéarms organized by the authori-
ties and they get the minimum picking wage.

They also use their shareholders and their famibekarvest the fields. Those guys
have the obligation to harvest a certain area tibnaat the big farms. They cannot just
leave and go to the small farms to earn higheripickvages. If they would leave the
big farm, they would lose the possibility to grokeir food on the special small plots
provided by the big farm to their shareholders (#rar close family) for subsistence
consumption. The casual wages the shareholdersreeitem the manager during the
rest of the season for channel maintenance or atimeying and driving works are so
small that they cannot finance the families liviexpenses. So the argument of insur-
ance by the big farms is not valid (that big far® shareholders through the whole
year and that is why shareholders accept lower svagidarvest time). In most cases,
the shareholders of big farms have other family imens that send remittances or work
in other better paying jobs (like teacher etc.) Hmake guys are maintaining the family.
The shareholders do not leave the big farm, becthese would just be unemployed
otherwise, because there are no other employmgmrymities in rural areas in Tajiki-
stan. They cannot found an own dehkan farm due kacla of capital, agricultural
knowledge, political influence (to receive gooddaand too small HH size. So they are
somehow bonded to the big farms (they would losdittie land where they grow crops
for subsistence consumption).

The small farms, on the other hand, mostly usgtw of landless females from local
villages that are just unemployed and at home duiliie whole year. The males from
those families are mostly in Russia for work anel fdlmale are not allowed to travel to
other hukumats for work. They are bonded to thasal villages because of the Islamic
revival and traditional norms. So there are isaldteal labor markets with a flexible

supply of landless female workers (that do not havgo to big farms anymore, they
are not bonded and can freely chose to go to tlall $anm that offers the highest wag-
es). Before the agricultural reforms, those fenvadee forced to work at the big farms
for the offered wages on those monopsonistic bigh$éa The creation of many small
farms and the breakup of the exploitive collusidrbiy farms, futurists and gins in-

creased competition for workers and created cotmngeiabor markets for those land-
less females. So Shahlos statement is absolutetgatahat the land reforms created
employment opportunities for those increasingly iohite and depreviated landless
females in rural Tajikistan.
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Interview 50

He is currently consultant for the ADB. But from@0until 2008 he worked together
with Hans Woldring at the ADB team that drafted tleeree 111 for the reform of free-
dom to farm. In 2008, the ADB left the cotton seatae to disagreement with the gov-
ernment bailout of futurists in the debt resolutidihus, the ginnery construction pro-
gram after 2008 was not financed by the ADB, buy doy the IFC and World Bank
together with national Tajik banks.

The main push for the increase of the numbers mmiggies was the decree 111 in De-
cember 2007. The futurist system was abolishedth@dentrance of new investments
was encouraged. By investing in new gins with adogtrnover rate of raw cotton (40
% instead of below 30%) huge profits could be mdmeause those new gins would
attract farmer’s raw cotton due to higher farm gatees etc.

Main content of decree 111:
1.) Freedom of farming

Prior to 2006/2007, cotton quotas of over 70% wariorced by the administration in
all districts. There was definitely no choice fdirkands of farmers. According to him,
this changed with the decree 111. But, in the wters we saw that still in 2013 there
exist cotton quotas that are enforced by the Jamotte Hukumat because local offi-
cials are involved in the cotton sector. The Glitmal leader data set also proves that
cotton quotas still exist.

2.) More competitive ginning sector

Prior to the decree, farmers were locked in théidisand could not sell to other gins
outside of the district. Thus, gins had a monops@hys was due to the tax code (tax on
ginned cotton in the hukumat belongs to the digttltat incentivized hukumat govern-
ments to block the borders to other districts touse that all raw cotton was ginned
within the district borders. The other reason we gins in the district were interested
to be the monopsonist and colluded with the hukutoagpreserve that rent seeking
structure. Mostly, hukumat officials also had &seta the gin through family connec-
tions etc. This was also due to the political olubf the civil war that implied that old
civil war gangs were allowed to take over certaukumats and extract the rents there
(so those gangs took over the gins, big farms &edpblitical administration of the
hukumat). The reason that in some regions, likat8hathe old futurist system is still
in place (and cotton debts are piling up agairih& the gangs operating there are still
behaving differently than gangs in other partshef ¢country and the central government
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has not enough power to stop that practice withisitng the political peace concord
after the civil war (at least that was told by lared Hafiz, Interview 6).

This monopsonistic ginning sector was broken uphigydecree 111. Investments in the
ginning sector increased and the number of gineased strongly from 2008 on. It was
mostly national futurists and banks that investedew gins. However, the competition
between gins over district borders (price competifor raw cotton) only started due to
the huge price shock. This price shock was thgerighat was needed so that the dif-
ferent parts of the president family started to peta with each other (profits were ex-
tremely high end of 2010 and this triggered a claingthe collusion behavior of the

ginning sector).

3.) Cotton financing was separated from the ginsiector

The competition in the financial sector was incegaby opening up the agricultural

credit market for banks and micro finance instan§. Futurists were not allowed to

work anymore (whatever this means because it isoabvthat the same people started
to call themselves investor now and still do thens@dusiness in the name of the gin;
farmers told me that in the interviews). Howevée same comments like to the gin-
nery sector apply here (futurists were also parthefruling elite in the hukumat, like

big farm managers, ginnery managers and localigalis). The whole value chain of

cotton was colluding and extracting the rents duhe sector (big farm managers, fu-
turists, gins and local politicians through taxesl g@rivate involvement in the cotton

sector).

4.) Debt cancellation for farmers

He said he does not know when the debt was eftdgtisancelled. However, Rustam

from Sarob told me that the debt was cancell®ddnuary 2008. This had indeed a
strong impact on farmer behavior and their freedorfarm. Now, the dependence on
futurists was not that strong anymore and at I#ss¢ could think about using remit-

tances or other resources to start planting anatiogr. With debt to futurists still active,

there was no choice than just to accept the inpuatgided by the futurist and grow cot-

ton to the conditions the futurist provided.

On coerced labor and local rural labor markets forfemale:

He also said that village female are strongly botodhe village and maybe villages
close by. The reason is mainly traditional normgural Tajikistan and only second
comes the Islamic revival.
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In 2011, there were still those requests of bign&to schools and local technical uni-
versities to provide pickers for the cotton harvéstt, it was not a massive phenome-
non. Big farms mostly use the shareholders and ttese families for the harvest of
cotton. The shareholders are treated as worketiseohig farms and they receive a very
low flat wage during the whole year (they are meated as shareholders). That is why
the picking wage is not increased for them (theyndbhave to be attracted). They al-
ready receive a wage in other parts of the sed&uatnthis wage is very low and | think
the main thing the big farm provides to them is &nea to grow crops for subsistence
consumption (plus the necessary seeds, fertiliner machinery). However, Shuhrat
said that they do not leave the farm mainly becdlieg own parts of the farm and do
not want to leave back that land. However, basetherinterviews and other papers, |
would argue that the shareholders of the big fadmsiot have any conscience about
property of that land (they feel as workers andasoshareholders with land titles). This
is described in the WB Report 2012 and other reploréad (look at Sattar and Mohib
2006 again).

Interview 51

He worked in the TAFF project (agricultural finangegram from the EBRD) as con-
sultant for agricultural micro-credits and now Ihés own agro-finance consultancy.

The number of banks currently active in Tajikistarl7, 16 commercial banks and 1
state bank (Amonatbonk). Until decree 111, thers m@ rural agro-finance by banks,
only futurists colluding with the gins served tlarhers with in kind credit and exploit-
ed them. After decree 111 and the TAFF prograntt{istpin 2007), agro-lending in
rural areas started. But in 2008, there were orhardks starting this high risk business
that requires deep knowledge about the sector (rbanks still do not have enough
knowledge for this business; that is why he founbdedfirm and now consults banks
wanting to expand into this business). In 2010relveas a big increase in agro-lending,
because the Tajik Ministry of Finance provided @ &mount with cheap interest rates
(14% for Somoni loans) to increase credit supplyféomers, but especially for cotton
farmers. So maybe this was just another step iremgorent involvement in cotton fi-
nancing and farmers could not freely decide whidps to grow with this loan? But he
said from 2010 on more banks entered the agro+igndector and credit supply in-
creased for farmers.

The competition in the ginnery sector materialipetly with the cotton price shock. So
in 2010/2011 farm gate prices started to jump. H@areeven in 2009 there already was
a slow increase in farm gate prices due to incaeasepetition between gins.
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In general, cotton growing is very unprofitableTiajikistan due to very high transport
costs for inputs. Fertilizer, seeds and fuel havieet imported because there are not pro-
duced in Tajikistan. So the natural crop choicéaohers should be other crops. But the
national government and the hukumats as well agitigeare highly interested in assur-
ing a certain amount of cotton to reap the rentthefold processing and distribution
system that is still in place.

He said that there are still requests by big fatonaniversities and schools to provide
students for the cotton harvest. But it is mostignf agricultural universities and
schools.

The landless females in rural villages are orgahinebrigades of around 20 people and
offer their labor services to farms that pay thetbgages. Small farms compete for
those females at the start of the harvest time.

He said the quotas still exist in all the distrietsre cotton can be grown. They are at
least 50% of land to be grown with cotton. Befdne tlecree 111 the quotas were at
least 70%. So it is an improvement, but the intsre$ the hukumat due to the tax on
ginned cotton and of the stakeholders of the gith Wwood contacts to local politicians
are still strong and that is why the quotas fotarostill exist. They are enforced by the
hukumat or the jamoat by just cutting electricityigation etc. (see the interviews in
Vose). And this is still the case in all the cotgmowing districts.

Interview 52

Igor Eromenko said that the statistics agency ctdlenuch more data on cotton sector,
but only for governmental use. E.g. cotton pickedegistered every two weeks during
the harvest in the agency for every district orgam This is used to react and bring
additional workers to jamoats, where too littletontis picked due to too little labor

supply (many people migrated...). This shows thatooois still a strategic crop and the
national government is strongly interested in @agua certain amount of cotton to be
produced in the country for export earnings. Iriespf the freedom to farm decree 111
and efforts of international donors and the govesnito increase food security and
increase free crop choice of farmers, the govermmmkso has a strong interest in a min-
imum production of cotton for export earnings. Qtmeportant reasons for the persis-
tence of cotton quotas and political influence tovgcotton is the tax on ginned cotton
that goes to the hukumat (incentives for the hukuima&nforce cotton quotas and hin-
der farmers to sell their cotton across distriatdleos) as well as private involvement of
political elites in ginneries and cotton trading.
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Torsten Swoboda has real evidence on those busfdérarthat are organized to help
jamoats or districts that are too slow with thetamotharvest due to too little supply of
picking workers. In Asht district, this year thekinmat authorities (government agron-
omists of the district and the oblast) send 60&ipg workers by bus from a district
that does not grow much cotton and has an excbes $apply to Asht. The farms had
to pay those workers. Those guys also worked oressmmall farms, but mainly on the
big farms. Most small farms had already attractexllbcal laborers and had harvested
their fields and those workers mainly worked onfaigns that were late in finishing the
harvest. The story shows in general that autherdre still heavily involved in the cot-
ton sector (see notes above).

Another very important story is that in Asht Jamaathorities still force all people ex-

cept children to go to the harvest! So there Issttiong political and social pressure to
harvest cotton. It may be that cotton is so heawtigrtwined with local social identities

that helping in cotton harvest just belongs to ysagial identity. But there are also so-
cial sanctions involved for deviating behavior. Tip@werful big farm managers are
using those social identities for their own bemse{also the hukumat government and
the private interests in ginning and cotton trajling

Maybe this strong coercion to work in the cottonvieat is stronger in districts with less

labor supply? (would be in line with the paper bgeoglu et al. about labor coercion)
But interestingly, labor supply is especially lowthe core cotton districts because of
the strong change in conditions in those distribtsSU times, workers in the cotton

districts were at the upper end of the wage distiaim. Now, cotton farmers and pickers
are at the lower end of the wage distribution. Tdeseption triggered many people
from cotton regions to migrate to Russia for work.

Gins are also still doing futurists schemes, wtthey pre-finance taxes and irrigation
payments that farmers later have to pay in ranooadib the gins. Thus, new dependen-
cies are created for farmer. The old elites atktisting to take a hold on the rents in the
sector and will not give easily up this profitablesiness.

Torsten says that cotton quotas are decreasingréutill existent.

Farmer behavior could be best explained by follgmwour neighbor behavior. If the
technology works with the neighbor or this crop vpasfitable for the neighbor, you
will also try it out. So you always need a firstwveoin those regions to bring new tech-
nologies to use etc. (it all takes time).
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Interview 53

She coordinated the whole farm restructuring prnogoé the World Bank, IMF and the
Tajik government.

Regarding the Lerman (2012) numbers for the farstrueturing program of the World
Bank, she said that the huge increase of cer@fscaff individual dehkan farms hap-
pened from mid of 2010 until 2011. The reason \kas the program deadline was close
and that the money had to be spent and prograns ¢paal to be reached. So this huge
increase in individual dehkan farm certificatesrir@010 until 2011 is probably not a
real privatization, but only privatization on pap8he said that many farms still work
like the collective dehkan farm with one manag@aoizing everything and reaping the
profits and the rest of the farmers are workershos farm, although each farmer has a
new individual farm certificate! The farmers haweaonscience and knowledge and the
old structures still persist in spite of the newdkeframe. So it is hard to find reliable
figures on how much farms are still big farms amdvimuch real individual private
farms exist. The data from Lerman (2012) aboutweld Bank privatization program
is not reliable. It only tells the legal frame stoot the process of real structural change.

Firuza Ganieva from Sughd province (personal assidb Rainer Woytek) and Zara
told me that there is still coercion of state emgpks and employees of public institu-
tions to work in the cotton harvest. The parentiaiza work as a doctor in a hospital
and at the Khujand airport and in both institutialisdivisions had to close for a certain
time (not all at the same time) to help in the @otharvest. They would have lost their
job, if they would not have participated in thetoatharvest! All those forced people go
to the big state related farms like joint stock pamies or big collective dehkan farms
(whose managers have strong political ties). Scetieeeven coerced labor from other
jobs to the cotton harvest.

People in the villages also face a strong soceggure to go to the cotton harvest. Also
students and older school children are forced teesh cotton (requests from big para-
statal farms to schools and universities). If tdeynot participate in the obligatory har-
vesting activities, they might be dismissed from thiversities or even get problems in
the school! Even smaller school kids have to helthe harvest, although the official
version is that they do it to earn some money.alrit, fin most cases the money is not
paid to them, Zara said.

The privatization is often only on the paper. ExgAsht (example Torsten was talking
about in Interview 52) formally there are only midual dehkan farms left. But if you
go there, you see that the central place of thekolkhoz is still the central meeting
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place where cotton pickers come and are allocatehet fields. The individual farmers
still get the machines from there and all decisiabsut selling the crop and employing
machines etc. are made by the old manager of théabm. So the real privatization
process is much slower than the legal one on pdper.interests involved are very
strong (farm managers, politicians and cotton seltsiness men) and it takes long
time to change the conscience of farmers and tagehaocial and cultural habits and
structures (individual farmers often do not knowtamg about agriculture etc.; so they
still go to the old boss and he then has a levet@ggll exploit them; he would not give
inputs or advice, if they do not hand over the dapim). The real structural change is
not going to happen from year to another like Yatmfrom the World Bank said (In-
terview 54).

Interview 54

He presented the official story that the habits #redconscience and mentality of the
farmers changed in the moment the new certificatesn their hands and the debt was
cancelled. So for him, every individual dehkan farnthat has an individual dehkan
farm certificate in his hands has absolutely frespachoice, sense of his right and his
property, will never be forced to work by the olid larm manager (only works in cot-
ton harvest, if he agrees to the wage) and wily gmbw cotton himself, when he thinks
it is profitable (because an export market exist$ lsecause he can use it as a collateral
for credit). But, I think, this is impossible: Meatity and conscience cannot change that
rapidly, because most shareholders on big farms ddés not have any agricultural
knowledge. So they are still dependent from the ajgonomist and managers for
knowing about inputs, technology etc. This doesai@nge from one day to another.
And the interests of gins, local hukumats and bignf managers are against that pro-
cess. So there are many ways to still maintairottigpower structures and cotton rent
seeking structures, e.g. enough negative sancfiiweselectricity cuts, irrigation cuts
by the Jamoat, social sanctions etc., see Inter2@wE.g. the collective dehkan farm
of Zafar was also helping his shareholders and Ilpaaphe village with money for the
wedding: If those guys would not go to the cott@mvest, they would not receive any
help anymore (Interview 24, 25; same for small frsndependent on administration
etc.).

For Yatimov, after decree 111 in 2007 there werecotbon quotas anymore and free
crop choice was suddenly established. Competitietvéen gins increased strongly,
because small farmers had no debt anymore and @y choose to get credit from
microfinance institutions (and the number of sniatims went strongly up, number of
big farms still dependent on gins went down). Dase&l dependence of small farms on
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certain gins led to a huge increase of competfiwrfarmers between gins. The decree
111 also abolished the incentive of hukumats teeckhe border and opened the compe-
tition between gins of different districts. Thatvidy farm gate prices for raw cotton
increased from 400 USD to 800 USD per ton from 2@02010. (actually I think the
main reason was the huge world market price ineréfaat triggered the competition)
After the price shock, prices for raw cotton s#inained high.

The majority of new small and much more efficiemsgwere build from 2006 until
2009 from new investors. The reason was that thosestors foresaw the decree 111
and the increased competition between gins, whereld Soviet gins would miss out
because of their huge inefficiencies and old maalyinAfter the decree 111, futurist
financing (the intermediary system) was totally ladted and the supply of micro-
finance institutions increased tremendously. Si@athers only need little amounts of
credit and were now independent of gins. Big farhmyever, had huge credit con-
straints, because they needed much higher amofiatedit and microfinance institutes
would not give them those amounts without colldtd8at, the managers of those farms
do not have collateral, because they do not owriahm. All shareholders now have to
agree to give their land as collateral. This iftiot possible or the bank does not ac-
cept that. In most cases the big farms had to nective gin for input financing and thus
had to still grow huge amounts of cotton. Thus, falgns are less flexible in their crop
choice.

He said that 3 dehkan farm types still exist: 1lafahe private dehkan farms, 5-25 ha are
family dehkan farms, 25-200 ha are collective dehkams. Joint stock companies
(private cotton seed or livestock enterprises) atgbexist. And you also have coopera-
tives, which are 3-4 collective dehkan farms wogkiogether. As of 2014, 149000
dehkan farms exist with an average area of 7 lea.l(erman 2012)

He says no forced labor exists. If so, only fewesawhere big farm managers are
friends of hukumats and public enterprise managtrs (but actually those cases are
widespread, because the farm manages were backi lbycal government, they ex-

tracted the rents together before; why should thedenly not continue to extract those
rents? They have means of sanctioning the farmmasf@ce local people to cotton

picking, if those farmers and people are not imgarpoliticians or have good political

connections) If directors would follow requests farvest help of pupils, the director

would go to jail (he says).
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Interview 55

Private Sector is doing what we expect them to dmall private cotton farms are re-
sponsive to market realities and tend to make @$enwale labour at competitive price.
Considering that Tajik female workforce is increggy not mobile, farms indeed are
offering an employment choice locally.

The government also recognises that cotton farmasga strong social aspect. It seems
that women are better off working for small privéaems rather than large state farms
affiliated with influential groups where pay is ras great.

Interview 56

In Tajikistan, the current regime is becoming manel more powerful in the last years,
because they can play out the different foreigerggts and receive a lot of money from
Russia, China and Western countries.

The regime tried to crack down on former Pamiredlitary commanders in 2012 and
2014 to enlarge its control of the country (thigdered uprisings...; but now they si-
lently move more military in this area to be aldecontrol the region effectively). Until
those events, the Pamireans had supported the faijianal identity that the regime
tries to establish to maintain power (the elitdighly rational and ruthlessly interested
in appropriating the rents for their own family aridn; other Tajik people are outsiders
and do not participate, the regime is not intecegteany welfare of the Tajik people;
without participation in the rents, the risk is Iithat other groups might try to fight
against the regime and that is why the regime tagsush the national identity story to
prevent conflict between ethnicities or other grup

The government extracts the rents trough expliod amplicit taxation in different
fields: taxes of remittances through control of blaaking system, very low educational
guality to prevent opposition, trade taxes, cotttwnopsony in financing and sale, alu-
minum and electricity exports. It receives loar@rfrChina (in exchange for territory
with minerals) and bribes from Russia (in exchafogdetting the Russians control the
border and participate in the drug trade). Theyhea& the fundamentalism in the coun-
try by posing high taxes on the construction of ques in the country from Saudi Ara-
bia or Quatar. They play the game in all fields tngdo extract as much rents as possi-
ble.

Thus, concerning the cotton sector, there is defynino real break up of old mo-
nopsony and monopoly structures! All “privatizatias carried out to accommodate
international donors somewhat, but the regime stithngly taxes the cotton sector by
other means. There is huge pressure on privatesfarmrow cotton and sell it to certain
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gins (sanctions are: cutting electricity or irrigat or just taking away the land again).
The ginnery sector and cotton trade seems to be pwnpetitive (humber of gins and
traders went up), but in the end the elite is stlitrolling the major banks and holdings
and captures the rents.

Also at the farm level there is still huge repreasand coercion. Only some of the big
farms were “privatized” (The government still owthe land and is able to take it away
easily. Only 99 year usage rights were given oq@r).the other big farms, the share-
holders are still tied strongly to the land andra have the option to found an own
dehkan farm. The managers of those big farms dtealiuding with the local elites
and implicit taxation exists that prevents sharéérd from opting out (receive only bad
soil when opting out, are forced to grow cotton aetl at certain gins, cutting of elec-
tricity and irrigation..., placing high debt on farreghat want to opt out). All private
farms that received good land are necessarily aedédo the elites.

Family members of shareholders on big farms haweotd on the big farms in harvest
time, if not the shareholder would be sanctionedhgymanager and has no choice (has
no own land...). It is still a feudal system at thbsg farms. They cannot just go to pri-
vate farms that offer higher wages.

Interview 57

He did the farm head and shareholder survey e2@bf and February/March 2012. He
interviewed 237 shareholders and 257 farm heads.

He had a direct impression of the consequencekeotdtton price shock in 2011 and
said that the shareholders at the big farms wdldilst serf laborers in feudalist times.
They have absolute no conscience of their rightshaseholders and do not know that
they own a part of the land. They have been workiniipe big farm for several decades
and have always been the workers receiving veryvages, cotton stalks and cotton
oil as well as the possibility of planting crops f@wvn consumption in exchange for
their work at the big farm. The reforms have najgered down to them yet, the old
realities and habits are still in place and farrmaggers can still exploit them. So wages
at the big farm do not have to go up to incentitizese people to come to the cotton
harvest there. They not even think about goinghtutlzer farm because wages are high-
er there. They have to first harvest at the bighfand then the small farms have already
harvested the first sort of cotton at their fie{thee later sorts will not bring much addi-
tional income).

They also have no other job choices than workinthatbig farm (no employment op-
portunities exist at the rural areas in TJ) andstimall farms would only hire extra peo-
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ple for the harvest time (not for the whole ye&t)the big farm they have the possibil-
ity of planting their crops for consumption usirgp tinputs provided there, thus they do
not risk sanctions from the farm head for not hating first the big farm fields that
were assigned to them. They do not have the eeimeprial and agricultural knowledge
for opting out of the big farm with their own shavé the land (mostly, they do not
know about this option). It is only those guys wiave entrepreneurial and agricultural
knowledge, good political connections to get goawdl and also access to capital for
inputs that opt out of the big farms and found alten family farm.

The small farms mostly get additional pickers froearby villages: the unemployed
and landless females whose husbands are workiRgssia. The other pickers at small
farms are wider family members that do not haveothleggation to pick at the big farms
first.
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Appendix 2 E Data Cleaning and Matching

The main dataset we use in our empirical analysitheé Tajikistan Living Standards
Measurement Survey (TLSS). This household survey seaducted in 2007 and 2009
by the World Bank and in 2011 by the Institute East and Southeast European Studies
(I0S) in Regensburg (Germany). The first two wawas be downloaded at the website
of the World Bank. My co-author Alexander Danzeswart of the team at the 10S that
conducted the third wave and had access to the data

Unfortunately, the three waves of this potentiahgdahousehold survey had not been
matched at the individual level so far and | hadridertake this task. Furthermore, hav-
ing closer looks at the data during the matchingcedure, | found many inconsisten-
cies and errors in the identifiers at the individi@usehold and village level (primary
sampling units, PSUs) as well as in many otherabdes. It was the work of more than
six month to clean and match this household paatslsgt. Additionally, | matched this
dataset with further data from the FAO-GAEZ datahathe World Bank Socio-
Economic Atlas for Tajikistan as well as data oe frivatization process | organized
during my field research in Tajikistan (AppendiB2 Moreover, | had to digitalize by
hand many statistics | obtained in Tajikistan tlvatuse for descriptive purposes in the
paper (Appendix 2 B). This additional data matchargl digitalization took another
four month. In this appendix, | will describe theaim steps of the data cleaning and
matching procedures.

Data cleaning and matching of the three waves of éhTajikistan Living Standards
Measurement Survey (TLSS)

The first wave of the TLSS household panel survegs wonducted in 2007 by the
World Bank (World Bank 2008). 30318 individuals 4860 households living in 270
primary sampling units (PSUs) in Tajikistan wertemiewed (18 households per PSU).
The survey sample is based on the national cengihe iyear 2000 and is representative
for Tajikistan (World Bank 2008). Out of the 4866useholds in the TLSS 2007, a ran-
dom sample of 1503 households in 167 PSUs wastexiand 10069 individuals inter-
viewed in 2009 by the World Bank (9 householdsi®U, World Bank 2010). In 2011,
the Institute for East and Southeast European &udDS) revisited 1503 households
in 167 PSUs and interviewed 9608 individuals (Darzel. 20135°

% 159 households included in the TLSS 2009 couldbeotocated in 2011. Those 159 missing househokte w
replaced by 114 households from the TLSS 2007 &nadegv households randomly selected in PSUs withouse-
holds left for replacement (Danzer et al. 2013)ribwthe data cleaning procedure, | noticed th&dml two house-
holds were wrongly coded as one household anduhwar of households in 2011 increased to 1504.
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Within each wave of the panel survey, around 4@Ksoof variables (sections) exist
that are defined at different observation levetgligidual, household and PSU level).
There is a unique household identifier (hhid) anddentifier for individuals (or mem-
bers) within one household (memid) that are spetifieach wave and can be used to
merge the various blocks of variables within ea@dvev For merging the data across
waves, one needs to use the PSU identifier (psund)another household identifier that
is only unique for households within one PSU (hhukirthermore, the waves in 2009
and 2011 include the member identifiers within redhdds (memid) from former waves
to facilitate the matching of individuals acrossves (memid07in09 is memid for 2007
reported in 2009, memid07in1l is memid for 2007oreg@l in 2011 and memid09in11l
is memid for 2009 reported in 2011). However, mahyhose member identifiers for
former waves as well as household identifiers (tihwere incorrect. | corrected all
detected inconsistencies of identifiers across waw@ng the cleaning procedures de-
scribed in the next paragraphs. Another major issas the matching of variables
across waves. Variable names and in some caseablawnalues were not the same
across waves. So | had to redefine variable namésaues in each wave before merg-
ing the waves. The do-files for these procedurasbeaobtained from the author. In the
following, | will describe the major steps of thatd cleaning procedure.

During a first step of data cleaning, | noticedttiinge pairs of households had the same
household identifiers (psuid and hhuid) in the 2@&le. | contacted the local partner
institute that had conducted the survey in 2011 theg were successful in obtaining
the correct identifiers from the original intervieyuestionnaires. In the 2007 wave, |
found another 2 pairs of households with the sar8& Rnd household identifier
(hhuid). 1 was able to assign the correct houseld®dtifier by looking at the house-
holds within the same PSU in the 2009 wave. Dutliregmerging of blocks of variables
within waves, | had to reorganize variables withiacks and found many inconsisten-
cies in variable values. | corrected the errorsrehpossible, e.g. missing values coded
wrongly as 9999. In some cases, | had to leavevariables with too many obviously
wrongly coded values. | even noticed some erroiadi¥idual identifiers in some vari-
able blocks and could correct them by looking aeosimilar variable blocks and com-
paring names and characteristics of individuals.

Trying to match individuals across waves, | noticeany inconsistencies in the mem-
ber identifiers for former waves as well as in B®®U and household identifiers through
several checks. The first check was to look if memdentifiers for former waves iden-
tify one unique individual. In the 2009 wave, | f@u10 pairs of individuals with the
same identifier for 2007 (same psuid, hhuid and ™@®n09). In the 2011 wave, |
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found 41 pairs of individuals with the same idaatiffor 2007 (same psuid, hhuid and
memid07in11) and 37 pairs of individual observagionth the same identifier for 2009
(same psuid, hhuid and memid09in11). | correctedfahose wrongly assigned identi-
fiers by comparing members in the same househaldsss waves. In the 2007 and
2011 waves, the detailed names of the individuedsre@ported and | used this infor-
mation as my main criteria to identify individuaisthin households across waves and
to allocate the correct memid07in09, memid07in11lm@mid09inl1l. Additionally, I
used information on age, gender, ethnicity, edooatoccupation, marital status and
memid of the spouse to identify individuals. It wagpossible to program a matching
algorithm, because names in 2007 are reported riflicyetters and in 2011 in latin
letters. Furthermore, names were mostly writtefedghtly across the two waves. The
other mentioned variables also showed inconsisteraxtross waves (reported age, eth-
nicity, education and marital status were not cstesit for individuals). To obtain a
clean and reliable dataset | opted for the desgridz¢a cleaning by hand instead of try-
ing to match individuals across waves through aorgurone programmed matching
procedure.

During this first cleaning procedure, | noticed maalditional inconsistencies of mem-
ber identifiers for former waves within householdigh beforehand detected coding
errors. | even found two households with wrong letwadd identifiers (hhuid) in 2011
and could identify the correct hhuid by lookinga#ithouseholds within the same PSU
in 2007 and 2009. In both cases, it was possibleldntify the correct household by
comparing names of members of all households bet#8€7 and 2011. During the
first check of the individual matching proceduregdrrected 250 cases of incorrect
memid07in09, memid07in1l and memid09in1l as welkves incorrect household
identifiers in 2011. Additionally, | corrected aadst one of the variables gender, age,
ethnicity and identifier of the spouse for ten induals. The overwhelming majority of
the coding errors were typos (e.g. 9 entered idstéaa 3) and entries shifted by one
line.

For the second check, | detected households that ma observed in all three waves
by using the PSU and the household identifier ({hurhere are households only ob-
served in 2007, households only observed in 20072809, households only observed
in 2007 and 2011 and households only observed1d.ZDhe second check consisted in
looking at the member identifiers for former wa\egemid07in09, memid07in1l and
memid09in11) for the households only appearingd@72and 2009, only in 2007 and
2011 and only in 2011. | found six households whasmber identifiers for a former
wave were reported although the household did ppéar in that wave. The reason for
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this inconsistency was that the household identifreuid was incorrect. | corrected the
hhuid by looking at all households within the saRfeU in all other waves and com-

pared households across waves through names aeadabiiracteristics of their mem-

bers like in the first check described above. b @srrected 20 inconsistencies of mem-
ber identifiers for former waves.

The third check consisted in merging the three wawsng PSU, household and mem-
ber identifiers for former waves. For many indivadisi in the 2009 and 2011 waves,
former member identifiers were reported, but theyld not be matched with individu-
als from the former waves. Thus, either the mendemtifier for the former wave was
incorrect, should have been a missing or the haldatentifier was incorrect. Again |
used the cleaning procedure described above fofirsteand second check to correct
the member and the household identifiers. | coece& household identifiers and 200
member identifiers for former waves reported in2002011.

In the fourth check, | used a similar procedure lik the second step. In the 2009 and
2011 wave, | looked at households that were indudethe former wave but reported
missing values for the member identifiers for tlumtner wave for all or a high share of
its household members. | looked in detail at thoseseholds using the same cleaning
procedure described above and was able to comether 60 individual identifiers. |
also detected 5 wrongly coded household identifd even two households that had
been assigned to the wrong PSU in 2011. | assitredorrect PSU identifier to these
households by searching for the household headtamdembers in the former waves
using the name, age and other individual charatiesi

In the fifth check, | tried to extract as much imf@tion as possible from the data to
match the individuals across all three waves. Thene many individuals in 2009 with
missing values in memid07in09, but they could beched to the 2011 wave (using
non-missing values in memid09in1l) where they haash-missing values in
memid07inll. Using this procedure, | could replag&3 missing values in
memid07in09 with memid07in11l. Additionally, I compd non-missing values of
memid07in11 with the non-missing values of memid0%iand detected 220 inconsist-
encies for those member identifiers. | correctems¢hinconsistencies by the cleaning
procedure described above. Similar to the missalges in memid07in09, many indi-
viduals in 2011 had missing values in memidO7irdit,could be matched to the 2009
wave (using memid09inl1l) where they had non-missialgies in memid07in09. |
could replace 77 missing values in memid07in11l fraemid07in09. After that step, |
could match the 2007 wave with the 2009 wave ae®011 wave using memid07in09
and memid07in1l and look at inconsistencies in rdé@inll by comparing
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memid09in11 with memid09 in the 2009 wave. | folambther 40 inconsistencies in
memid09in11 and corrected them using the cleaninggalure described above for the
first and the second check.

After matching the individuals across the three @gausing PSU, household identifiers
and member identifiers for former waves, | perfodnaesixth check for consistency of
the individual matching. | compared gender and fagendividuals across waves and
found another 170 wrongly coded member identifierdormer waves (those were cas-
es with varying gender or too strong age differehclecorrected the member identifiers
using the cleaning procedure described above. Alfierdata cleaning, there were still
110 individuals left that showed varying gendert@os strong variance in age and |
cleaned those inconsistencies using the followmoggdure. For individuals that appear
in all three waves, | replaced the inconsistentgewalue by the value that appeared in
the two other waves. For individuals only appeaimtyvo waves, | corrected gender by
looking at the name of the individual and the gerafeéhe spouse in case the individual
was married. | determined the typical gender foame by sorting the data and looking
at the gender of other individuals with the samm@al only corrected age differences,
if age values changed by more than 5 between twelpeaves. For individuals appear-
ing in all three waves, | interpolated the age galaf two waves that were close to each
other to the third wave. For individuals only appeg in two waves, | could only cor-
rect the age values, if the family member statdecated a clear miscoding, e.g. in cas-
es where the grandmother was 70 years old in one ad 25 years in the other wave.

Using the corrected PSU, household (hhuid) and neendentifiers, | was able to
match 6097 individuals across all three waves, lf8iXiduals across 2007 and 2009,
1052 individuals across 2009 and 2011 and 769 iddals across 2007 and 2011. For
our main empirical analyzes, we only include th@ B&Us from the TLSS 2007 that
were revisited in 2009 and 2014In total, the cleaned and matched panel datanset i
cludes 22616 individuals and 38618 individual-tispecific observations. 1345 house-
holds are included in all three waves, 158 housihohly appear in 2007 and 2009,
114 households only appear in 2007 and 2011, 4Setmlds only appear in 2011 and
1388 households only appear in 269The reason why so many households only ap-
pear in 2007 is that in the TLSS 2007 18 househpétsPSU were visited, whereas in

1 Including the other 103 PSUs (with 11377 indivit)idrom the TLSS 2007, the number of total indiia¢Hime-
specific observations increases to 49995. If wéuahe those individuals from 2007 in the empiricablyzes, the
results do not change.

%2 As described in the footnote on the first pagehisf Appendix, | noticed that in 2011 two houselsalere wrongly
coded as one household and the number of houseihdd@4 1 increased to 1504. Those two households hause-
holds that had been in the TLSS 2007 already.
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2009 and 2011 only 9 households per PSU were ieteed®® The selection procedure
for selecting 9 out of the 18 households in thasiead 167 PSUs for the TLSS 2009
and 2011 was based on random sampling and shotilicfheence our results (Danzer
et al. 2013).

The following step consisted in the constructiorvaifiables for our empirical analysis.
During this step, | noticed inconsistencies in thenthly wages reported in 2007. Ten
individuals working in agriculture reported wagetlmrs of 9999 Somoni. The next

smaller value was 5000 Somoni, the 99% percentds @000 Somoni, the median
wage around 200 Somoni and the mean wage 400 Soifimns, | decided to impute

the wages for these ten agricultural workers in720€ing the median wage for 2007 for
workers with the same gender, same education andame occupation. Using other
imputations, e.g. the mean wage instead of the anediage or excluding the observa-
tions does not change the empirical results. Intimed 1517 individual-year observa-

tions reported having a job but did not indicatg aage in cash or in kind. Over 90%
of those observations work on small household faasigsinpaid family workers. We

decided not to impute wages for those workers tmcthey are not participating in ru-
ral labor markets and are mostly engaged in sdmgistfarming.

Matching the TLSS panel dataset with additional ex¢rnal datasets

For our empirical analysis, we decided to matchTth8S household panel survey with
additional data at the PSU, sub-district or distegel (an overview of those additional
datasets is presented in Appendix 2 B). The mablpm for matching those additional
datasets with the TLSS was that the informationtten GEO-coordinates of the 270
PSUs as well as on the names of PSUs and subctiistrithe TLSS was not reliable. |
had to conduct an extensive cleaning proceduredematching the datasets that lasted
another two month. The cleaning procedure for treching of each dataset is de-
scribed below.

The first dataset | matched with the TLSS is theld@l Agro-Ecological Zones (GAEZ)

Database from the Food and Agricultural OrganiraiibAO). This dataset contains
detailed information on the suitability of cultizdle land for the production of various
crops for many countries of the world. | downloadefdrmation on the suitability of

cultivatable land in Tajikistan for the productiof cotton. The downloaded indices
evaluate information on the soil quality and clirn@&nd geographic conditions to report
production capacity for cotton based on differesguanptions on the irrigation infra-

% Those 1388 households only appearing in the TL&Y Zomprise 10088 individuals that only appea2007. If
we exclude those individuals, our regression residtnot change.
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structure and the quality of inputs usédased on those indices, we construct an alter-
native treatment definition defining PSUs as cottomon-cotton PSUs. The data in the
FAO-GAEZ database is coded in the Geo Informatigst&n (GIS) implying that the
data can only be matched with PSUs using GEO-coateis.

Unfortunately, the information on the GEO-coordesabf the 270 PSUs in the TLSS
2007 was completely wrong. The World Bank dataset $witched longitude and lati-
tude information and even after correcting thisorégd for more than 60 PSUs coordi-
nates that lie outside the borders of the assidmstdcts or even outside of Tajikistan. It
was extremely difficult to obtain the correct GE@sadinates for the 270 PSUs because
for many PSUs the village name or the name of tiedsstrict (Jamoat) was not report-
ed or had already changed since 2B0Furthermore, within districts many villages
have the same names and it was very difficult enidly the correct village or sub-
district. In addition, there was no single sourtenformation on GEO-coordinates of
Tajik villages. | had to use six different websitesdentify villages and retrieve GEO-
coordinates. In all of these six websites, villagenes were differently spelled and |
spent a lot of time to combine information from thierent websites.

In the first step of the cleaning procedure, | esdethe coordinates of all 270 PSUs
from the TLSS in the GIS program Quantum GIS aniicad that many PSUs lay out-
side the borders of Tajikistan. | found out thatdude and latitude information was
switched in the TLSS dataset and corrected thatveder, using GIS information on
district borders from the Socio-Economic Atlas djiKistan (Appendix 2 B), it ap-
peared that still more than 60 PSUs lay outsidebtirelers of the assigned districts or
even outside of Tajikistan. | sorted PSUs by distand computed the distances of lon-
gitude and latitude from the district mean for e®3U to identify outliers. In a next
step, | started to look for information on GEO-atinates of Tajik communities in the
Internet and found six websites whose informati@ould combine to identify the cor-
rect GEO-coordinates for PSUs (websites are liatethe end of this Appendix). The
Tajikistan Water Supply and Sanitation (TajWwSS)base includes the up to date list
of all villages within sub-districts for the whoRepublic of Tajikistan. Because village
and sub-district names in the TLSS are from 20@7raany names have changed in the
last years, | used the Wikipedia website to re&i@wformation on past sub-district
names. In most cases, | was able to map sub-distiines from 2007 to present sub-

% For our empirical analysis, we use several indibasassume the use of low or intermediate leyslis and differ
with respect to the quality of irrigation infrastture.

% Due to the new political strategy of the Tajik govment to create a nationalist Tajik identity, maiilage-and
sub-district-names from former Soviet times (e.grlMarx, Telman or Soviet) were changed to newkTaames
(mostly ancient Persian writers, kings or religidigsires).
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district names because in most districts not mbea ttwo sub-districts had changed
names.

The other four websites contain information on G&f+rdinates of Tajik communities.
At the longitudestore website the user can enternéime of the community or the
GEO-coordinates and the website will show the ocabf the community on google
maps. GEO-coordinates for points on the map arayavdisplayed. Unfortunately, |
could not find many PSUs on the website becausenbsite uses completely different
spellings of Tajik communities (compared with tHeSE and the TajWSS website) and
only includes very few communities. | mainly usduastwebsite to enter GEO-
coordinates of PSUs from the TLSS and check whesg are located. | also used this
website to retrieve GEO-coordinates for a pointhe map, where another website
(mapcarta) reported the village | was searching Mlapcarta includes most villages for
Tajikistan on its detailed map, but it did not regpny GEO-coordinates and used com-
pletely different spellings for communities there tfiLSS or the TajwSS website.
Thus, | could not search the communities usingsdach engine at the website. | need-
ed to know in which sub-district (Jamoat) and clas&hich bigger community (that |
could find on google maps) the PSU lies to be &blgearch the PSU in the surround-
ings of this bigger community at the mapcarta wieblsy hand. | retrieved information
on bigger communities within the sub-district o€ tRSU from the TajWwSS website.
When | found the PSU at the mapcarta website st fiied to retrieve its coordinates
using the geoco website that used the same spelbhgommunity names then the
mapcarta website. If | could not find the GEO-caowades of the PSU at the geoco web-
site, | tried to find them at the Islamic Finderbs#e. This website includes the option
to search for communities in the surrounding ofgbigcommunities and presents the
detailed GEO-coordinates for listed communitiessMebsite included many commu-
nities that were not included in the geoco webdite,did not include all communities.
Thus, 1 finally had to use the longitudestore wibh$o retrieve GEO-coordinates by
hand for the point the mapcarta website indicatetha location of the village of inter-
est.

| succeeded in retrieving the GEO-coordinates fimoat all obviously wrongly located
PSUs from the TLSS 2007.0nly for two PSUs | had to use the GEO-coordinates
the sub-district center, because | could not findse communities at the mapcarta-

% As of March 2015, this website now includes thaa»GEO-Coordinates of Tajik villages. However, trected
the TLSS GEO-coordinates for PSUs in spring 2018mihe website did not include this information.

%7 As noted above, | defined outliers by computing lifference of latitude and longitude to the distmean of
PSUs in the TLSS. | also used district borders @adntum GIS to infer, if the coordinates lie inste borders of
the reported district.
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website. Due to the low reliability of the locatidata in the TLSS, | decided to check
the location information for every single PSU oé tB70 PSUs included in the TLSS
using the procedures described in the last paragfdpuring these procedures, | rec-
orded old and updated names for PSUs and subetksiini case they had changed in the
last decade. This proofed to be important for matgthe subsequent datasets with the
TLSS panel dataset. After having corrected andldtthe GEO-coordinates of all 270
PSUs, | matched the FAO-GAEZ data with the PSUhe TLSS using the program
Quantum GIS.

The second dataset | matched with the TLSS is tlsoSEconomic Atlas of Tajikistan,
which includes many socio-economic variables atstiiedistrict (Jamoat) level for the
year 2000 (Appendix 2 B; World Bank 2005). | amy#rankful to Cem Mete from the
World Bank and to Craig Hutton and Andy Murdochnfrethe GeoData Institute of the
University of Southampton for providing me with trew data of the Atlas. The raw
data for sub-districts is available in GIS formatweell as reported for old sub-district
names in the year 2000. Unfortunately, the GISrmftion on sub-district borders in
the Atlas is not reliable and | could not match $kie-districts with PSUs using the cor-
rected GEO coordinates. Instead, | had to matci2#ePSUs from the TLSS to the
356 sub-districts using the mapping of old and rseNv-district names as well as the
TajWSS website. | succeeded in matching all 270 &Uits respective sub-district
information for the year 2000.

The next step was to match information on the p@afion process per sub-district
with the TLSS dataset. During a field research siakajikistan, | had obtained detailed
sub-district-level data on the number of new cediks for small farms (<25 employ-
ees) handed out by the Tajik State Committee fodLland Geodesy (SCLG). | am very
thankful to Bobojon Yatimov from the World Bank @# in Dushanbe for providing
me with this data. To match the data with the TLBfst had to digitalize the infor-
mation because | was provided with a hard copynThiead to match the up to date
sub-district names from this dataset with the okldr-district names of the 270 PSUs
from the TLSS. | succeeded in matching all 270 P&Utheir respective sub-district
using the mapping of old and new sub-district naiesd prepared before. Two addi-
tional datasets, which | had also collected dutivgfield research in Tajikistan, contain
detailed information on the production of and acghivated with cotton and wheat by
district (hukumat). | obtained this information thg interviews with staff members of
the National Statistic Agency and the FAO OfficdDushanbe (Appendix 2 B). Again,
| had to digitalize this information and then matdtthe data with the TLSS at the dis-

% | detected another two PSUs with correct GEO-cioatés but wrongly assigned district identifiers.
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trict level by assigning the district identifier thfe TLSS to the new data. | also matched
the TLSS with information on world prices of cottand wheat from the IMF as well as
import and export prices for Tajikistan obtaineohfrthe National Statistics Institute.

Preparing additional statistics for descriptive puiposes

For our empirical analysis, we use further datasebdained during the field research in
Tajikistan (Appendix 2 B). | am indebted to the GIffice in Tajikistan that provided
me with three very valuable micro datasets fronvesys conducted by the GIZ in 2011
and 2013. One datasets contains information fromm faeads on the organizational
structure and the business operations of 253 fafrai sizes in 13 cotton growing dis-
tricts of Tajikistan in 2011. The second datasports information on farm characteris-
tics of 4253 farms of all sizes in 51 (out of 5&tdcts of Tajikistan for the year 2013.
The third dataset contains information on the psabmpinion of district and sub-
district leaders on the agricultural reforms iniKigian for the year 2011. | also ob-
tained data on business operations of 135 farnms fhe FAO for the year 2005. Before
we could use the information from those four datager our empirical analysis, | had
to clean some inconsistencies and entry errofsdrdatasets. | also had to merge differ-
ent blocks of variables for the political leadetat®t. The do-files for this procedure
can be requested from the author.

For descriptive purposes, we also use data ongheuétural sector and the privatiza-
tion process | obtained during interviews with atis from the National Statistics In-
stitute of Tajikistan (Appendix 2 B). This infornian was provided at hard copies and |
had to digitalize this data by hand. | also dowdkzhdata on the production and area
harvested for several crops from the websites ef Wls Department of Agriculture
(USDA) as well as from the FAO.

Websites used to identify GEO-Coordinates for PSUs:
Tajikistan Water Supply and Sanitation (TajWSS)dbatse (2014). Accessible at:

http://tajwss.tj/site/en/tajwss-data-base2

Wikipedia information on Jamoats in Tajikistan (a1

http://en.wikipedia.org/wiki/Jamoats_of Tajikistan

Longitudestore Websitéttp://www.longitudestore.com/find-coordinates.html

Mapcarta Websitéittp://mapcarta.com

Geoco Websitehttp://geoco.org

Islamic Finder Websitéittp://www.islamicfinder.org
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3 Transitory income shocks and household behavior: im
pacts of a cotton export price surge on rural houdelds in
Tajikistan

3.1 Introduction

How do short run income fluctuations due to tragermess affect the behavior of poor
households in developing countries? Answering ¢juigstion is crucial for evaluating
the overall effects of globalization and trade owgrty in developing countries. So far,
there is a broad consensus among economists dlat d#penness is beneficial for coun-
tries in the long run. Nonetheless, changes iretgzenness have distributional impacts
that may lead to adverse effects for poor houssh@inters et al. 2004). Particularly
in the short run, changes in trade openness caljsstment processes and income fluc-
tuations that might have strong impacts for pobrseholds, especially in developing
countries (Goldberg and Pavcnik 2007; Attanasial.e2004). Although important parts
of the population in developing countries are sjigprexposed to income risk caused by
world price fluctuations, the literature has, thiais mainly focused on how households
in developing countries deal with income risk indddy weather shocks or illness
(Wolpin 1982, Paxson 1992, Gertler and Gruber 2002)

This paper contributes to the literature by ingeing the impact of a surge in the
world market price of cotton on income and behaliogsponses of rural households in
a developing country, namely Tajikistan. In contrims many other empirical studies
that face identification problems due to the endegs of trade related income shocks,
this paper exploits a natural experiment to idgntiife effects of a positive transitory
income shock on several dimensions of househol@weh In Tajikistan, around 67
percent of the working population is employed imi@gture. The most important agri-
cultural product is cotton, which is almost exchety exported accounting for around
30 percent of export earnings (FAO 2011). HowevVaijikistan exports only around 1
percent of world cotton exports and is a price takeworld cotton markets. Thus, the
surge of the world market price for cotton from Agg2010 to March 2011 by over
300 percent, which was triggered by a drought arx$equent cotton import surges in
China, can be treated as exogenous to Tajikistan /3.2, Tab. A3.14). Furthermore,
within Tajikistan, only specific areas command thienatic and geographic precondi-
tions for cotton growing. The remaining rural arexslusively produce crops for the
domestic market and are not affected by cottonepfliectuations. | exploit this geo-
graphic variation in the suitability for cotton pitction combined with the surge in the
world market price of cotton to identify the causdfect of cotton prices on rural
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household income. Using a novel household panakdaaind a difference-in-difference
estimation, | find that the cotton price shock eased real monthly income of agricul-
tural households in cotton regions by over 70 parcempared to agricultural house-
holds in non-cotton regions.

Furthermore, this paper investigates how agricalthouseholds responded to this posi-
tive income shock on several dimensions of houskebehavior. There is a broad litera-
ture that shows to what extent credit constraintdéveloping countries influence
household decisions on investments in productiveetas and human capital
(Rosenzweig and Wolpin 1993, Udry 1995, Jacobi &kdufias 1997, Bjorkman-
Nyqvist 2013). A positive transitory income shockyrbe a unique opportunity to cir-
cumvent those credit constraints and increase holgénvestments. Recent literature
finds that households in developing countries réactuch positive transitory income
shocks by increasing household investments in Ineattd education (Qian 2008,
Maccini and Yang 2009, Edmonds and Pavcnik 2005eRi®99). In addition, Yang
(2008) finds that increased household income dua pmsitive shock in remittances
leads households to enhance entrepreneurial gctwad start capital-intensive house-
hold enterprises. This study contributes to therditure by using a natural experiment to
identify the causal effects of a transitory incos®ck due to an export price increase
on household investments in health, education,ati@r and entrepreneurial activity.

In addition, this paper adds to a broader litematinat discusses the various strategies
households in developing countries apply to copth wicome shocks and to smooth
household consumption (Besley 1995, Morduch 19@byrisend 1995, Deaton 1992).
Due to non-existing or imperfect credit and inseeamarkets, households in develop-
ing countries create a broad set of behavioralaesgs to smooth consumption, e.g. by
depleting and accumulating non-financial assetsséRpweig and Wolpin 1993, Udry
1995, Attanasio and Szekely 2004), adjusting laagply (Kochar 1999) or using re-
mittances as insurance device (Yang 2007). If trageng strategies sufficiently re-
place perfect credit and insurance markets, holdetomsumption should not react to
(positive or negative) transitory income shocks (mh 1995, Townsend 1995). This
paper focusses on a trade induced positive tragsibcome shock and identifies its
causal effects on household consumption and lalggplg. In contrast to most of the
related literature on consumption smoothing, | foon the impacts of a positive (not a
negative) transitory income shock.

Regarding consumption, | find that rural househaitdg ajikistan cannot fully insure
against transitory income shocks. Household contiompgignificantly increases by 29
log-points in response to the positive income shéaierestingly, households that have
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at least one migrant abroad and, thus, can usétagices to insure consumption against
income shocks do not increase household consumipti@sponse to the shock. House-
holds without migrants significantly increase camgtion by 36 log-points. Moreover,

| find that households with at least one migrambal significantly increase the number
of migrants in response to the positive income khdbese findings indicate that mi-
gration and remittances act as an insurance déercegansitory income shocks in de-
veloping countries (Yang and Choi 2007). Furthememdfind that consumption in non-
food products, durable goods and services incraaseb stronger than food consump-
tion. The income elasticity of non-food productdhmespect to the transitory income
shock is 0.71, whereas the one for food produabsl 0.29. This indicates that house-
holds use the positive transitory income shock nforenvestment or savings related
disbursements than for simple consumption motiResénzweig and Wolpin 1993,
Attanasio and Szekely 2004, Yang 2008). Interebtinige main drivers for the increase
in non-food consumption are personal care prodaistsbeauty services, spending for
marriage gifts and ceremonies as well as housednticles, which are important mar-
riage gifts in Tajikistan. These findings indic#tat Tajik households invest parts of the
positive transitory income shock in creating, diainig and extending social relation-
ships that may work as an insurance mechanisnamtienes (Grimard 1997). In Tajik-
istan, marriages are an essential social rituahsure and stabilize social networks and
hierarchies in local communities and create nekaljes between families (Bloch et al.
2004, Brown et al. 2011, Danzer 2013).

Analyzing household investments in human capitihd some evidence that spending
for enrolled females increases stronger in readiothe positive income shock than
spending for enrolled males (Bjorkman-Nyqvist 201Bjiroliment of students slightly
decreases due to the cotton price surge, whichddadicate that households use stu-
dent members for working on household farms in éstrtimes. The impact of the tran-
sitory income shock on health spending is strong positive. Households increase
spending per treated member as well as per overtiber meaning that health spend-
ing increases at the extensive and the intensivgimaConcerning investments in en-
trepreneurial activity, | find strong increaseslabor supply on household and family
enterprises in reaction to the income shock. Theber of household members working
at family enterprises significantly increases b9, Qvhereas at the intensive margin
hours worked at entrepreneurial activities do notease. The probability of at least one
household member owning a small enterprise inceebgell percentage points, but is
not significant. These findings indicate that thlsigive income shock has been used by
households to circumvent credit constraints andshin entrepreneurial activity, in line
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with findings by Yang (2008). In addition, | findreng positive effects of the transitory

income shock on investments in migration. The nunabéoreign migrants per house-

hold increases significantly. However, the prolgbibf having at least one migrant

abroad does not increase. These results indicatehé fixed costs of international mi-

gration are high. Due to migration networks, howsgh already having a migrant

abroad face lower fixed costs for an additional namig) and significantly increase the
number of migrants in reaction to the positive meoshock (Massey et al. 1998, Stark
and Bloom 1985, Gorlich and Trebesch 2008). Thia i;me with the insurance motive

for remittances (Yang and Choi 2007). For househulidh no migrants, fixed costs of

migration are still too high and the income sho@swot sufficient to circumvent credit

constraints. Those households strongly increasesguroption in reaction to the income
shock showing that they do not command of sufficreechanisms to smooth consump-
tion (Morduch 1995).

Analyzing labor supply reactions, | find that holiglels facing the cotton price surge
and enhanced demand for cotton pickers on rurak latarkets increase labor supply at
the extensive margin in agricultural activities.eTincrease in the supply of agricultural
workers on rural labor markets is dominated by flenagricultural workers. The reason
is that cotton picking in Tajikistan is highly labimtensive and mostly done by females
(due to higher dexterity and labor migration of entd Russia). The number of female
non-agricultural workers per household slightly dases, but does not explain the
strong increase in female agricultural workers. Tasults indicate that agricultural

households in cotton regions substitute leisureomsehold production for labor supply
at local labor markets to take the opportunitywther increasing their household wage
income. This is in line with the results of Edmoradsl Pavcnik (2006), who find that

rural households in Vietnam increase labor suppfgranal labor markets in reaction to

the price increase for rice. At the intensive m@ardiouseholds slightly reduce hours
worked in agriculture, especially for male agrioudtl workers. Hours worked in non-

agriculture do not change. Thus, | do not find loeation effects of labor supply be-

tween agriculture and non-agriculture at the intenmargin.

The article closest to this study is Yang (200&)pvinvestigates the effects of a transi-
tory exchange rate shock on remittances and holgséhmme, consumption and in-

vestments in education and entrepreneurial actfeitynigrant households in the Phil-

ippines. Compared to Yang (2008), this paper hastivantage of using three waves of
a genuine household panel survey to control forosaoved heterogeneity as well as
pre-trends in dependent variables. Furthermorexpjoiting an exogenous shock in the
world market price for cotton, this paper investigathe short term adjustment costs of

204



a transitory income shock due to trade opennedsdiaseholds in a developing country.
Thus, the paper adds to the literature on tradepamdrty and provides insights on short
term household responses to transitory income shoakised by trade price changes
(Winters et al. 2004).

The remainder of this article is as follows. Theo® section will introduce some
background information on the Tajik cotton sectord ahe cotton price hike in
2010/2011. The third section will present the datd the empirical methodology. In the
fourth section, | will present the results and dgscfurther robustness checks and the
fifth section will offer concluding remarks.

3.2 Tajikistan and the cotton sector

Tajikistan is the poorest country in Central Adtas land locked and located between
Afghanistan, China, Kyrgyzstan and Uzbekistan. VEitGDP per capita (PPP) of 2216
USD in in the year 2011, Tajikistan ranked 150 ouii85 countries according to the
IMF. It is populated by 7.6 million inhabitants aadound 67 percent of its working
population is employed in agriculture, in rural @sdhis share comes close to 100 per-
cent (FAO 2011). Because agriculture is the leaging sector of this poor economy,
there is large-scale temporary labor emigratiomfroiral areas to Russia, particularly
of males who work in the Russian construction itiduand other low-skilled occupa-
tions (van Atta 2009, Danzer and Ivaschenko 2002008, around 33 percent of the
economically active population was engaged in eefelabor migration (FAO 2011)
and remittances accounted for 49.3 percent of #jik TSDP according to the World
Bank (in 2011, this share was 46.9 percent). Dubitolarge-scale labor emigration of
males, the economically active population in rama@as of Tajikistan mainly consists of
women (FAO 2011).

Most of Tajikistan’s territory is hilly or mountabis, making crop production only fea-
sible on around 800 000 hectares or 7 percensdbitl land surface (FAO 2011). The
most important crops grown in Tajikistan are cottwheat and vegetables (FAO 2009).
Cotton is a cash crop that is almost exclusivelyogted accounting for around 30 per-
cent of Tajik export earnings.Cotton is grown on only around one third of thabée
land, because it relies on specific climatic andggaphic preconditions leading to a
concentration of growing areas in the few flat oegi below 1000m above sea level,
which command irrigation as well as transport isfracture (Fig. 3.1.). Apart from cot-

% Only around 3 percent of ginned cotton producetijikistan is sold on domestic markets. After deeline of the
manufacturing industry due to the breakup of thei®dJnion, Tajikistan is only now trying to estahl a textile
industry (van Atta 2009, Kassam 2011).
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ton, wheat and vegetables are important cropsatgagrown on all parts of the arable
land in Tajikistan. Those crops are predominantlydpced for the domestic market,
whereby wheat production only covers around 50qrerof the domestic demand lead-
ing to a strong dependence on wheat imports fromaklastan and other neighboring
countries (FAO 2011). In Tajikistan, rural labor nkets are local and there is no large
scale labor migration between agricultural dis#icthis is mainly due to the remote
territory and the Islamic revival, which impedesmen to travel without male family
members (who are mostly working in Russia).

Agricultural production in Tajikistan takes place three types of farms which use
comparable production techniques and land qualibesing the privatization process,
state-owned farmskélkhozesand sovkhozeéshave been split up into bigger collective
dehkan farms and state owned enterprises (frormo 2/ér 1000 hectares) as well as
smaller private family (dehkan) farms (<20 h%):°* As described in chapter 2.2, col-
lective dehkan farms and state owned enterprigeseay similar in their organizational
structure. They are still heavily intertwined wltical governments and rents from cot-
ton production are appropriated by farm managesdpic ginneries and local elites.
According to the law, farmers organized in thogenfaare shareholders of the farm and
free to opt out to found own private farms usingitmespective land shares. However,
in reality strong dependencies due to credit cands, social norms and political pres-
sure exist that tie those shareholders to thedsigs and their managers. In addition, in
many districts of Tajikistan, cotton production ¢as are still enforced by local gov-
ernments to ensure a steady supply of raw cottorefd appropriation. Although exist-
ing small private family farms also have to compiyh cotton quotas to some degree,
they command more freedom over production and tnvest decisions on their land
than shareholders on bigger collective dehkan faf®adtar and Mohib 2006, World
Bank 2012). Less political interference and bettefined land titles on small private
dehkan farms may explain why there are no prodigtdifferences between the two
farm types, in spite of possibly larger effectsoéle on bigger collective farms (chapter
2.2).

On world markets for cotton, Tajikistan is a snpathducer accounting for only about 1
percent of world cotton exports. Thus, the worldkeaprice for cotton can be treated
as exogenous to Tajikistan. From August 2010 todM&011, the world market price

190 As shown in chapter two, the share of arable lempped by (private and collective) dehkan farmd arate
owned enterprises did not change significantly dkierlast years. The split up of larger collectilekan farms into
smaller private dehkan farms mainly took placel@@D9 and decelerated from 2009 until 2011. Inléisé chapter, |
show that our results are robust to controllingtfa privatization process at the sub-district leve

101 | Tajikistan, household plots are another agtiral production unit, but they solely produce fdod subsist-
ence consumption and local markets (FAO 2009).
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for cotton increased by over 300 percent, which triggered by a drought and subse-
quent cotton import surges in China (Fig. A3.2, TAB.14). This surge in the world
market price directly affected the FOB export prioe Tajik cotton leading to an in-
crease in the area cropped with cotton by arounget6ent in the year 2011 (Fig.
A3.3). Due to the high relative price for cottontire harvest of 2010 and the sowing
season of 2011 (January until March), all farm gyfpeated in cotton regions of Tajiki-
stan had increased the area cropped with cottondaockased the area cropped with
wheat and other crops (FAO 2011, Fig. A3.4 and ABecause harvesting cotton is
much more labor intensive than harvesting of wibeatgetables, the labor demand for
harvest workers in 2011 significantly increasedainfarm types. In chapter two, my
co-author and | showed that due to political irgeghce and coerced labor on big col-
lective dehkan farms, this increase in harvestra®mand only led to rising picking
wages on small private dehkan farms, but not ogdsigollective farms. We found that
real wages per hour increased by around 93 pewosesmmall private farms due to the
price shock, whereas wages on big collective fadidsnot change. Because the over-
whelming majority of the economically active pogdida in rural areas is female and
they have a comparative advantage in cotton piclilng to higher dexterity), it is al-
most exclusively women that pick cotton in Tajikist Consistent with this fact, we find
that harvest wages only increased for female agui@l workers, not for male ones.
Interestingly, small private farms do not only hfeemily members, but also landless
female workers from local villages. Thus, the exgwice increase did not only benefit
small holders and their families, but also poodlass females from local villages that
lack other income opportunities. However, we alsal fstrong positive effects of the
price shock on profits of mostly male managers igrnfdrms as well as smaller increas-
es for owners of small farms.

Building on those insights on the labor market efeof the export price shock, in this
paper, | will analyze the impact of the positivansitory income shock for rural house-
holds in cotton regions on several dimension ofskebold behavior. The central ques-
tion for the empirical strategy of this paper isd&fine an adequate treatment and con-
trol group of households. | apply various reasoaaategorizations that | will present
along with the dataset in the next section.
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3.3 Data and empirical strategy

3.3.1 Data

The dataset | use in this paper is based on thi&iStan Living Standards Survey
(TLSS) conducted by the World Bank and UNICEF i©2@&nd 2009 and a follow up
survey for 2011 conducted by the Institute for Easti Southeast European Studies
(I0S). The three waves of this representative hualsepanel survey were all conduct-
ed in harvest time of each year (September-Novemker that | have comparable
measures of harvest time household income, expgedjtlabor market participation of
household members and various other household atkastics. In 2007, 4860 house-
holds living in 270 primary sampling units (PSUs)Tajikistan were interviewed (18
households per PSU). This sample was reduced yol&7 PSUs and 9 households per
PSU resulting in 1503 revisited households in 2808 2011 (Danzer et al. 2013). In
the analysis, | will only include households livimgthe 167 PSUs that were revisited in
2009 and 2011%

The data | obtained from the World Bank and the &3 quite erroneous regarding
individual and household identifiers across wavésis, to be able to correctly aggre-
gate individual level variables within householdsl 4o link them across waves, | had to
apply extensive cleaning procedures that are destin Appendix 2 E. In addition, the
single modules of the raw data on household incane expenditures as well as on
education, health and migration of household membad to be cleaned and merged
internally before it was possible to connect thenthie individual level dataset, which |
had already constructed for the research presémtéx last chaptel’® After applying

all these corrections, | constructed the final letwdd level panel dataset for this study
by aggregating over individuals within household&e final dataset contains 3050
households, whereby 1345 households appear irmmae twaves in 2007, 2009 and
2011. 158 households only appear in 2007 and 20D® households only in 2007 and
2011 and 45 households only in 2011. This is dughécfact that in 2011, 159 house-
holds could not be located by the interviewers @aecke replaced by 114 reserve house-
holds in the respective PSU from 2007 and 45 neatypled householdg? Further-

102 As noted in Appendix 2 E, | conducted robustnéescks including those 103 PSUs and results ofastechapter
and also of this chapter do not change.

193 The most serious issue was that missing values eaed differently across modules and waves. Someethey
were coded as 99, 999, 9999, as “.” or as negatitees. Another issue was that remittances in 208 apparently
reported in USD by some interviewers and in Sonlgnathers (but this was not explicitly indicatedtie dataset).
The applied cleaning procedure is described in Adpe3 B.

104 As noted in Appendix 2 E, after cleaning the dstithe number of households only in the datasg0@¥ and
2009 was reduced to 158 and the number of houseioRD11 increased to 1504.
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more, due to the reduction of the survey samplmfi@ to 9 households per PSU in
2009 and 2011, 1388 households only appear in 28@fough those sample adjust-
ments were carefully conducted to prevent seleagsnes (Danzer et al. 2013, World
Bank 2010), | present robustness checks in the gipehat show that those sample
adjustments are indeed random conditional on cdependent variables and that they
do not change our main results (Tab. A3.26, A3197).

3.3.2 Empirical strategy

The identification strategy of this paper explditgikistan’s geographic variation in the

suitability for cotton production combined with tkarge in the world market price of

cotton in 2010/2011 to identify the causal effesftsotton prices on income and behav-
ioral responses of rural households. The baselmeoach uses the 2007 community
survey that was conducted alongside the TLSS tssiflathe 167 primary sampling

units (PSUs) into cotton and non-cotton PSUs. PaUshich cotton was reported as
the first or second most important crop, are defiag cotton communities. Non-cotton
communities are all remaining PSUs which are predantly characterized by agricul-

tural production (Fig. 3.1 and Table A3.15 and €ahB.16).

As expected, cotton PSUs are characterized by lalgude, better connectivity to
federal or district capitals and by better infrasture (roads, irrigation) than non-cotton
PSUs while population size and school enrolmentndb differ significantly (Table
A3.17). In the main empirical specification, | inde district dummies as well as prov-
ince-year dummies and in robustness checks | a@stral for sub-district and commu-
nity level variables pre-shock in 2007 (Table A3.28 For further robustness checks, |
also use three additional definitions for cottormeoaunities using external GIS data
from (i) the FAO GAEZ data base (FAO 2013), (iigttWorld Bank (World Bank 2005)
as well as (iii) a definition based on altitude$olae1000m sea level. In addition, | de-
fine cotton communities at the district level, wéigy all communities in a cotton dis-
trict are defined as cotton communitfés.

10570 be precise, solely the reduction of the nunaidrouseholds per PSU from 18 to 9 seems to hdeetafl our
control group somewhat more than the treatmentgrelowever, this reduction of the sample was thstroarefully
conducted one (World Bank 2010). In addition, extigdhose households dropping out of the sampkr 2007
does not change our results. Results also do nogehd | exclude each of the other sub-groupsafdeholds that
are not in the dataset in all waves (Tab. A3.262%&B

108 Tajikistan comprises 5 provinces (Oblasts), 58ridts (Hukumats/Raions) and 406 sub-districts (J&s)o |
decided not to control for the additional commuratyd sub-district level variables in the main regien, because
unfortunately some of those variables are not alllfor all PSUs.

107 For a detailed description of the different cottmmmunity and cotton district definitions, seefea 2.2. For all
those different treatment definitions for cottomuounities, the main results of this paper hold. Resare not
shown here, but can be requested from the auth@hdpter two, | show that the effects of the cofidce shock on
wages are highly robust to using any of those dtieatment definitions for cotton communities.
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Because of the cotton price spike in 2010/2011thadncreased harvest labor demand
in 2011, harvest wages for agricultural workersréased strongly in cotton growing
communities in 2011 (see chapter 2). Thus, | expeasehold income for agricultural
households in cotton communities (treatment grdaapghcrease from 2009 until 2011
relative to the agricultural households in non-@ettommunities (control group). In the
baseline, | define an agricultural household asw@sbhold, where at least one member
Is working in agriculture. The main driver for ieased household income of the treat-
ment group should be household wage income. Frod7 20 2009, cotton prices and
wages slightly decreased and | expect a negative agffect on household income of
the treatment group relative to the control grasge(chapter 2). To control for selection
effects, | will also include non-agricultural hobséds in the estimation by using a Dif-
in-Dif-in-Dif estimator. Non-agricultural househaldire defined as households with at
least one member working in non-agricultural ateg, but no one working in agricul-
ture. | will present various robustness checkstlifi@se definitions of agricultural and
non-agricultural households in Table A318.

I will estimate the following linear model for diiouseholds with at least one working
member using OLS:

In(HH income);;
= o + 31 (cottonPSU X year09) + {3, (cottonPSU X year11)
+ BscottonPSU + B,year09 + Bsyearll + B¢(agriHH X year09)
+ ,(agriHH X year11) + Bg(agriHH X cottonPSU) + BoagriHH
+ B1o(cottonPSU X year09 x agriHH)
+ B11(cottonPSU X year11 x agriHH) + X;/'y + T
+ Uit D

for household at timet.

The dependent variable is the contemporary logalf mousehold income per month for
household i in year t. Since regional CPIs are aitable, | deflate income by national
CPI and control for province-year dummies (whickogpick up other differential time

trends across provinces, e.g. GDP growth or weathecks). CottonPSU is a dummy
that indicates whether the PSU/community is a cogmwing community or not and

agriHH is a dummy that turns one for an agricultdmausehold and zero for a non-
agricultural household. I interact the year dumaryZ011 (yearll) with the dummy for

108 For example, | exclude households containing atitical as well as non-agricultural workers frone theatment
group, | define agricultural households as housEhalith at least 2 members working in agriculturd aclude
households without any member working as non-aljtiral households (TableA3.20).
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cotton PSU and the agricultural household dummygadpture the effect of the rising
cotton price on income of the treatment gropya)(in the year 2011. The coefficiepiy
tests whether the income growth between cottonnamecotton agricultural households
differed already in the pre-price hike period fr@®07 to 2009. In addition, the dum-
mies for the years 2009 and 2011, the cotton PStndy the agricultural household
dummy and their remaining interactions are includedarately. The vector of control
variables X includes household size, the age ohthesehold head, the share of house-
hold members with age below 17, the share of mesndlesady retired as well as dum-
my variables for the household head being marbethg single, being female, having
secondary education, having higher education are tdummy variables for the occu-
pational group of the household héddl also include dummies that indicate in which
decile of the household income distribution thedshold was located in 2007. To con-
trol for time invariant institutional and other chateristics of the 58 districts, | also
include district fixed effects in the model. Because interviews were conducted the
harvest time period of 3 months and many variaiolelsiding wage income are reported
for the last month, | control for the month of ih&erview in every specification. Stand-
ard errors are clustered at the PSU/community fégwelighout all specifications.

As shown in chapter two, only harvest wages of fenagricultural workers increased
in reaction to the cotton price surge. Thus, | wiaexpect that household income should
only increase in agricultural households with asteone female working. To investi-
gate this | will split the sample into household#hvat least one female member work-
ing and households with only male members workimg) @stimate the described speci-
fication for each sub sample separatéfyFurthermore, | will also use various
continuous treatment definitions to check for tbbustness of the man specification.
Instead of the agricultural household dummy, | wik the share of agricultural work-
ers, the number of male and the number of femalewdwral workers per household.
Moreover, because only agricultural wages for woraersmall private farms had in-
creased due to the cotton price surge, | will estémthe main specification only for ag-
ricultural households and replace the agricultbi@isehold dummy with a dummy for
containing at least one female working on a snyaliape farm. Again, | will also use a
continuous treatment definition by replacing thendwy with the number of females
working on a small private farm per household. Hesvedue to the fact that in chapter

199 For household income as dependent variable, Wiifecthe number of migrants in the measure for hmidesize.
For other dependent variables, household sizeantyprises household members living in Tajikistan.

110 As robustness check, | will also look at housesatith at least two female members working (Tab3e2A).

211



two we also found strong increases of profits faerowners on big and small farms, |
will prefer the main specification throughout tpisper-**

Because there is no measure for monthly househoture in the dataset, | had to con-
struct this variable making different kinds of asgions that are discussed in Appen-
dix 3 B. In the main specification, monthly houskehmcome comprises wage income
last month plus last bonuses and average monthikynoh payments, average monthly
remittances, social benefits paid last month, ayemonthly household income from
other sources as well as a monthly average of metdhold transfers. In Table A3.20, |
show regression results for other measures of halgencome, e.g. excluding in kind
payments or using a monthly average for social fitsnend bonuses instead of the
amounts paid last month. Because 286 of our 6018dtwld-year observations report
zero household income, | impute wages and remiahar those 286 households and
check if the results are robust to using the imgubeasure of household income (Table
A3.20)1? | also check, if including the households with éncome by using
log(1+income) changes the results (Table A3.20).

Besides income, | will use many other dependenialbes to investigate the effects of
the transitory income shock on several dimensidnsoasehold behavior. In most of
these specifications, | will estimate a reducednfanodel using OLS, where | include
the same set of explanatory variables as descabeste'* Thus, | will analyze the
impact of the cotton price surge on those othereddent variables for agricultural
households in cotton PSUs (treatment group) condpeoreagricultural households in
non-cotton PSUs (control group). In addition, |lwise a Two-Stage-Least-Square
(2SLS) instrumental variable model to estimatediasticity of household consumption
with respect to household income for different prtdgroups. In this specification, |
will instrument the independent variable nominau$ehold income using the interac-
tion of the cotton PSU dummy with the agriculturalusehold dummy and the year
2011 dummy as external instrument.

In the Appendix Table A3.18 and A3.19, | presergatliptive statistics for the control
and the treatment group. Table A3.19 presents thanm of all dependent and inde-
pendent variables for the control and the treatngeotip in the year 2007. Using un-

11 The main specification includes all householdsvait least one member working, whereby owners effdinms
reported themselves working (as managers/ownehd3. Specification includes 5214 households ands,thnother
advantage for preferring this specification comgareonly including the 1983 agricultural houselsaksl efficiency.
12| only impute wages for household members thaeweorking, but did not report a wage. Accordindlanly
impute remittances for households with migrants tha not report remittances. The detailed impotatprocedure
can be found in Appendix 3 B.

113 For dependent variables that are weighted by Hmigesize, | will exclude the independent variab&isehold

size. In case the weighting is by oxford scalewijlll additionally exclude the shares of young and bousehold
members.
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paired T-tests, | also test, whether there areifsignt differences between the control
and the treatment group. Apparently, there is gaicant difference in household in-
come for control and treatment group. Interestintilg treatment group purchases more
food on markets, whereas the control group shovarger total food consumption
meaning that those households produce more foosllosistence farming. Monthly
spending in education and health as well as sobw@liment do not differ significant-
ly. The share of migrant households and the nuraberigrants is significantly higher
in the agricultural households in non-cotton PSisereas the number of workers and
agricultural workers, the share of female agriqaltworkers as well as hours worked
per worker are significantly higher in agricultutaduseholds in cotton PSUs. House-
hold characteristics do not differ significantlytiveen treatment and control group,
except the share of young members, which is highe¢he treatment group, and the
share of old members, which is higher in the cdrdroup. Regarding PSU and sub-
district level characteristics, results are similarthe ones shown in Tables A3.15 -
A3.17.

3.4 Results

3.4.1 Income

In a first step, | present the results for the nsacification and the dependent variable
log of real household income in Table 3.1. Fordierall sample (column 1), | find that
due to the cotton price surge in 2010/2011 reakb&bald income increases by 29 log-
points in agricultural households in cotton PSWesaftment group) compared to agricul-
tural households in non-cotton PSUs (control group)the period of stable cotton
world market prices from 2007 until 2009, there wasdifferential trend in household
income between the control and the treatment grBepause women perform most of
the cotton harvesting activities in Tajikistan, belold income should have mainly in-
creased in households with women working. As exgikcthe treatment effect of the
cotton price surge on household income is most qumeoed for the subsample of
households with at least one female member workiog 3). For these households,
real household income increases by 61 log-pointspeved to the control group and the
effect is significant at the 1 percent level. Fouseholds with no female working (col.
2), | find no significant effects of the cotton ggisurge on household income.

To check for the robustness of the main specificafiresented in Table 3.1, | test for
different kinds of treatment definitions in Table3In the first column, | use the same
specification than in column 3 of Table 3.1, bukplace the agricultural household
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dummy by the share of agricultural workers per lebogd. In Columns 2 and 3, | in-
clude all households and replace the share of @dgmal workers by the number of
male and female agricultural workers, respectivélyese continuous treatment defini-
tions render very similar results compared to tlaénnspecification. If the share of agri-
cultural workers increases by 10 percentage paie&d,household income significantly
increases by 6.1 log-points after the cotton psigege in 2011, but not before in 2009
(col. 1). In columns 2 and 3, the results indidat# this increase is exclusively due to
female agricultural workers. The number of femajeaultural workers has a signifi-
cant and strong positive effect on household incafter the cotton price spike, where-
as before the price shock the effect is even sjigieggative. The number of male agri-
cultural workers has no significant effect on hdudd income after the cotton price
spike. In columns 4 and 5, | only include agrictdiunouseholds and replace the agri-
cultural household dummy with a dummy for contagnat least one female working on
a small private farm (col. 4) and with the numbg&females working on small private
farms per household (col. 5). As expected fromrdsalts of the last chapter, the in-
come increases for agricultural households duéh¢ocobtton price shock are mainly
driven by females working on small private farms.

Although it is reassuring that the results are sblio other treatment definitions and
consistent with the findings of chapter two, | wie the main specification from Table
1 column 3 throughout this paper. For this speaiion, | conduct additional robustness
checks for the discrete definition of an agricudtunousehold, for the definition of a
household with females working and for various otineasures of the dependent varia-
ble real monthly household income (Tab. A3.20)ctétumn 6 of Table A3.20, | addi-
tionally include pre-shock control variables at U and the sub-district level and in
column 7 | add dummy variables for each househbhe results are very robust to all
these changes of the specificatidh.

Due to the results of the last chapter, | expeat the main driver for the increased
household income of the treatment group is housetwlge income. In Table 3.3, |
present the results for the effects of the cottacepsurge on different sources of house-
hold income using the sub-sample of households atitkast one female working. It is
evident that household wage income is the mairedtfior the increased household in-
come due to the cotton price shock. Wage incomeases by 70 log-points and the
effect is significant at the 1 percent level. Tlieeo sources of income do not show sig-
nificant increases for the treatment group compé&rdtie control group in 2011. Solely

114 Solely including household dummies strongly reduttee degrees of freedom and leads to insignificaetfi-
cients. However, the size of the treatment effestill in the same ballpark.
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household transfers received increase significaoyly185 log-points. However, only
266 household-year observation show non-zero gamsheaning that for the whole
sample transfers cannot explain the significantease of household income in the
treatment group compared to the control group ih12Hence, | conclude that the
treatment effect in column 1 is the causal effédhe world cotton price surge on real
household income of the treatment group.

3.4.2 Consumption of food, durable goods and services

In the next step, | analyze the impact of the iaseel household income on consump-
tion of several food and non-food product groups.d&scribed above, | first employ a
reduced form model based on the main specificatidrere | replace the dependent
variable log of real income by log of consumptigrersding. Second, | use a Two-
Stage-Least-Square (2SLS) instrumental variableeintm estimate the elasticity of
household consumption with respect to householdni& In this specification, | will
instrument the independent variable nominal houseincome using the interaction of
the cotton PSU, the agricultural household andy#er 2011 dummy as external in-
strument:'® Columns 1-4 in Table 3.4 present the results eféuuced form estimation
for purchased food products, consumed food prod(mischased plus self-produced
food and in kind payments in food), non-food conption and total consumption. Col-
umns 5-8 present the results for the 2SLS instraah@ariable approach. As mentioned
above, because the exogenous cotton price surgeaffelcted the income of house-
holds with at least one female working, | will onlge this subsample for the rest of the
paper.

Columns 1 and 2 show that the rise in householdnmecby 61 log-points (col. 3 of Tab.
3.1) results in a slight increase of food purchamed food consumed by 20 and 21 log-
points, respectively. These effects corresponchtome elasticities of 0.27 and 0.29,
respectively, but the elasticities are not sigaifity different from zero (col. 5 and 6).
In contrast, the consumption of non-food itemsrsitp increases by 50 log-points lead-
ing to a rise in total consumption by 29 log-poiitsth coefficients are significant at
the 5 percent level). The income elasticity for #fiood products is 0.71 and significant
at the 5 percent level (col. 7). Hence, it is emtddat households in Tajikistan cannot
fully insure consumption against transitory incoshecks. Moreover, in response to the
positive transitory income shock, households insgetheir consumption in possibly
investment and savings related non-food productsentilan consumption of food.
Hence, households might have used the positivemacshock for accumulating non-

15 Dye to efficiency reasons, | use the imputed mreafswn household income Table A3.20 column 10.
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financial assets to insure against future negatna®me shocks (Rosenzweig and
Wolpin 1993, Attanasio and Szekely 2004).

To further investigate the underlying consumptiattgrns, | estimate the reduced form
equation for 7 food product (Tab. 3.5) and 13 noodf product categories (Tab. 3.6).
The results in Table 3.5 indicate that househaldk fadvantage of the positive income
shock and increased the consumption of fruits avekets by 51 and 61 log-points, re-
spectively. In Tajikistan, a large share of thosedpcts is imported and households
used the increased wage income to purchase thodaqts on the local markets (FAO
2009, 2011; Tab. A3.22). It seems that Tajik hookimainly adjust consumption in
those two product groups to smooth consumptiorhefremaining food items. In the
presence of a positive transitory income shocksaoomption of fruits and sweets strong-
ly increases, whereas consumption of other foadstdoes not change. This indicates
that in Tajikistan fruits and sweets are not coeied as basic necessities and their con-

118 pue to the increased con-

sumption is highly elastic to income changes (Ts$23)
sumption of fruits, the income shock may have lorgsting positive effects on the

health of household members through increased intanpply.

Regarding the consumption of non-food product gsoudind very interesting effects
depicted by Table 3.6. The main drivers for thaease in non-food consumption are
personal care products and beauty services (cap&nding for marriage gifts and cer-
emonies (col. 13) as well as household articles {©o which are important marriage
gifts in Tajikistan (e.g. dishes, household linekischen utensils and household hand
tools). Due to the positive income shock, houseladsumption of those three sub-
categories significantly increases by 48, 101 a@do§-points, respectivelf}’ These
findings indicate that Tajik households invest paot the positive transitory income
shock in arranging and celebrating marriages a$ agein other social ceremonies. In
Tajikistan, marriages are an essential sociallrttuansure and stabilize social networks
and hierarchies in local communities and create Ingwges between families (Bloch
et al. 2004, Brown et al. 2011, Danzer 2013). Thhbs, results indicate that Tajik
households invest parts of the positive transitoopme shock in creating, stabilizing
and extending social relationships that may worlasnsurance mechanism in lean
times (Grimard 1997).

118 Table A3.23 presents the estimation of the incefasticities of consumption for the seven food pidjroups.

7 1n Table A3.24, | present the IV estimates for itheome elasticities of consumption for the 13 fiood product
groups. Due to smaller sample size and low valoeshfe partial F-Test, some of these estimates|ghmai taken
with cautiousness.
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To investigate the effects of the positive incorheck on poverty and to make my re-
sults comparable to the development literatur@plyaa standard methodology used in
this literature and weight overall consumptionaod and non-food products by oxford
scales'® Using these weighted variables as dependent Vesiab the reduced form
estimation, gives very similar results compareth®results on consumption presented
above (Tab. A3.213'° Weighted total household consumption significaritigreases
by 29 log-points due to the positive income shotkus, poverty as measured by
weighted household consumption is strongly reducdtbuseholds that are affected by
the positive transitory income shock.

3.4.3 Migration

To analyze the effects of the positive income shmthnvestments in migration, | esti-
mate the reduced form equation using an indicaborhfving at least one migrant
abroad, the number and the share of migrants pesefwld as dependent variables
(Tab. 3.7 col. 1-3). | find strong positive andrsfggcant effects of the positive transitory
income shock on the number and the share of foreiggrants per household. The
number of migrants increases by 0.36 and the s¥famggrants by 5 percentage points
(significant at 5 percent level). Before the cotfice shock from 2007 until 2009, the
number and the share of migrants per householdalidncrease in the treatment rela-
tive to the control group. Interestingly, the prbitity of having at least one migrant
abroad does not increase due to the positive incoek. These results indicate that
for Tajik households the fixed costs of internaéibmigration are high. Due to migra-
tion networks, households already having a migakinbad face lower fixed costs for an
additional migrant and significantly increase thenter of migrants in reaction to the
positive income shock (Massey et al. 1998, Stard &oom 1985, Gorlich and
Trebesch 2008). For households with no migrantgdficosts of migration are still too
high and the income shock was not sufficient towirvent credit constraints and start
sending household members abroad. Table A3.25 sigpfbos argument by showing
that household income increased due to the cotioa phock for both, households with
and without migrants, by the same amount.

118 The weight for a household is computed by allogat to the first adult, 0.7 to any other adult &1l to each
children and then summing up over all household bem

19| do not use the results for the weighted consignpheasures as main results, because the weigbtstimption
measure implicitly contains the independent vadalousehold size and number of young householdbersm
Thus, | have to exclude those variables from thktrand side. This is problematic for the IV estiion, because it
reduces the strength of the instruments and magdute omitted variable bias (if other independertables are
correlated with household size or the number ohgpliousehold members).
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Furthermore, | find very interesting evidence ttmgrant households use remittances to
insure consumption against income shocks (YangGima 2007). | split the sample of
households affected by the income shock into haadstwith at least one migrant and
households without migrants and estimate the copsam equation for each sub-
sample separately. | find that households withoigramts strongly increase the con-
sumption of food and non-food products in reactmthe positive income shock (Tab.
3.7 col. 7-9, Tab. A3.25 col. 3). This shows tHatyt do not command of sufficient
mechanisms to smooth consumption (Morduch 1995¢olmrast, households with at
least one migrant abroad do not increase housatwmidumption in response to the
positive income shock (Tab. 3.7 col. 4-6, Table253col. 6). Moreover, those house-
holds use the rising income to significantly inaeahe number of migrants. In line
with the insurance motive for remittances, thosditemhal migrants and their remit-
tances may act as an insurance device for nega#iuasitory income shocks in the fu-
ture (Yang and Choi 2007).

3.4.4 Education and health

In a next step, | investigate the effects of thsifpe income shock on household in-
vestments in education and health. Table 3.8 shbasesults of the positive income
shock on the enrollment of school children and estisl per household, whereby | dif-
ferentiate between male and female members. Cbngdbr the number of household
members in enrollment age (6-30 years), the tatatber of enrolled household mem-
bers decreases by 0.26 due the shock, but theiaieeffis not significantly different
from zero (column 13%° There is no major difference between male and lemem-
bers (col. 2, 3). Looking at enrollment of schobildren vs. students, it seems that the
decrease in enrollment is mainly driven by a deswda student enrollment (col. 4-9).
This could indicate that households use student eesnfor working on household
farms in harvest times or that students have to ffo¢ cotton harvest on bigger collec-
tive farms. However, the estimated coefficientsraesignificantly different from zero.
Another interesting insight from Table 3.8 is tlla¢ number of male children has a
stronger effect on school enrollment of males @gpoints) than the number of female
children on school enrollment of females (80 lograps). Thus, the share of male school
enrollment is higher than the share of female sckawmliment throughout the whole
sample (a fact also corroborated by Table A3.18)s Ts also true for student enroll-

120 |nstead of using enrollment shares as dependeisbies, | include the number of household memirerthe
respective enrollment age as independent vari@deause this variable is strongly correlated withdstold size,
using enrollment shares as dependent variable deattito severe endogeneity issues. However, wsinglilment
shares as dependent variables does not stronghgehhe results. The tables for these estimatianse requested
from the author.
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ment. However, | find no evidence that the positn@me shock increased school en-
rollment, neither for male nor for female childrgpian 2008, Bjorkman-Nyqvist 2013).

In Table A3.9, | investigate whether monthly housldhspending in education was af-
fected by the positive income shock. Although tbefficient estimates for the treat-
ment effects are not significantly different frorara at standard significance levels, |
still find interesting patterns regarding differ@httreatment of boys and girls. Total
monthly spending for education of females increaiesto the positive income shock
by 28 log-points (col. 3), whereas spending foroadion of males only increases by 17
log-points (col. 2). Even more pronounced are ffects per enrolled members. Spend-
ing on education per female member increases blo@points due to the income
shock, but decreased before the price shock irtré@ment compared to the control
group (col. 6). Spending per enrolled male is almnas affected by the positive income
shock (col. 5). The same pattern also appears, Whak at spending for school chil-
dren (col. 7-8) or spending for students (col. 9-Tlue to the positive income shock,
spending for female school children and for fenstledents increases by 29 and 124
log-points, respectively. Spending for male schauldren slightly decreases by 15 log-
points due to the price shock, whereas spendinghfde students increases not half as
strongly as for female students. These findingsimarkne with results of Bjorkman-
Nyqvist (2013), who reports for households in Ugatitht negative income shocks lead
to a stronger decrease in resources allocatecetedhcation of girls than to the educa-
tion of boys. Households smooth consumption by mgryesources allocated to the
education of girls and mainly shelter resourcescalied to the education of boys. I find
that in the presence of a positive income shockséloolds seem to use the available
resources to positively adjust the spending forethgcation of girls. Regarding fertility
and health status, this effect has been shown e RO99) and Maccini and Yang
(2009). They find that in reaction to a positiveome shock households increase their
spending for the nutrition and nurturing of girlera than for boys.

Regarding household investments in health, | fidng increases in spending on
health due to the positive income shock (Table )3.I6tal spending for the treatment
of ill household members increases by 53 log-paitus to the positive income shock,
whereas before the shock there was no differetreall between the treatment and the
control group (col. 1). Due to many households shgwero health spending, the sam-
ple size for this regression reduces to 1036 haldsHeading to insignificance of the
treatment effect. However, | find a strong and sigant positive treatment effect on
spending for ambulatory medical assistance of dg2obints (col. 2). Households seem
to use the additional resources due to the positieme shock to send more members
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to ambulatory care, but also to increase the spgnuer treated member (col. 4-6). Alt-
hough the effects are not significant due to thalseample size, the magnitude of the
coefficients is large. Because | control for prwaryear dummies, seasonal effects and
many household characteristics, | assume that timebar of ill household members
conditional on the covariates does not changame and between the treatment and the
control group. Thus, the increased spending forwatbry care reflects a better medi-
cal treatment of ill household members due to the&tiye income shock. This enhanced
medical treatment of ill household members may kead shorter period of iliness. In-
deed, | find that the number of hours household bemwere not able to work during
the last month because of iliness decreased dupasive income shock (col. 183
Regarding spending for hospitalization, | find rfteets in response to the positive in-
come shock (col. 7-9).

3.4.5 Entrepreneurial activity

To investigate how the positive income shock hdscefd entrepreneurial activity of
rural households in Tajikistan, | estimate the psdliform equation using a dummy for
owning a family enterprise, the number of workard &ours worked in that enterprise
as dependent variables (Table 3.11). | find thatatobability of owning a family enter-
prise increases by 11 percentage points in resgortbe positive income shock, but the
effect is not significant at standard levels ofngigance (col. 1). However, | find that
households that already own a family enterprisait@ntly increase the number of
workers engaged in entrepreneurial activities [ due to the positive income shock
(col. 2). At the intensive margin, hours workedhe family enterprise do not increase,
if 1 control for the number of household memberghkiag there (col. 3). Thus, | only
find weak evidence that households in Tajikista@ tie positive income shock to start
new enterprises (Yang 2008). However, entrepreakactivities within existing family
enterprises significantly increase due to the shock

3.4.6 Labor supply

Finally, | analyze the effects of the cotton prizgge and the enhanced demand for cot-
ton pickers on the labor supply decisions of hoakkh(Tab. 3.12, 3.13). | find that
households in cotton PSUs significantly increasmiaupply in agricultural activities
at the extensive margin by 0.5 workers comparedaio-cotton PSUs in 2011 (Tab.

121 This variable was not included in the TLSS 2008ud; | can only look at changes from 2007 until201
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3.12 col. 2)** This increase is dominated by female agricultwatkers (col. 5, 8).
The reason is that cotton picking in Tajikistamiestly done by females (due to higher
dexterity and labor migration of male to Russid)e humber of female non-agricultural
workers per household slightly decreases by 0.a#dbes not explain the strong signif-
icant increase in female agricultural workers by (zol. 5, 6). The number of males
working in non-agricultural activities does not noga in response to the shock (col. 9).
The results indicate that, at the extensive mamggnicultural households in cotton re-
gions substitute leisure or household productiaridbor supply on local labor markets
to take the opportunity of further increasing thietrusehold wage income. This is in
line with the results of Edmonds and Pavcnik (2006)o find that rural households in
Vietnam increase labor supply at formal labor meke reaction to the price increase
for rice.

Regarding child labor, | find no significant effeabf the cotton price shock on the
number of children working, although the coeffidiéor the treatment effect is positive
(col. 10, 11). The probability of sending househamidmber to other farms for harvest-
ing activities increases by 10 percentage poinestduhe shock, although the effect is
not significantly different from zero (col. 1%3® At the intensive margin, households
slightly reduce hours worked in agriculture, esalgifor male agricultural workers
(Tab. 3.13 col. 7-12%%* However, the coefficients are not significantlyfetient from
zero. Hours worked in non-agriculture do not chafa. 10, 12). Thus, | do not find
reallocation effects of labor supply between adtize and non-agriculture at the inten-
sive margin. The insignificant decrease in hoursked by male workers could be in-
terpreted as weak evidence for an income effeet,the positive income shock may
have led to a reduction in labor supply of malethatintensive margin (col. 3, 11). Be-
cause | use the log of hours worked as dependeiatble households with zero hours
worked drop out of the sample and this may lead selection bias in the estimation.
To address this issue, | estimate quantile regresdor the first, second and third quar-
tile of the dependent variable hours worked ushreggame independent variables as in

1221 yse a Dif-in-Dif and not the Dif-in-Dif-in-Dif gecification here, because the dummy for an adricail house-
hold would be endogenous to the number of agricalltvorkers as dependent variable. For compargbiliise this
specification for all dependent variables in TaktE2. The same applies to columns 7-13 in Tabld.3.1

128 This variable does not appear in the TLSS 2009 lamdce, | can only look at the change from 20020tbl.
124 Instead of using log of hours worked per respectiorker as dependent variable, | use log of haungked for
the whole household as dependent variable anddadiie number of respective workers as independatdble.

Because the number of workers is strongly correlatigal household size, using log of hours worked \werker as
dependent variables leads to severe endogeneitepns.
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the reduced form estimation. The results are shawrable A3.28 in the Appendix and
support the results shown héfe.

3.5 Conclusion

This paper exploits a natural experiment to idgntiife effects of a transitory income
shock due to trade openness on several dimensiohsusehold behavior for rural
households in Tajikistan. Although important paofsthe population in developing
countries are strongly exposed to income risk ahibgeworld price fluctuations (Win-
ters et al. 2004, Goldberg and Pavcnik 2007),iteeature has, thus far, mainly focused
on how households in developing countries deal wittome risk induced by weather
shocks or illness (Wolpin 1982, Paxson 1992, Geatel Gruber 2002). In this paper, |
focus on agricultural households living in the giyadefined cotton regions of Tajiki-
stan and are additionally exposed to income rislsed by fluctuations of the world
price of cotton. Agricultural households living mon-cotton regions of Tajikistan com-
prise the control group and are solely exposedhtmme risk induced by domestic
shocks. Exploiting an exogenous surge in the wpride of cotton in 2010/2011 and
the geographic variation in the suitability for twot production, | find that the cotton
price shock increased real monthly income of agjtical households in cotton regions
by over 70% compared to agricultural householdsoim-cotton regions.

Furthermore, in this paper | investigate how adtizal households responded to this
positive income shock on several dimensions of éloolsl behavior. Credit constraints
in developing countries strongly influence housdhidé¢cisions on investments in pro-
ductive assets and human capital (Rosenzweig andifVI®¥93, Udry 1995, Jacobi and
Skoufias 1997, Bjorkman-Nyqvist 2013). Thus, a pesitransitory income shock may
be a unique opportunity to circumvent those creditstraints and increase household
investments (Qian 2008, Maccini and Yang 2009, Butlsoand Pavcnik 2005, Rose
1999, Yang 2008). | find compelling evidence the trade induced positive transitory
income shock led agricultural households in cottegions of Tajikistan to increase
their investments in education, health, migratiod antrepreneurial activity. Due to the
positive income shock, spending for ambulatory ma&direatment of household mem-
bers significantly increased at the extensive amdnsive margin. In addition, | find
large but insignificant effects of the income shawk spending for the education of
household members, whereby spending for the eduncafigirls increased much more
than for boys. These findings are in line with oteaudies reporting that households

125| do not include the quantile regression reswtshburs worked by activity or for kids and old peg because the
estimation procedure using these dependent vasialidenot converge.
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smooth consumption by varying resources allocateth¢ education and nutrition of
girls and mainly shelter resources allocated toethgcation of boys (Bjorkman-Nyqvist
2013, Rose 1999, Maccini and Yang 2009). Regardimgepreneurial activity, | find
that households affected by the positive incomelsisggnificantly increase their entre-
preneurial activity on existing family enterpris€oncerning investments in migration,
| find that households with at least one migrarball use the positive income shock to
further increase the number of migrants. Howewarhbuseholds without migrants the
increase in available resources was not suffidierngay for the fixed costs of starting
external migration.

In addition, this paper adds to a broader litegtimat discusses the various strategies
households in developing countries apply to copi wicome shocks and to smooth
household consumption (Besley 1995, Morduch 19@%nEend 1995, Deaton 1992). |
find that rural households in Tajikistan cannotiyfuhsure against transitory income
shocks. Household consumption significantly incesasy 29 log-points in response to
the positive income shock. Interestingly, the liseconsumption is mainly driven by
non-food products, which indicates that househaokks the positive transitory income
shock more for investment or savings related dsdments than for simple consump-
tion motives (Rosenzweig and Wolpin 1993, Attanasid Szekely 2004, Yang 2008).
In particular, households increase the spendingpéwsonal care products and beauty
services, marriage gifts and ceremonies as welaasehold articles, which are im-
portant marriage gifts in Tajikistan. These findingdicate that Tajik households invest
parts of the positive transitory income shock ieating, stabilizing and extending social
relationships that may work as an insurance mesham lean times (Grimard 1997).
In addition, | find that households that have aisteone migrant abroad and, thus, can
use remittances to insure consumption against iecgimcks do not increase household
consumption in response to the shock. Moreoverseghmouseholds significantly in-
crease the number of migrants in response to tegiy@income shock. These findings
indicate that migration and remittances act asnaarance device for transitory income
shocks in developing countries (Yang and Choi 2007)

The article closest to this study is Yang (200&)pvinvestigates the effects of a transi-
tory exchange rate shock on remittances and holgséhmme, consumption and in-

vestments in education and entrepreneurial actfeitynigrant households in the Phil-

ippines. Compared to Yang (2008), this paper hastivantage of using three waves of
a genuine household panel survey to control forosaoved heterogeneity as well as
pre-trends in dependent variables. Furthermorexpjoiting an exogenous shock in the
world market price for cotton, this paper investigathe short term adjustment costs of
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a transitory income shock due to trade opennedsdiaseholds in a developing country.
Thus, the paper adds to the literature on tradepamdrty and provides insights on short
term household responses to transitory income shoakised by trade price changes
(Winters et al. 2004). Unsurprisingly, poor agrtauhl households in a developing
country like Tajikistan are less well insured aedsl able to cope with income shocks
than are non-poor households in developed countisan and Ravallion 1999). This
makes it particularly important to consider theeetiveness of mechanisms available to
poor households for consumption smoothing wherodhicing trade reforms likely to
increase the variability of their incomes (Wintetsal. 2004). Next time, the shock in
the world price of cotton may be a negative one ramdl households in the cotton re-
gions of Tajikistan will have to reduce their comgation and investments in human
capital and entrepreneurial activity. Thus, in depig countries, rising trade openness
should be accompanied by improvements in domesgiditcand insurance markets to
provide sufficient mechanisms to insure consumpégainst the extended income risk
induced by trade price fluctuations.

For future research, it seems promising to furtheestigate the various mechanisms of
income smoothing that are available to rural hooki=hin developing countries like
Tajikistan as well as the institutional contextilitating the use of those mechanisms
(Morduch 1995). In this study and chapter twonibfthat small private as well as big-
ger collective farms in Tajikistan strongly reagtthe cotton price surge in 2010/2011
and increase the area devoted to cotton productiexchange for area devoted to the
production of other crops. It is not clear, if tlegbstitution between crops would be
feasible on all farm types in case of a relativelide in the price for cotton. In Tajiki-
stan, there is still a strong interference of Iqualiticians and elites in the cotton sector,
especially on big collective dehkan farms. Mana@éisig farms, cotton gins and local
politicians appropriate the rents from exportingrgid cotton and try to secure a steady
supply of raw cotton. Breaking up those monopadlistructures to increase the freedom
of crop choice for all farmers is a necessary pndimn for the appropriate use of in-
come smoothing mechanisms for rural householdsaijiki§tan. It remains an open
question, what other precondition like knowledge anedit supply are still necessary
for rural households in Tajikistan to adequatelplgpnechanisms of income smooth-
ing.

Building on the dataset and insights presentedighgaper, another promising direction
of future research is the analysis of the effeétgemder specific income changes on
household behavior (Qian 2008). Because the inergalousehold income due to the
cotton price surge is mainly driven by female wageome, the results in this paper
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already suggest interpretations in line with theliings by Qian (2008). For example, |

find that spending for the education of girls irases more due to the positive income
shock than for the education of boys. However, hgument needs to be analyzed in
more detail to be able to contribute to the literaton empowerment of women and its
effects on household behavior, e.g. on fertilitytrition and education of girls versus

boys.
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Tables and Figures
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Figure 3.1.: Regional variation of cotton productioin Tajikistan (cotton/non-cotton
communities in the TLSS 2007)
Note: Cotton/non-cotton communities (PSUs) from $L&07 (in green/white), cotton communities are momities that grow

cotton as first or second most important crop. FAGAEZ — Production capacity index for cotton (farrent cultivated land and
intermediate input level irrigated cotton). Adminggive units are districts (hukumats or raionisgre are 58 districts in Tajikistan.
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Table 3.1.: Effects on log of total real househdlttome

VARIABLES

1)

Log of HH income

(2)
Log of HH income

©)

Log of HH income

Cotton PSU*year 2009*agricultural HH
Cotton PSU*year 2011*agricultural HH
HH head married

HH head single

HH size

HH head age

HH head secondary education

HH head tertiary education

HH head high occupation

HH head occupations 4,5,7 or 8

HH head skilled agricultural occupation
HH female head

HH share of young members

HH share of old members

Constant

Observations

R-squared
Adjusted R-squared

-0.05
(0.16)

0.29°
(0.16)
0.19**
(0.05)

0.17

(0.11)
0.06**
(0.01)
0.01%*
(0.00)
0.06°
(0.03)
0.18**
(0.04)
0.14**
(0.04)
0.25%*
(0.03)

-0.02
(0.04)
0.22%*
(0.05)
-0.46%
(0.06)
-0.22*
(0.10)
4,97+
(0.16)

5,074
0.51
0.50

-0.34
(0.27)
-0.36
(0.24)
0.16*
(0.06)
0.21
(0.18)
0.07**
(0.01)
0.01**
(0.00)
0.10°
(0.05)
0.18**
(0.06)
0.11*
(0.06)
0.23*
(0.05)
0.01
(0.08)
0.11
(0.07)
-0.53%
(0.09)
-0.08
(0.14)
4.84%
(0.20)

2,479
0.50
0.48

oD.
(0.22)
6TH
(0.21)
0.22%*
(0.07)
0.12
(0.10)
0.06**
(0.01)
0.00*
(0.00)
0.01
(0.04)
0.15*
(0.06)
0.12
(0.05)
0.24**
(0.04)
-0.02
(0.05)
0.24*
(0.07)
-0.39%
(0.08)
-0.28*
(0.14)
5.24%
(0.24)

2,595
0.57
0.55

Robust standard errors in parentheses (clustettbe atllage/PSU level); ** p<0.01, * p<0.05, ° p40

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofitherview, dummies for the
deciles of the household income distribution in 20@ear dummies, a dummy for agricultural househaldummy for living in a

cotton PSU as well as all interaction terms betwgsar dummies, the agricultural household dummythedcotton PSU dummy.
The first column shows results for the whole sangfl@ouseholds with at least one member working,scond column shows
results for the subsample of households with ncafermember working and the third column the resiatsthe subsample of
households with at least one female member worldngagricultural HH is defined as a household veitheast one member work-

ing in agriculture.
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Table 3.2.: Alternative Treatment Definitions (lagf total real household income)

(€] 2 ©)] 4 ®)
VARIABLES Log of HH Log of HH Log of HH Logof HH Log of HH
income income income income income
Cotton PSU*year 2009*small farm agricultural HH -0.16
(0.22)
Cotton PSU*year 2011*small farm agricultural HH 0.69**
(0.23)
Cotton PSU*year 2009*number/share of agriculturatkers -0.04 -0.15° -0.14° -0.18
(0.24) (0.09) (0.08) (0.11)
Cotton PSU*year 2011*number/share of agriculturatkers 0.61* -0.08 0.29** 0.28*
(0.24) (0.09) (0.11) (0.13)
HH head married 0.22** 0.18** 0.19** 0.27** 0.27**
(0.07) (0.05) (0.05) (0.09) (0.09)
HH head single 0.13 0.17 0.17 0.63** 0.62**
(0.10) (0.11) (0.11) (0.17) (0.16)
HH size 0.06** 0.07* 0.06** 0.07* 0.07**
(0.01) (0.01) (0.01) (0.01) (0.01)
HH head age 0.00* 0.01** 0.01** 0.00° 0.00°
(0.00) (0.00) (0.00) (0.00) (0.00)
HH head secondary education 0.01 0.07* 0.07* 0.08 0.08
(0.04) (0.03) (0.03) (0.06) (0.06)
HH head tertiary education 0.14* 0.17** 0.18** 0.12 0.12
(0.06) (0.04) (0.04) (0.09) (0.09)
HH head high occupation 0.10* 0.14** 0.15* 0.24** 0.23**
(0.05) (0.04) (0.04) (0.07) (0.07)
HH head occupations 4,5,7 or8 0.21** 0.25** 0.27* 0.34** 0.34**
(0.04) (0.03) (0.03) (0.06) (0.06)
HH head skilled agricultural occupation 0.03 0.02 0.06 0.01 -0.00
(0.05) (0.05) (0.04) (0.05) (0.05)
HH female head 0.24** 0.20** 0.23** 0.51** 0.52**
(0.07) (0.04) (0.05) (0.10) (0.10)
HH share of young members -0.38** -0.51* -0.44** -0.71** -0.68**
(0.08) (0.06) (0.06) (0.11) (0.11)
HH share of old members -0.28* -0.22* -0.22* -0.10 -0.08
(0.14) (0.10) (0.10) (0.19) (0.19)
Constant 5.27** 4.99** 4.90** 4.67** 4.76**
(0.23) (0.16) (0.16) (0.24) (0.24)
Observations 2,595 5,074 5,074 1,899 1,899
R-squared 0.57 0.52 0.51 0.56 0.56
Adjusted R-squared 0.55 0.51 0.50 0.54 0.54

Robust standard errors in parentheses (clustettee atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofitberview, dummies for the
deciles of the household income distribution in20@ar dummies, a dummy for agricultural houselfoich continuous treatment
variable), a dummy for living in a cotton PSU adlves all interaction terms between year dummibs, dgricultural household
dummy (or continuous treatment) and the cotton E8tdmy. The first column shows results for contimitreatment defined as
the share of household working members that worigriculture. This specification includes all hduslels with at least one fe-
male member working. The second and third columalside all households with at least one working imemThe specification in
the second column defines continuous treatmeriteasdmber of males in the household that work nicatjure. The third column
defines continuous treatment as number of femalaswork in agriculture. The fourth and the fiftblemn only include house-
holds with at least one member working in agria@the fourth column defines discrete treatmert@aseholds that have at least
one female working in agriculture on a small faithe fifth column defines continuous treatment asrtbmber of female house-
hold members that work on small farms in agricetur
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Table 3.3.: Effects on different sources of housdthincome

M)

@)

(©)

4)

®)

(6)

()

Logof HH Log of HH LogofHH LogofHH LogofHH &gofHH Log of HH

VARIABLES income Wage remittance  Other Social Transfers  Transfers
income S income benefits received sent
Cotton PSU*year 2009*agricultural HH 0.07 0.14 D.6 0.92 -0.09 -1.17 -2.47
(0.22) (0.28) (0.51) (0.74) (0.24) (1.26) (2.71)
Cotton PSU*year 2011*agricultural HH 0.61** 0.70** 0.48 1.00 -0.27 1.85° 0.06
(0.21) (0.24) (0.53) (0.73) (0.28) (1.12) (2.28)
HH head married 0.22** -0.13 0.37* -0.01 0.25* 0.4 0.79
(0.07) (0.08) 0.17) (0.21) (0.10) (0.49) (0.64)
HH head single 0.12 -0.04 0.09 -1.62** -0.13 -0.00 0.00
(0.10) (0.15) (0.23) (0.54) (0.20) (0.66) (0.00)
HH size 0.06** 0.06** 0.02 0.05* 0.02° 0.08° -0.03
(0.01) (0.01) (0.02) (0.02) (0.01) (0.04) (0.05)
HH head age 0.00* 0.01** 0.01 0.00 0.01** -0.01 D.0
(0.00) (0.00) (0.01) (0.01) (0.00) (0.01) (0.02)
HH head secondary education 0.01 0.00 -0.15 0.19 09 0. -0.11 -0.02
(0.04) (0.05) (0.09) (0.16) (0.06) (0.27) 0.37)
HH head tertiary education 0.15* 0.16* 0.01 0.28 248. -0.03 0.08
(0.06) (0.07) 0.17) (0.21) (0.09) (0.46) (0.49)
HH head high occupation 0.12* 0.37* -0.08 0.24 @.0 0.09 0.09
(0.05) (0.06) (0.14) (0.21) (0.10) (0.34) (0.35)
HHhead occupations 4,5,7 or 8 0.24** 0.52** -0.04 20 -0.17° 0.14 -0.17
(0.04) (0.05) (0.12) (0.15) (0.09) (0.21) (0.42)
HH head skilled agricultural occupation -0.02 0.16* -0.10 0.12 0.14 0.64° -0.19
(0.05) (0.07) (0.15) (0.17) (0.09) (0.34) (0.55)
HH female head 0.24** -0.24* 0.26° -0.30 0.01 D4 0.72
(0.07) (0.08) (0.15) (0.19) (0.09) (0.46) (0.61)
HH share of young members -0.39** -0.08 -0.26 -0.15 -0.19 -0.42 1.00
(0.08) (0.11) (0.25) (0.31) (0.18) (0.47) (0.84)
HH share of old members -0.28* -0.78* -1.23° -0.70  0.65** 0.04 -1.20
(0.14) (0.18) (0.66) (0.51) (0.19) (0.80) (1.86)
Constant 5.24%* 5.12** 447 3.50** 2.93** 6.32** 4.12
(0.24) (0.25) (0.66) (0.99) (0.39) (1.15) (2.74)
Observations 2,595 2,454 393 543 1,071 266 164
R-squared 0.57 0.48 0.53 0.31 0.49 0.44 0.65
Adjusted R-squared 0.55 0.46 0.38 0.16 0.44 0.13 32 0.

Robust standard errors in parentheses (clustettee atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofitberview, dummies for the
deciles of the household income distribution in 20@ear dummies, a dummy for agricultural househaldummy for living in a
cotton PSU as well as all interaction terms betwgsar dummies, the agricultural household dummytheccotton PSU dummy.
Column 1 shows the baseline results from columifi Bable 1. Column 2 until 7 show results for thensaspecification than in
column 1, but for different sources of householtbme as dependent variables.
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Table 3.4.: Effects on household consumption

OLS Reduced Form (1-4) 1V (5-8)
@ @ (©)] 4 ®) (6) o ®
Log of Log of Log of Log of Log of Log of Log of Lgof
VARIABLES Food purchased Food consumed Non-food total Food purchsed Food consumed Non-food total
spending consumption spending consumption
CottonPSUyear 2009*agricultural HH -0.16 -0.05 -0.04 -0.05 -0.17 -0.05 -0.04 -0.05
(0.20) (0.13) (0.23) (0.13) (0.20) 0.12) (0.24) 1@
CottonPSUyear 2011*agricultural HH 0.20 0.21° 0.50* 0.29*
(0.16) 0.12) (0.22) (0.13)
HH head married 0.07 0.01 0.03 0.01 -0.01 -0.07 -0.17 -0.10
(0.06) (0.04) (0.09) (0.05) (0.09) (0.06) (0.12) .00
HH head single 0.19 0.14° -0.10 0.10 0.15 0.10 -0.19 0.04
(0.13) (0.08) 0.17) (0.08) (0.12) (0.07) 0.17) .08
HH size 0.07* 0.07* 0.08** 0.07* 0.05** 0.06** 0.05** 0.05**
(0.01) (0.00) (0.01) (0.00) (0.01) (0.01) (0.02) .00
HH head age 0.00** 0.00** 0.01* 0.00** 0.00 0.00 0.00 0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) .0®
HH head secondary education 0.10* 0.08** 0.18** 0.10** 0.10* 0.08* 0.17* 0.10*
(0.04) (0.03) (0.06) (0.03) (0.05) (0.03) (0.06) .06
HH head tertiary education 0.19** 0.12** 0.34** 0.17** 0.16* 0.09° 0.27* 0.12
(0.06) (0.04) (0.07) (0.05) (0.07) (0.05) (0.08) .08)
HH head high occupation 0.13* 0.12** 0.14* 0.12** 0.09 0.08° 0.04 0.06
(0.05) (0.03) (0.07) (0.04) (0.06) (0.04) (0.09) .08)
HHhead occupations 4,5,7 or 8 0.12** 0.09** 0.09° 0.09** 0.06 0.02 -0.08 -0.01
(0.04) (0.03) (0.05) (0.03) (0.07) (0.05) (0.11) .06)
HH head skilled agricultural occupation 0.03 0.05 -0.01 0.04 0.04 0.06° 0.02 0.05
(0.05) (0.03) (0.07) (0.03) (0.05) (0.04) (0.07) .06
HH female head -0.01 -0.07° -0.12 -0.07° -0.09 -0.15* -0.32* -0M19
(0.06) (0.04) (0.08) (0.04) (0.09) (0.06) (0.13) .00
HH share of young members -0.14 -0.04 -0.26* -0.10 -0.02 0.09 0.04 0.08
(0.09) (0.07) (0.10) (0.07) (0.12) (0.10) (0.18) 1@
HH share of old members -0.55** -0.43** -0.86** -0.54** -0.43* -0.30* -0.5** -0.36**
(0.13) (0.10) (0.16) (0.11) (0.16) 0.12) (0.21) 1@
Log of HH income 0.27 0.29 0.71* 0.41*
(0.23) (0.18) (0.34) (0.20)
Constant 3.60** 4.15% 4.36* 5.84** 2.26° 2.72% 0.86 3.82%
(0.21) (0.14) (0.29) (0.15) (1.16) (0.91) (1.76) .9@)
First stage (log of HH income instrumented)
CottonPSUyear 2011*agricultural HH 0.70* 0.70** 0.70** 0.70*
(0.19) (0.19) (0.19) (0.19)
Partial F-Test (F-statistics) 12.98 13.03 13.09 13.03
Observations 2,647 2,652 2,650 2,652 2,646 2,651 2,649 2,651
R-squared 0.47 0.52 0.33 0.50 0.45 0.46 0.21 0.41
Adjusted R-squared 0.45 0.50 0.30 0.48 0.43 0.44 0.18 0.38

Robust standard errors in parentheses (clustettbeé atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofitberview, dummies for the deciles of the housdhitome distribution in 2007, year dummies, a dynfion agri-
cultural household, a dummy for living in a cotfé8U as well as all interaction terms between yeanrdies, the agricultural household dummy and th®rd®SU dummy. Consumption is measured in Tajin&@d.
Food purchased and consumed is reported for th@ @eys, whereas food consumed includes food peethplus self-produced food and in kind paymentsad. Non-food consumption and overall consunmptso
computed as a monthly average.
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Table 3.5.: Effects on consumption detailed foodrts

@ @ ©)) 4 ®) (6) M
VARIABLES Log of Log of Log of Log of Log of Log of Log of
grains  vegetables fruits cons. meat cons. milk cons. beverages sweets
cons. cons. cons. cons.
Cotton PSU*year 2009*agricultural HH -0.18 0.07 0D. 0.32° 0.03 0.01 -0.20
(0.15) (0.16) (0.23) (0.18) (0.16) (0.19) (0.21)
Cotton PSU*year 2011*agricultural HH 0.10 0.09 0.51 0.31 0.05 0.14 0.61°
(0.15) (0.20) (0.30) (0.21) (0.19) (0.22) (0.35)
HH head married 0.05 -0.03 0.00 0.06 0.02 0.01 50.0
(0.05) (0.06) (0.08) (0.07) (0.05) (0.08) (0.09)
HH head single 0.16 0.10 0.08 0.27° 0.13 0.23 0.07
(0.14) (0.13) (0.21) (0.16) (0.11) (0.23) (0.20)
HH size 0.09** 0.06** 0.06** 0.04** 0.07** 0.03** 0.05**
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
HH head age 0.00* 0.01** 0.01* 0.01* 0.00* 0.00 0.01**
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
HH head secondary education 0.03 0.12** 0.15* -0.01 0.14* 0.08° 0.14*
(0.04) (0.04) (0.06) (0.04) (0.04) (0.05) (0.06)
HH head tertiary education -0.04 0.15** 0.22** 012  0.22* 0.15* 0.18*
(0.05) (0.06) (0.08) (0.06) (0.05) (0.07) (0.08)
HH head high occupation 0.07 0.08° 0.09 0.11° 0.10* 0.20** 0.10
(0.04) (0.05) (0.07) (0.06) (0.05) (0.06) (0.06)
HH head occupations 4,5,7 or8 0.05 0.02 0.11* 012*  0.11* 0.11* 0.08
(0.04) (0.04) (0.05) (0.04) (0.04) (0.05) (0.05)
HH head skilled agricultural occupation 0.00 0.08 .060 0.07 0.08° 0.14* 0.02
(0.04) (0.05) (0.05) (0.05) (0.04) (0.06) (0.07)
HH female head -0.07 -0.05 -0.10 -0.08 -0.00 -0.06 -0.10
(0.05) (0.05) (0.08) (0.07) (0.05) (0.08) (0.08)
HH share of young members -0.03 -0.03 -0.09 -0.02 0.03 0.04 0.13
(0.08) (0.08) (0.10) (0.10) (0.08) (0.10) (0.11)
HH share of old members -0.40* -0.62** -0.41° -¢29 -0.22° -0.29° -0.88**
(0.16) (0.14) (0.21) (0.15) (0.13) (0.17) (0.16)
Constant 2.78* 1.98** 1.35%* 2.49** 2.33* 0.61° 1.35%*
(0.19) (0.17) (0.22) (0.21) (0.20) (0.32) (0.36)
Observations 2,652 2,651 2,370 2,077 2,625 2,610 2,629
R-squared 0.47 0.34 0.22 0.32 0.39 0.30 0.32
Adjusted R-squared 0.45 0.31 0.19 0.28 0.36 0.27 29 0.

Robust standard errors in parentheses (clustettbe atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofitberview, dummies for the
deciles of the household income distribution in 20@ear dummies, a dummy for agricultural househaldummy for living in a

cotton PSU as well as all interaction terms betwgsar dummies, the agricultural household dummytaedcotton PSU dummy.
Consumption is reported for the last 7 days andsored in Tajik Somoni. It includes purchased itemdocal markets as well as
self-produced food and in kind payments in food.
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Table 3.6.: Effects on consumption detailed non-tbbems

1) @ 3 4 ®) (6) ] ()] 9 (10) 11 (12) (13)
Log of Log of Log of Log of Log of Log of Log of Log of Log of Log of Log of Log of Log of
spending spending spending spending spending spending spending spending spending spending spending spending spending
VARIABLES Personal Cleaning Fueland informati- Other Clothing HH arti- Hobbies, Carsand Personal Fortravel Insurance Marriage,
care products transport on articles  and shoes cles Services  dwellling articles and taxes  oth. cer.
Cotton PSU*year 2009*agricu. HH -0.13 -0.14 0.36 12 -0.31 0.15 -0.19 -0.13 0.39 0.29 0.79 0.36 0.73
(0.17) (0.17) (0.28) (0.59) (0.57) (0.24) (0.32) . (0.65) (0.97) (1.15) (0.44) (0.42)
Cotton PSU*year 2011*agricu. HH 0.48° 0.15 0.43 210. 0.84 0.31 0.89* -0.06 0.38 0.03 0.22 0.72 1.01*
(0.27) (0.24) (0.38) (0.47) (0.64) (0.22) (0.40) 58) (0.52) (0.89) (1.45) (0.50) (0.39)
HH head married -0.05 -0.04 0.09 0.00 0.01 0.02 04-0. 0.07 0.16 -0.10 -0.46 0.32* -0.13
(0.07) (0.06) (0.12) 0.17) (0.23) (0.08) (0.13) 2@) (0.25) (0.36) (0.62) (0.14) (0.16)
HH head single -0.04 0.05 -0.06 0.36 -0.47 -0.16 270 0.67 -0.57 0.13 2.79% -0.37 -0.25
(0.24) (0.18) (0.38) (0.48) (0.40) (0.28) (0.27) ) (0.36) (0.87) (0.65) (0.47) (0.40)
HH size 0.05** 0.06** 0.08** 0.06** 0.05* 0.08** 0.05** 0.6+ 0.01 0.08* 0.07 0.04* 0.06**
(0.01) (0.01) (0.01) (0.02) (0.02) (0.01) (0.01) .0@) (0.02) (0.03) (0.06) (0.01) (0.01)
HH head age 0.00 0.00 0.01* -0.01 0.01 0.00° 0.01 0.00 0.01 020. -0.00 0.01° -0.00
(0.00) (0.00) (0.00) (0.01) (0.01) (0.00) (0.00) .00 (0.01) (0.01) (0.02) (0.00) (0.00)
HH head secondary education 0.04 0.07 0.1 -0.19 04 0. 0.13* 0.06 0.25° -0.03 -0.34 -0.16 0.12 0.06
(0.05) (0.04) (0.10) (0.14) (0.16) (0.06) (0.09) 1@ (0.17) 0.27) (0.35) (0.12) (0.10)
HH head tertiary education 0.15* 0.18** 0.31* -0.07 -0.11 0.23** 0.22° 0.48* 0.15 -0.14 0.14 0.09 0.20
(0.06) (0.06) (0.12) (0.16) (0.20) (0.08) (0.13) 2@ (0.21) (0.32) (0.46) (0.14) (0.13)
HH head high occupation 0.14** -0.01 0.16 0.23* .3 0.21** 0.04 0.08 -0.07 0.03 -0.68° -0.14 0.01
(0.05) (0.05) (0.10) (0.11) (0.17) (0.07) (0.11) 1@ (0.18) (0.21) (0.36) (0.14) (0.11)
HH head occupations 4,5,7 or8 0.13* 0.08° 0.21** 19 0.14 0.06 0.11 0.09 -0.14 0.06 0.23 -0.02 0.12
(0.04) (0.04) (0.08) (0.14) (0.15) (0.05) (0.09) 10 (0.15) (0.20) (0.27) (0.14) (0.10)
HH head skilled agricult. occupation 0.06 0.02 0.00 -0.03 0.20 -0.00 -0.05 -0.05 -0.42* 0.18 -0.18 030. 0.15
(0.06) (0.05) (0.09) (0.22) (0.18) (0.07) (0.10) .20 (0.19) (0.38) (0.46) (0.14) (0.13)
HH female head -0.10 -0.07 -0.05 0.02 0.22 -0.10 .260 0.10 0.09 -0.31 -0.27 0.17 -0.22
(0.07) (0.06) (0.13) (0.15) (0.24) (0.07) (0.12) .20 (0.24) (0.35) (0.60) (0.14) (0.15)
HH share of young members -0.13 0.10 -0.36* -0.23 0.08 -0.02 -0.07 0.13 0.29 -0.21 -0.36 -0.09 -Ox77*
(0.10) (0.08) (0.15) (0.25) (0.33) (0.11) (0.19) .30 (0.28) (0.52) (0.76) (0.19) (0.21)
HH share of old members -0.68* -0.33* -0.46° 0.12 -0.02 -0.97* -0.73* -0.03 -0.75 2.38%* -0.01 -0.32 -0.47
(0.16) (0.14) (0.24) (0.36) (0.46) (0.27) (0.33) .6@) (0.68) (0.72) (1.10) (0.41) (0.36)
Constant 2.64%* 2.33%* 2.75% 2.42%% 2.42%% 4.86%* 2.58** 2.89** 4.13% 6.38** 5.60%* 1.45° 5.31%*
(0.25) (0.21) (0.46) (0.73) (0.62) (0.28) (0.49) .90 (0.95) (1.61) (1.71) (0.74) (0.57)
Observations 2,518 2,556 1,777 568 918 2,537 1,646 594 881 396 55 3 771 1,580
R-squared 0.30 0.30 0.24 0.37 0.31 0.29 0.31 0.30 0.21 0.43 530 0.34 0.20
Adjusted R-squared 0.27 0.27 0.20 0.24 0.23 0.26 26 0. 0.16 0.11 0.25 0.36 0.25 0.15

Robust standard errors in parentheses (clusterin aillage level); ** p<0.01, * p<0.05, ° p<0.1oké: All specifications include district dummiesppince-year dummies, dummies for the month ofitiberview, dum-
mies for the deciles of the household income distion in 2007, year dummies, a dummy for agricalthousehold, a dummy for living in a cotton PStzll as all interaction terms between year duraptee agricul-
tural household dummy and the cotton PSU dummysQ@uption is measured in Tajik Somoni and reportedtfe last month (columns 1-5), the last 6 montiumns 6-8) or the last 12 months (columns 9-13).
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Table 3.7.: Migration

(€] @ ©)] 4 ®) (6) ] (8 9
Households with migrants Households without migrarg
VARIABLES HH with Number  Share of Log of Log of Log of total  Log of food Log of non-food Log of total
migrants of migrants food non-food consumption consumption consumption consumption
migrants consumpti  consump-
on tion
Cotton PSU*year 2009*agricultural HH 0.13 0.08 0.02 0.22 0.37 0.15 -0.10 -0.16 -0.09
(0.08) (0.12) (0.02) (0.29) (0.68) (0.34) (0.13) .26) (0.14)
Cotton PSU*year 2011*agricultural HH 0.12 0.36* B0 -0.00 0.36 -0.00 0.27° 0.53* 0.36*
(0.09) (0.16) (0.02) (0.28) (0.56) (0.30) (0.14) .20 (0.15)
HH head married 0.20** 0.22** 0.05* -0.10 -0.13 0.04 0.10 0.04
(0.04) (0.06) (0.01) (0.08) (0.17) (0.09) (0.05) 10 (0.06)
HH head single 0.12° 0.15 0.02° 0.03 -0.24 -0.04 0.14 -0.14 0.09
(0.07) (0.10) (0.01) (0.18) (0.25) (0.18) (0.10) .20 (0.11)
HH size 0.02** 0.06** 0.07** 0.08** 0.07* 0.07** 0.08** 0.07* 0.07**
(0.00) (0.01) (0.01) (0.02) (0.02) (0.00) (0.01) 0@ (0.01)
HH head age -0.00 -0.00 0.00 -0.00 0.00 -0.00 0.00%* 0.01* 001
(0.00) (0.00) (0.00) (0.00) (0.01) (0.00) (0.00) ) (0.00)
HH head secondary education -0.01 -0.01 0.00 0.11°  0.30* 0.15* 0.07° 0.13* 0.08*
(0.02) (0.04) (0.00) (0.07) (0.15) (0.07) (0.04) .06) (0.04)
HH head tertiary education -0.04 -0.04 -0.00 0.11 .350 0.15 0.10* 0.29%* 0.14*
(0.03) (0.05) (0.01) (0.09) (0.18) (0.09) (0.05) 0@ (0.06)
HH head high occupation -0.05* -0.09* -0.01** 0°16 0.07 0.15 0.11%* 0.15° 0.12**
(0.02) (0.03) (0.00) (0.09) (0.15) (0.09) (0.04) .08 (0.04)
HH head occupations 4,5,7 or 8 -0.06** -0.09* 20 -0.02 -0.00 -0.03 0.09** 0.09 0.10%*
(0.02) (0.03) (0.00) (0.08) (0.14) (0.08) (0.03) .06) (0.03)
HH head skilled agricultural occupation 0.00 -0.01 -0.00 0.02 0.06 0.04 0.06° -0.02 0.04
(0.03) (0.05) (0.01) (0.08) (0.18) (0.09) (0.04) .08) (0.04)
HH female head 0.30** 0.36** 0.07** -0.03 -0.03 -0.02 -0.06 -0.08 -0.07
(0.04) (0.06) (0.01) (0.07) (0.17) (0.08) (0.06) 10 (0.06)
HH share of young members -0.32* -0.64** -0.08** 0.27 -0.48 -0.36° -0.03 -0.29* -0.09
(0.04) (0.09) (0.01) (0.19) (0.32) (0.19) (0.07) 10 (0.07)
HH share of old members -0.20** -0.17° -0.06** -6.3 -0.52 -0.41 -0.46** -0.96** -0.58**
(0.05) (0.09) (0.01) (0.35) (0.58) (0.36) (0.10) 10 (0.11)
Constant -0.21* -0.17 -0.03 4.86** 4.38** 6.61** 4.03** 4.35 5.73*
(0.09) (0.16) (0.02) (0.37) (0.90) (0.41) (0.16) 3@ 0.17)
Observations 2,652 2,652 2,652 472 472 472 2,180 2,178 2,180
R-squared 0.22 0.22 0.20 0.61 0.45 0.61 0.52 0.32 0.50
Adjusted R-squared 0.19 0.19 0.17 0.51 0.31 0.51 50 0. 0.29 0.48

Robust standard errors in parentheses (clusterin aillage level); ** p<0.01, * p<0.05, ° p<0.1oké: All specifications include district dummiesppince-year dummies, dummies for the month ofitiberview, dum-
mies for the deciles of the household income distion in 2007, year dummies, a dummy for agrigalthousehold, a dummy for living in a cotton Pzl as all interaction terms between year durenitee agricul-
tural household dummy and the cotton PSU dummyui@os 4-6 show the results of the consumption egustior the sub-sample of households with migrants columns 7-9 the results for the sub-sampleoogé-
holds without migrants.

233



Table 3.8.: Effects on education - Enroliment

(1) (2) 3) 4 (5) (6) (") (8) 9)
VARIABLES Number of Number of Number of Number of Number of Number of Number of Number of Number of
enrolled enrolled enrolled enrolled enrolled enrolled enrolled enrolled enrolled
HH mem- male HH fem. HH school male female students male female
bers members members kids school school students  students
kids kids
Cotton PSU*year 2009*agricultural HH 0.04 0.02 0.02 0.12 0.03 0.08 -0.11 -0.06 -0.05
(0.26) (0.18) (0.15) (0.11) (0.07) (0.08) (0.112) .00 (0.07)
Cotton PSU*year 2011*agricultural HH -0.26 -0.11 .10 0.02 0.02 -0.00 -0.13 -0.07 -0.07
(0.27) (0.17) (0.18) (0.12) (0.09) (0.09) (0.10) .00 (0.07)
HH head married -0.23° -0.11° -0.10 -0.02 -0.03 -0.00 -0.00 -0.01 0.00
(0.12) (0.07) (0.07) (0.04) (0.03) (0.03) (0.04) .0® (0.03)
HH head single -0.53* -0.29* -0.25* -0.04 -0.02 -0.04 -0.15° -0%12 -0.05
(0.20) (0.14) (0.12) (0.10) (0.07) (0.08) (0.08) .08) (0.06)
HH size -0.05** -0.04** -0.06** -0.03** -0.01** -0.01** -0.02** -0.01** -0.02**
(0.02) (0.01) (0.01) (0.00) (0.00) (0.00) (0.01) .0® (0.00)
HH head age -0.02** -0.01** -0.01** 0.00° 0.00 0.00 0.00 -0.00 0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) .0@ (0.00)
HH head secondary education -0.22** -0.10* -0.13** 0.03 0.03 0.00 -0.04 -0.02 0.63
(0.07) (0.05) (0.04) (0.03) (0.02) (0.02) (0.03) .0 (0.02)
HH head tertiary education -0.03 0.03 -0.07 0.05 0.03 0.01 0.03 0.03 -0.00
(0.09) (0.06) (0.05) (0.04) (0.03) (0.03) (0.04) .0®) (0.02)
HH head high occupation 0.06 -0.01 0.06 0.05 0.01 0.04° 0.13* 0.08** 0.04°
(0.09) (0.05) (0.05) (0.03) (0.02) (0.02) (0.04) o® (0.02)
HH head occupations 4,5,7 or8 0.09 0.03 0.04 0.05 0.01 0.04° 0.05° 0.03 0.02
(0.07) (0.04) (0.04) (0.03) (0.02) (0.02) (0.03) .0 (0.02)
HH head skilled agricultural occupation -0.07 -0.05 -0.04 0.06 0.03 0.03 0.03 0.02 -0.00
(0.09) (0.05) (0.05) (0.04) (0.03) (0.03) (0.03) .0 (0.02)
HH female head -0.18° -0.08 -0.12° -0.06° -0.03 -0.03 -0.04 -0.01 -0.03
(0.11) (0.06) (0.07) (0.04) (0.03) (0.03) (0.04) .0 (0.03)
HH share of old members 0.33° 0.27* 0.19° -0.05 -0.01 -0.04 -0.24** -0.05  0.14*
(0.20) (0.11) (0.11) (0.06) (0.04) (0.04) (0.06) .08) (0.04)
Number of HH members in respective enroliment age 4870 0.63** 0.54** 0.87** 0.89** 0.80** 0.11* 0.18** 0.12*
(0.03) (0.02) (0.02) (0.01) (0.01) (0.01) (0.01) .0 (0.01)
Constant 1.81* 0.80** 0.93** -0.19 -0.04 -0.08 0.42* 0.22* 0.25**
(0.35) (0.19) (0.23) (0.15) (0.09) (0.12) (0.16) 1@ (0.09)
Observations 2,652 2,652 2,652 2,652 2,652 2,652 2,652 2,652 522,6
R-squared 0.35 0.52 0.42 0.86 0.88 0.82 0.19 0.23 0.18
Adjusted R-squared 0.33 0.51 0.40 0.86 0.88 0.82 0.16 0.20 0.14

Robust standard errors in parentheses (clusterbe atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofitiberview, dummies for the deciles of the housdhntome distribution in 2007, year dummies, a dynfion agricultural household, a dummy for
living in a cotton PSU as well as all interactienrhs between year dummies, the agricultural houdehemmy and the cotton PSU dummy. Instead of usimpliment shares as dependent variables, | ieclhe number of household members in the
respective enrollment age as independent variBeleause this variable is strongly correlated wihdehold size, using enroliment shares as depewmdgables could lead to severe endogeneity prohlem
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Table 3.9.: Effects on education — Spending per rtton

(€] @ 3 4) ®) (6) ] (8 @) (10) (1)
VARIABLES Log of Log of Log of Logof ed. Logofed. Log ofed. Log of Log of Log of Log of Log of
spending on  spending spending  spend. per spend. per spend.per spending spending spending for spending for spend. for
educ. educ. for educ. for enroll. enroll. male enroll. school for  school for male stu- female adults and
male fem. member female male female dents students children
Cotton PSU*year 2009*agricultural HH 0.01 -0.01 3D. 0.02 0.19 -0.18 0.11 0.19 0.38 -1.40 0.02
(0.29) (0.35) (0.28) (0.26) (0.31) (0.27) (0.29) .20) (0.80) (1.58) (0.29)
Cotton PSU*year 2011*agricultural HH 0.18 0.17 0.28 0.26 0.23 0.35 -0.15 0.29 0.53 1.24 0.29
(0.34) (0.38) (0.35) (0.29) (0.34) (0.31) (0.36) .20) (0.83) (2.80) (0.34)
HH head married -0.14 -0.16 -0.05 -0.10 -0.13 -0.04 -0.10 -0.03 0.14 -0.31 -0.15
(0.11) (0.13) (0.14) (0.10) (0.12) (0.13) (0.13) 1® (0.51) (0.49) (0.10)
HH head single -0.57* -0.63** 0.09 -0.39° -0.47* 0.01 -0.50* 0.01 -0.18 0.42 -0.57*
(0.28) (0.20) (0.29) (0.20) (0.20) (0.28) (0.25) .30 (0.87) (0.88) (0.27)
HH size 0.05** 0.04** 0.03** 0.01 0.01 -0.00 0.01 0.02* @0 0.05 0.05**
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) .00 (0.03) (0.07) (0.01)
HH head age -0.00 -0.01 0.00 -0.00 -0.00 0.00 -0.00 0.00 0.02 .010 -0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) .0® (0.01) (0.02) (0.00)
HH head secondary education 0.16* 0.20* 0.18* 0.16* 0.21* 0.16* 0.20** 0.15* 0.51 0.61 0.18*
(0.07) (0.08) (0.08) (0.07) (0.08) (0.08) (0.07) .0®) (0.33) (0.45) (0.07)
HH head tertiary education 0.38** 0.41** 0.29* 0737 0.38** 0.33* 0.35** 0.16 0.71 0.88° 0.40**
(0.10) (0.13) (0.12) (0.10) (0.12) (0.11) (0.10) .10 (0.48) (0.51) (0.10)
HH head high occupation 0.26** 0.26* 0.21* 0.20* 20* 0.17° 0.13 0.25* 0.22 0.55 0.27*
(0.09) (0.10) (0.10) (0.08) (0.09) (0.09) (0.10) 1@ (0.30) (0.42) (0.09)
HH head occupations 4,5,7 or 8 0.13° 0.07 0.16° 70.0 0.03 0.09 0.05 0.16° 0.11 0.55 0.11
(0.07) (0.09) (0.08) (0.06) (0.08) (0.08) (0.08) .0®) (0.29) (0.43) (0.07)
HH head skilled agricultural occupation 0.12 0.18° 0.05 0.11 0.12 0.06 0.10 0.05 0.11 0.56 0.13
(0.08) (0.09) (0.09) (0.07) (0.08) (0.08) (0.08) .08 (0.35) (0.49) (0.08)
HH female head -0.10 -0.14 -0.01 -0.09 -0.09 -0.02 -0.09 -0.03 60.2 0.20 -0.12
(0.11) (0.13) (0.13) (0.10) (0.12) (0.13) (0.12) 1@ (0.44) (0.46) (0.11)
HH share of young members -0.10 -0.93** -0.24 -1¥15 -1.39% -0.72** 0.30° 0.73* 0.20 -1.29 -0.11
(0.15) (0.20) (0.18) (0.13) (0.18) (0.15) (0.18) .16 (0.62) (0.96) (0.15)
HH share of old members -0.10 0.22 -0.54 -0.06 0.19 -0.35 0.40 -0.15 -1.48 -1.43 -0.02
(0.34) (0.47) (0.38) (0.32) (0.45) (0.36) (0.46) .30 (1.44) (2.17) (0.35)
Constant 3.68* 3.34x 2.98* 3.44* 3.33* 3.00** 2.51* 2.00** 1.15 3.21° 3.73*
(0.43) (0.52) (0.49) (0.40) (0.49) (0.47) (0.57) 4A8) (1.47) 1.72) (0.45)
Observations 1,988 1,538 1,426 1,988 1,538 1,426 1,382 1,288 296 218 2,006
R-squared 0.27 0.28 0.31 0.36 0.34 0.37 0.31 0.34 0.42 0.52 280
Adjusted R-squared 0.24 0.23 0.26 0.32 0.30 0.32 26 0. 0.29 0.16 0.19 0.24

Robust standard errors in parentheses (clustettbeé atllage level); ** p<0.01, * p<0.05, ° p<0.1
Note: All specifications include district dummigspvince-year dummies, dummies for the month ofitierview, dummies for the deciles of the houseéhtome distribution in 2007, year dummies, a dynfion agri-
cultural household, a dummy for living in a cot®B8U as well as all interaction terms between yeanrdies, the agricultural household dummy and th®rdSU dummy. Spending in education is repontediajik
Somoni on average per month.
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Table 3.10.: Effects on household investments iratik

) @ ©) 4 ®) (6) (7) ® ©) (10)
VARIABLES Log of total Log of Log of Number of Log of Log of Number of Log of Log of Log of
health spend. for  spend. for treated in ambulatory ambulatory membersin  hospital hospital hours not
spending ambulatory  hospital ambulatory spend. per spend. per  hospital spend. per spend. per worked due
care care treated capita treated capita to illness
Cotton PSU*year 2009*agricultural HH 0.10 0.73 0.30 0.06 0.72 0.69 -0.08 0.28 0.55
(0.49) (0.58) (0.38) (0.18) (0.60) (0.63) (0.14) 4@ (0.42)
Cotton PSU*year 2011*agricultural HH 0.53 1.22° 0.3 0.14 0.84 0.97 0.01 0.42 0.35 -0.23
(0.57) (0.68) (0.55) (0.14) (0.67) (0.74) (0.15) .58) (0.55) (0.41)
HH head married -0.02 0.14 0.12 0.05 0.11 -0.05 0.04 0.02 -0.05 100.
(0.24) (0.25) (0.17) (0.07) (0.22) (0.26) (0.05) 10 (0.21) (0.19)
HH head single -0.08 -0.27 0.24 -0.17 -0.03 0.12 -0.03 0.16 0.32 0.35
(0.55) (0.73) (0.40) 0.12) (0.85) (0.92) (0.09) 4@ (0.73) 0.27)
HH size 0.02 -0.00 0.00 0.07** -0.03° 0.06** -0.01 0.03°
(0.02) (0.02) (0.02) (0.01) (0.02) (0.01) (0.01) (0.02)
HH head age 0.00 0.00 0.00 -0.00° 0.00 -0.02** 0.00 0.00 -0:02* 0.01
(0.01) (0.01) (0.00) (0.00) (0.01) (0.01) (0.00) .0® (0.00) (0.00)
HH head secondary education 0.06 0.10 0.00 -0.00 03 0. 0.14 0.01 0.01 -0.01 0.21°
(0.14) (0.16) (0.11) (0.05) (0.16) 0.17) (0.03) A0 (0.12) (0.12)
HH head tertiary education 0.36° 0.25 0.06 0.01 0.18 0.34 0.05 0.06 0.13 0.14
(0.19) (0.23) (0.17) (0.05) (0.23) (0.23) (0.05) 1@ (0.17) (0.15)
HH head high occupation -0.36* -0.04 -0.28* -0.10* -0.01 0.02 -0.04 -0.27° -0.22 -0.15
(0.16) (0.16) (0.13) (0.04) (0.16) 0.17) (0.04) .14 (0.14) (0.12)
HH head occupations 4,5,7 or 8 -0.15 -0.27° -0.08 0.02 -0.20 -0.19 0.01 -0.10 -0.02 -0.10
(0.13) (0.15) (0.12) (0.05) (0.16) 0.17) (0.03) A0 (0.12) (0.12)
HH head skilled agricultural occupation 0.02 -0.19 -0.03 -0.04 -0.17 -0.23 -0.01 -0.04 -0.03 0.04
(0.16) 0.17) (0.13) (0.05) (0.17) (0.18) (0.04) .14 (0.14) (0.13)
HH female head -0.08 0.13 -0.12 0.09 0.12 0.19 0.12* -0.20 -0.02 0.17
(0.22) (0.24) (0.17) (0.07) (0.21) (0.24) (0.05) 16 (0.20) 0.17)
HH share of young members -0.22 -0.70° -0.30 -0.16° -0.67° -1.70** -0.14* -0.28 -1.12*% -0.45*
(0.28) (0.37) (0.22) (0.08) (0.38) (0.35) (0.07) .20 (0.23) (0.21)
HH share of old members -0.06 -0.68 0.24 0.31** -0.86 0.73 0.07 0.11 1.54* 0.17
(0.49) (0.50) (0.44) (0.11) (0.52) (0.50) (0.09) . (0.45) (0.39)
Constant 4.01* 3.73* 6.00** 0.19 3.62** 3.72* -0.19 6.24* 5.51** 1.92**
(0.61) (0.96) (0.59) (0.19) (0.95) (0.95) (0.16) .5@) (0.62) (0.49)
Observations 1,036 592 707 2,652 592 592 2,652 707 707 598
R-squared 0.17 0.27 0.19 0.13 0.26 0.29 0.13 0.19 0.22 0.19
Adjusted R-squared 0.09 0.12 0.06 0.10 0.11 0.15 0.10 0.06 0.10 0.05

Robust standard errors in parentheses (clustertbe aillage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofitiberview, dummies for the deciles of the houséhintome distribution in 2007, year dummies, a dynfion agricultural household, a dummy for
living in a cotton PSU as well as all interactiennhs between year dummies, the agricultural hoddehanmy and the cotton PSU dummy. Spending ortihéateported in Tajik Somoni. Spending for ambarig medical assistance is reported for the
last month and spending for hospital treatmentHerlast year. For total spending on health inwwily, | compute the monthly average for hospitahspeg and add ambulatory spending.
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Table 3.11.: Effects on entrepreneurial activity

(€] @ 3
VARIABLES HH owns a N. of workers  Log of hours
family enter- in family worked in
prise enterprise family enter-
prise
Cotton PSU*year 2009*agricultural HH -0.01 0.43 2D.
(0.11) (0.35) (0.22)
Cotton PSU*year 2011*agricultural HH 0.11 0.90* 08.
(0.13) (0.35) (0.19)
N. of workers in family enterprise 0.43**
(0.02)
HH head married 0.02 -0.17° 0.02
(0.03) (0.09) (0.06)
HH head single -0.07 -0.19 -0.02
(0.05) (0.17) (0.24)
HH size 0.01* 0.16** -0.01
(0.00) (0.02) (0.01)
HH head age -0.00 -0.00 0.00*
(0.00) (0.00) (0.00)
HH head secondary education -0.02 0.03 -0.01
(0.03) (0.07) (0.04)
HH head tertiary education -0.02 -0.04 0.03
(0.03) (0.10) (0.06)
HH head high occupation -0.04 0.12 -0.09
(0.03) (0.09) (0.06)
HH head occupations 4,5,7 or 8 0.17* 0.37* 0.06
(0.03) (0.07) (0.04)
HH head skilled agricultural occupation 0.05 0.62** -0.01
(0.03) (0.11) (0.05)
HH female head 0.01 -0.12 -0.04
(0.03) (0.08) (0.06)
HH share of young members -0.01 -0.93** 0.05
(0.05) (0.16) (0.08)
HH share of old members -0.01 -0.07 -0.56**
(0.08) (0.16) 0.17)
Constant 0.28* 0.24 3.08**
(0.11) (0.30) (0.24)
Observations 2,652 2,652 1,539
R-squared 0.17 0.39 0.58
Adjusted R-squared 0.14 0.37 0.55

Robust standard errors in parentheses (clustettbe atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofiberview, dummies for the
deciles of the household income distribution in 20@ear dummies, a dummy for agricultural househaldummy for living in a
cotton PSU as well as all interaction terms betwesar dummies, the agricultural household dummythadotton PSU dummy.
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Table 3.12.: Effects on extensive labor supply

1) @) 3 4) (5) (6) ) ®) C) (10) (11) (12) (13)
VARIABLES N. of N. of agr. N. of non- N. of N. of fem. N.offem. N.ofmale N.ofmale N.ofmale N. ofkids N. of kids N. of old HH sends
workers workers  agr. workers  female agr. workers  Non-agr. workers  agr. workers  Non-agr. working working in working mem. to
workers workers workers agric. oth. farms
Cotton PSU*year 2009 0.10 0.30* -0.20 0.07 0.27* -0.20** 0.03 0.03 -0.0 0.02 0.03 -0.02
(0.13) (0.14) (0.12) (0.09) (0.10) (0.07) (0.09) .00 (0.09) (0.06) (0.05) (0.04)
Cotton PSU*year 2011 0.33* 0.50** -0.16 0.17° 0.80* -0.14° 0.16 0.19° -0.03 0.04 0.07 0.02
(0.16) (0.18) (0.13) (0.09) (0.11) (0.08) (0.10) 1@ (0.09) (0.05) (0.05) (0.04)
Cotton PSU*year 2011*agricultural HH 10.
(0.13)
HH head married -0.16* -0.07 -0.09 -0.03 0.01 -0.04 -0.13* -0.08 .0 0.03 0.04 0.04* -0.06
(0.08) (0.08) (0.07) (0.06) (0.06) (0.04) (0.05) .0®) (0.05) (0.05) (0.04) (0.02) (0.05)
HH head single -0.20 0.11 -0.31* -0.10 -0.02 -0.08 -0.10 0.13 0.2 -0.03 -0.02 -0.03 -0.04
(0.19) (0.17) (0.13) (0.11) (0.13) (0.09) (0.13) 1@ (0.09) (0.02) (0.02) (0.05) (0.11)
HH size 0.31* 0.20** 0.11* 0.12** 0.11* 0.01* 0.19** 0.0** 0.10** 0.01* 0.01* 0.01* 0.02**
(0.01) (0.02) (0.01) (0.01) (0.01) (0.00) (0.01) .00 (0.01) (0.00) (0.00) (0.00) (0.01)
HH head age -0.00 -0.01* 0.01* -0.00** -0.01** 0.00 0.00* -0® 0.00** -0.00** -0.00* 0.00** -0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) . (0.00) (0.00) (0.00) (0.00) (0.00)
HH head secondary education -0.02 -0.10 0.08 -0.04 -0.10* 0.06° 0.02 -0.00 0.02 -0.03 -0.01 0.03 0.03
(0.06) (0.07) (0.06) (0.04) (0.05) (0.03) (0.05) .08 (0.04) (0.02) (0.02) (0.02) (0.04)
HH head tertiary education -0.02 -0.29** 0.27* 00. -0.12* 0.12** -0.02 -0.16** 0.15* -0.00 0.02 @ 0.00
(0.07) (0.08) (0.07) (0.05) (0.06) (0.04) (0.05) . (0.05) (0.03) (0.02) (0.03) (0.05)
HH head high occupation 0.66** 0.08 0.58** 0.0 06. 0.10** 0.62** 0.14** 0.48** -0.05** -0.05** 0.168* -0.15**
(0.07) (0.07) (0.07) (0.04) (0.05) (0.04) (0.05) .08 (0.05) (0.02) (0.02) (0.03) (0.04)
HH head occupations 4,5,7 or 8 0.54* -0.20** 0.74* 0.01 -0.12* 0.13* 0.53* -0.08* 0.61* 0.00 -@2 0.10** -0.09**
(0.06) (0.06) (0.05) (0.04) (0.04) (0.03) (0.04) .06 (0.04) (0.02) (0.01) (0.02) (0.04)
HH head skilled agricultural occupation 0.85** 1*25 -0.40** 0.19* 0.44* 0.25** 0.66** 0.81* -0.15%* 0.04 0.05° 0.19* -0.15**
(0.07) (0.09) (0.05) (0.05) (0.07) (0.03) (0.05) .08) (0.04) (0.03) (0.03) (0.02) (0.06)
HH female head -0.30** -0.21** -0.09 0.14* -0.00 0.14* -0.44* -R0** -0.23** 0.04 0.05 0.03° -0.02
(0.07) (0.07) (0.06) (0.05) (0.06) (0.04) (0.05) .08) (0.05) (0.05) (0.05) (0.02) (0.05)
HH share of young members -2.11% -1.22% -0.89** 0.94** -0.62** -0.31** -1.17* -0.59** -0.58** 0.01 0.02 -0.01 -0.20**
(0.14) (0.16) (0.10) (0.09) (0.10) (0.06) (0.09) 0@ (0.08) (0.04) (0.04) (0.04) (0.06)
HH share of old members -0.52* -0.02 -0.50** -0.09 -0.02 -0.07 -0.43* -0.00 -0.43** -0.00 0.02 1.27* -0.17°
(0.13) (0.15) (0.11) (0.08) (0.10) (0.06) (0.10) 0@ (0.08) (0.03) (0.03) (0.09) (0.08)
Constant 1.25% 0.54* 0.71* 1.15% 0.40* 0.76** 0.10 0.14 0.05 0.09 0.03 -0.37** 0.10
(0.25) 0.27) (0.21) 0.17) (0.20) (0.15) 0.17) .16) (0.14) (0.10) (0.09) (0.08) (0.18)
Observations 2,652 2,652 2,652 2,652 2,652 2,652 2,652 2,652 522,6 2,652 2,652 2,652 1,252
R-squared 0.56 0.54 0.45 0.29 0.44 0.38 0.52 0.43 0.42 0.10 110 0.36 0.29
Adjusted R-squared 0.54 0.52 0.43 0.26 0.42 0.35 0.51 0.40 0.40 0.06 .07 0 0.34 0.24

Robust standard errors in parentheses (clustertéeé atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofitikerview, dummies for the deciles of the houseéhetome distribution in 2007, year dummies, a dynfion agri-
cultural household, a dummy for living in a cot®8U as well as all interaction terms between yeanrdies, the agricultural household dummy and th®rdSU dummy. Columns 1-12 use the number of ersrkf a
specific type per household as dependent variabtis not use the Dif-in-Dif-in-Dif specificationene, because the dummy for an agricultural houdelolld be endogenous to the number of agricultwoakers. For
comparability, | use this specification for all @éeplent variables. Column 13 uses a dummy as depewaable that indicates whether the househottideat members to other farms for harvesting aietsvi This varia-

ble is only available for the years 2007 and 2011.

238



Table 3.13.:

Effects on intensive labor supply

D @ (©) Q) (©) (6) ™) ®) ©) (10) 11 (12 (13
VARIABLES Log of Logofh. Logofh. Logofh. Logofh. Logofh. Log of Logofh. Logofh. Logofh. Logofh. Logofh. Logofh.
hours worked worked worked  work, by  worked hours  worked in  w. of w. of w. of w. of w. of kids
worked by female bymale bykids fem.kids byold workedin non- fem. in fem. in male in male in  in agric.
agricu. agricu. agric. non-agri. agric. non-agri.
Cotton PSU*year 2009 -0.13 0.05 -0.13 0.11 .230 0.07 -0.71*
(0.09) (0.07) (0.10) (0.10) (0.10) (0.08) 34
Cotton PSU*year 2011 -0.14 -0.04 -0.16 -0.10 -0.24 0.04 -0.07
(0.11) (0.08) (0.10) (0.10) (0.15) (0.08) 54).
Cotton PSU*year 2009*agricultural HH -0.19° -0.25*% -0.43** -1.77* 0.00 0.16
(0.11) (0.12) (0.13) (0.88) (0.00) (0.61)
Cotton PSU*year 2011*agricultural HH -0.10 -0.17 .20 0.23 0.71 -0.92
(0.13) 0.12) (0.15) (0.66) (0.62) (0.67)
Number of respective workers 0.33* 0.53* 0.50**  .6B** 0.72* 0.75** 0.38** 0.49* 0.52** 0.63** 0.53** 0.56** 0.67*
(0.01) (0.01) (0.02) (0.09) (0.23) (0.16) (0.01) .0M (0.02) (0.03) (0.02) (0.02) (0.11)
HH head married -0.00 0.05 -0.04 0.10 -0.15 -0.02  .030 -0.03 0.12° 0.01 -0.11 -0.03 0.17
(0.04) (0.05) (0.05) (0.23) (0.21) (0.21) 0.07) .08) (0.07) (0.07) (0.09) (0.06) (0.27)
HH head single -0.06 0.07 0.07 0.00 0.00 -0.30 0.43 -0.08 0.47* -0.01 0.68** -0.03 0.00
(0.10) (0.10) (0.13) (0.00) (0.00) (0.38) 0.17) 1@ (0.16) (0.12) (0.19) (0.14) (0.00)
HH size 0.00 -0.01 0.00 0.02 0.05° 0.00 -0.01° 0.00 -0.01 0.00 -0.00 -0.00 0.02
(0.01) (0.01) (0.01) (0.02) (0.03) (0.03) (0.01) .0M (0.01) (0.01) (0.01) (0.01) (0.02)
HH head age 0.00* 0.00° 0.00 -0.00 -0.01* -0.01 16.0 0.00 0.00* 0.00 0.00 -0.00 -0.00
(0.00) (0.00) (0.00) (0.00) (0.01) (0.01) (0.00) .0@ (0.00) (0.00) (0.00) (0.00) (0.01)
HH head secondary education -0.05° -0.01 -0.05 4-0.1 -0.49* 0.03 -0.01 -0.06° -0.00 -0.02 -0.10* 5.0 -0.14
(0.03) (0.03) (0.03) (0.12) (0.16) (0.13) (0.03) .06 (0.04) (0.04) (0.04) (0.05) (0.15)
HH head tertiary education -0.03 -0.04 -0.04 0.03 0.44° -0.17 -0.07 -0.04 -0.07 -0.00 -0.07 -0.02 00.0
(0.04) (0.04) (0.04) (0.17) (0.24) (0.16) (0.04) .08) (0.05) (0.06) 0.07) (0.06) (0.22)
HH head high occupation 0.11** -0.00 -0.06 -0.34°  0.44° 0.15 -0.00 0.01 -0.03 0.00 0.01 -0.14** -0.33
(0.03) (0.03) (0.04) (0.18) (0.24) (0.18) (0.05) .0®) (0.06) (0.04) (0.09) (0.05) (0.22)
HH head occupations 4,5,7 or 8 0.19** 0.06° 0.06* 060 -0.01 -0.14 -0.07 0.12** -0.05 0.11* 0.06 0.02 0.01
(0.03) (0.03) (0.03) (0.12) (0.14) (0.24) (0.04) .0®) (0.04) (0.04) (0.05) (0.04) (0.16)
HH head skilled agricultural occupation 0.08* -0.01 -0.02 -0.01 -0.21 -0.11 0.08° 0.03 -0.04 0.02 0.02 -0.03 0.00
(0.03) (0.04) (0.03) (0.11) (0.14) (0.20) (0.04) .08) (0.04) (0.08) (0.05) (0.06) (0.12)
HH female head -0.13** 0.04 -0.08° 0.05 -0.11 -0.05 -0.13* -0.08° 0.00 0.04 -0.24** -0.02 0.07
(0.04) (0.04) (0.04) (0.20) (0.19) (0.20) (0.06) .08) (0.06) (0.06) (0.09) (0.05) (0.25)
HH share of young members -0.04 -0.08 -0.02 0.16 .61-0 -0.26 0.02 -0.07 0.03 -0.15° 0.08 -0.06 0.09
(0.06) (0.06) (0.07) (0.31) (0.50) (0.42) (0.09) .00 (0.09) (0.08) (0.12) (0.08) (0.36)
HH share of old members -0.40** -0.27* -0.14 0.77 .28 0.03 0.55** -0.21° -0.55** -0.19 -0.07 -0.15 .60
(0.11) (0.11) (0.12) (0.62) (0.97) (0.35) 0.17) .10 (0.16) 0.12) (0.26) (0.15) 0.77)
Constant 3.36** 2.89* 3.51* 2.92% 1.77 3.57* 3.11* 3.3% 3.35% 2.86** 3.36** 3.60** 3.24*
(0.14) (0.15) 0.17) (0.97) (1.28) (0.69) (0.39) .16) (0.30) (0.20) (0.49) (0.19) (0.94)
Observations 2,648 2,639 1,969 193 141 210 1,428 9471, 1,335 1,420 819 1,404 161
R-squared 0.62 0.48 0.54 0.72 0.80 0.61 0.68 0.57 0.59 032 610 0.47 0.74
Adjusted R-squared 0.60 0.46 0.51 0.50 0.54 0.32 66 0. 0.55 0.56 0.27 0.56 0.43 0.51

Robust standard errors in parentheses (clustertbe aillage level); ** p<0.01, * p<0.05, ° p<0.Note: All specifications include district dummigspvince-year dummies, dummies for the month efittterview, dummies for the deciles of the house-
hold income distribution in 2007, year dummiesuanchy for agricultural household, a dummy for livimga cotton PSU as well as all interaction termsyeen year dummies, the agricultural householdrdyiand the cotton PSU dummy. The depend-
ent variable hours worked is reported per weekndutine last two weeks. Instead of using hours wbper respective worker as dependent variableslide the number of respective workers as indepgndeiable. Because this variable is strongly
correlated with household size, using hours wopkedworker as dependent variables leads to sewel@geneity problems.
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Appendix 3 A Tables and Figures
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Appendix Figure 3.2.: Cotton world market price (262000)

Note: The vertical lines mark survey dates. Souidé& Primary Commaodity Prices (Cotton Outlook 'Adex’, Middling 1-3/32 inch staple,
CIF Liverpool, US cents per pound) and Statisthgéncy of Tajikistan.
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Appendix Figure 3.3.: Cotton production and land ea harvested (100=2000)

Source: United States Department of Agriculture[@Ap- Foreign Agricultural Service (FAS)
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Appendix Figure 3.4.: Wheat world market price (188001)

Note: Vertical lines mark survey dates. Source: IRtfmary Commodity Prices (Wheat, No.1 Hard Red téfirordinary protein, FOB Gulf
of Mexico, US$ per metric ton) and Statistical Aggif Tajikistan

180 -

160 -

140

120 -

100 -

80 - B

------- Wheat area harvested =

60 - —=Wheat production

40 T T T T T T T T T T T ! !
S — o ¢ =% v Y - e o 2 9~ o
= = = = = = ] = = = — T )
o o 58 8 8 8 &8 8 O &8 O B D
o T T o s N Y = Y = I Y T = T -~ R o B

Appendix Figure 3.5.: Wheat production and land adarvested (100=2000)

Source: United States Department of Agriculture[@Ap- Foreign Agricultural Service (FAS)
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Appendix Table A 3.14.: Cotton exports and impots country

Share of world export for ginned cotton (lint) Rank Cotton imports (in 1’000 480 Ib. Bales) Ranking aarding

ing according to 2011 to 2011

Country 2010 2011 Country 2009 2010 2011
1 United States 40.5% 25.5% 1 China 10,903 11,979 24,533
2 India 14.1% 24.1% 2 Bangladesh 3,900 3,700 3,200
3 Brazil 5.6% 10.4% 3  Turkey 4,394 3,350 2,382
4 Australia 7.1% 10.1% 4 Indonesia 2500 2,400 @,30
5 Uzbekistan 7.5% 5.4% 5 Vietnam 1,695 1,569 1,625
6 Pakistan 1.9% 2.7% 6 Thailand 1,806 1,752 1,263
7 Malaysia n.a. 2.2% 7 South Korea 1,010 1,038 (,17
8 Greece 2.1% 2.2% 8 Malaysia 271 290 1,125
9 Turkmenistan 3.1% 1.6% 9 Mexico 1,393 1,196 1,000
10 Mali 1.3% 1.4% 10 Pakistan 1,574 1,443 900
12 Tajikistan 1.1% 1.1%

Source: United States Department of Agriculture8%- Foreign Agricultural Service (FAS)

Appendix Table A 3.15.: Two most important agriautél crops in cotton and non-cotton
communities (communities included in the TLSS)

First crop in PSU

Second crop in PSU

NOS'SCSE:O” Cotton PSUs NOS;:SSO” Cotton PSUs
Cotton-growing 44 0 60
Gardening 20 2
Grain crops 32 6 26
Plant growing 3 0
Vegetable growing 21 51 33 16
Vineyard 2 1 0
Legumes 0 0 0
Total 63 104 63 104

Source: TLSS 2007
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Appendix Table A 3.16.:Two most important econoraidivities in cotton and non-cotton

First economic activity in

communities (PSUSs)

Second economic activity

PSU in PSU
Non-cotton Cotton Non-cotton Cotton
PSUs PSUs PSUs PSUs
Agriculture 55 56 1 2
Mining 2 5
Manufacturing 2 5
Energy, Gas and Water 1 1
Construction 1 1 3 9
Retail Trade, Restaurants and Hotels 30 13 21
Transport 0 1 3 5
Finance, Real Estate and Insurance 0
Public Administration and Defense 0
Education 0 3 29 14
Health and Social Services 0 8
Other Services 0 11
Other 1 1
Total 63 104 59 86

Source: TLSS 2007

Appendix Table A 3.17.: Comparison of Cotton and iNGotton communities (Double T-

tests or Ranksum-tests)

P-Value for group com-

Variable Cotton PSUs Non-Cotton PSUs parison test (HO: no
difference)

Population 6600 7210 68%
Altitude 684m 1301m 0%
Distance to Dushanbe 152km 257km 0%
Hours to drive to Dushanbe 5.9h 9.8h 1%
Distance to District Capital 13km 25km 0%
Hours to drive to District Capital 0.24h 1h 4%
School enrolment same median same median 97%
Weeks school close because of
agriculture 0.4 0.2 15%
Share of population working in
agriculture lower than median higher than median 0%
Quality of Roads better worse 1.6%
Part of crops planted on irrigated
fields higher than median lower than median 2%

Source: TLSS 2007
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Appendix Table A 3.18.: Number of households in ¢amiand treatment groups

2007 2009 2011

Control group (agricul- 479 195 156
tural households in non-
cotton PSUs)
Treatment group (agri- 595 291 267
cultural households in
cotton PSUs)

Non-agricultural house- | 493 293 306
holds in non-cotton PSUs

Non-agricultural house- | 1085 536 518
holds in cotton PSUs

Total 3050 1503 1504
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Appendix Table A 3.19.:

Initial Characteristics efeatment and control group in 2007

Difference p.value
Mean Mean Control N N Treat-
. - SE of (two-
Variable Control Treated minus . ] Control ment
Difference | sided-
Group HH Treated group group
TTest)
HH

Dependent variables

HH income (monthly) 549.36 597.82 -48.46 48.57 0.32 479 595

HH income per capita (monthly) 79.52 89.79 -10.27 417 0.17 479 595

HH wage income (monthly) 361.04 417.71 -56.67 42.24 | 0.18 479 595

Remittances (monthly) 606.08 748.91 -142.83 86.32 100 112 90

Other HH income (monthly) 14.42 39.95 -25.53 14.66 | 0.08 479 595

Social benefits received (last month) 22.70 19.94| .752 2.89 0.34 479 595

Transfers received (monthly) 119.50 86.42 33.08 324. 0.18 58 50
Transfers sent (monthly) 132.38 32.57 99.81 44.69 .040 18 6

Food purchased (last 7 days, oxford | g 39 21.60 3.21 1.02 0.00 479 595
scales), in Somoni

Food consumed (last 7 days, oxford | 55 19 32.80 531 155 0.00 479 595
scales), in Somoni

Non-food consumed (per month, oxford

scales), in Somoni 52.06 43.32 8.74 3.46 0.01 479 595
Total consumption (per month, oxford | 5, 5y 174.53 29.98 7.91 0.00 479 595
scales), in Somoni

HH spend on education per enrolled 21.86 21.79 0.07 3.45 0.98 374 482
member (monthly)

Ed. Spend. per enrolled kid (monthly) 11.82 10.92 .900 0.87 0.30 362 465
Share of kids enrolled 0.77 0.79 -0.02 0.02 0.32 8 39 506
Share of female kids enrolled 0.75 0.78 -0.03 0.03 0.35 297 379
Share of male kids enrolled 0.81 0.83 -0.02 0.02 470. 324 395
Health spending per member (monthly 4.73 2.56 2.17 1.30 0.09 479 595
Health spend. per ill member (monthly) 88.29 60.54 | 27.75 23.18 0.23 131 149
Share of ill members 0.05 0.05 0.01 0.01 0.22 479 95 5
HH with migrant (dummy) 0.23 0.15 0.08 0.02 0.00 947 595
Number of migrants 0.33 0.21 0.12 0.04 0.00 479 595
Share of migrants 0.04 0.03 0.02 0.00 0.00 479 595
Number of workers 2.44 2.65 -0.21 0.09 0.02 479 595
Number of non-agr. workers 0.60 0.58 0.02 0.05 0.74 | 479 595
Number of agri. workers 1.84 2.07 -0.23 0.08 0.00 79 4 595
Share of agri. workers 0.79 0.81 -0.02 0.02 0.33 9 47 595
Number of female workers 0.95 1.27 -0.32 0.06 0.00 | 479 595
Share of female workers 0.36 0.46 -0.10 0.02 0.00 79 4 595
Number of female agri. workers 0.84 1.16 -0.32 0.06 0.00 479 595
Share of female agri. workers 0.32 0.43 -0.11 0.02 0.00 479 595
Hours worked per worker (per week) 42.38 46.35 3.9 0.88 0.00 479 595
Hours worked p. fem. work. (per week) 39.10 44.45 | 5.34 1.20 0.00 305 468
Hours worked p. male worker (per week) 43.78 48.25 | -4.47 0.99 0.00 430 516
Hours worked per kid work. (per week) 34.95 4586 | 10.91 2.89 0.00 51 76
Hours worked per fem. kid (per week) 38.96 46.80 .837 3.63 0.04 28 57
Hours worked per agr. Work. (per week)  41.57 46.43 | -4.87 1.04 0.00 479 595
Hours work. p. fem. agr. work. (p. week)  39.48 45.1 -5.62 1.30 0.00 281 445
Hours worked per non-agr. w. (per week) 43.04 44.79| -1.75 1.33 0.19 204 245
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HH Characteristics

HH size (excluding migrants) 7.22 7.39 -0.17 0.17 .310 479 595
HH size 7.54 7.60 -0.06 0.17 0.74 479 595
HH head single 0.01 0.00 0.00 0.00 0.50 479 595
HH head age 52.66 51.70 0.96 0.79 0.22 479 595
HH head sec educ 0.58 0.65 -0.07 0.03 0.02 479 595
HH head ter educ 0.15 0.10 0.05 0.02 0.01 479 595
HH head occhigh 0.14 0.09 0.05 0.02 0.02 479 595
HH head occ4578 0.13 0.18 -0.06 0.02 0.01 479 595
HH head occ ag skill 0.38 0.34 0.04 0.03 0.18 479 955
HH head low skill 0.35 0.38 -0.03 0.03 0.36 479 595
HH fem head 0.11 0.14 -0.03 0.02 0.18 479 595
HH sh young 0.37 0.39 -0.02 0.01 0.08 479 595
HH sh old 0.06 0.05 0.01 0.01 0.03 479 595
H_ougeh(_)ld in deciles 1 and 2 of income 0.35 0.24 0.12 0.03 0.00 479 595
distribution
H_ou_sehpld in deciles 3 and 4 of income 0.15 0.22 2008 0.02 0.00 479 595
distribution
Household in deciles 5 and 6 of income ) ;5 0.18 0.05 0.02 0.04 479 595
distribution
Household in deciles 7 and 8 of income
distribution 0.18 0.16 0.02 0.02 0.43 479 595
H_ougeh(_)ld in deciles 9 and 10 of incony €519 0.20 001 0.02 0.60 479 595
distribution
PSU and Sub-District Characteristics
Distance of PSU to the province capital 3.63 1.03 .602 0.20 0.00 358 530
Urban location (dummy) 0.05 0.07 -0.02 0.01 0.14 947 595
g:aa'l‘;)emp'oyme”t in the PSU (ordinal |, g5 2.09 -0.14 0.07 0.03 479 595
_Importance 'of non-agricultural activitieg 147 201 054 0.08 0.00 479 595
in PSU (ordinal scale)
Share of sub-district population below

g - h h
the poverty line (defined by"4percentile |, 5, 45.08 3.14 1.24 0.01 479 595
of consumption distribution in Tajikistan
in 2005)
Percent of working population economit )
cally active in sub-district in 2005 56.80 71.59 14.79 1.07 0.00 479 595
Percent of female working population
economically active in sub-district in 49.46 67.86 -18.40 1.35 0.00 479 595
2005
Dependency ratio in sub-district in 2004 90.16 953 | -5.17 0.87 0.00 479 595
Lngggnployment rate in sub-district in 209 3.30 031 0.24 0.19 479 595
Percentage of population above 17 wit
no or primary education in sub-district in 20.89 20.51 0.38 0.43 0.37 479 595
2005
Percentage of population above 17 wit
secondary education in sub-districtin | 72.19 73.45 -1.26 0.41 0.00 479 595
2005
Population density in sub-district (popu R
lation per km2) 101.85 174.61 72.76 9.85 0.00 454 500
_Percentage_ of_households with electric ty92_25 93.73 -1.48 0.54 0.01 479 595
in sub-district in 2005
Percentage of households with landling
telephone in sub-district in 2005 17l 18.81 -1.10 129 039 479 595

Notes: All income and spending figures are in T&dmonis of 2007.
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Appendix Table A 3.20.: Effects on total real HHaome further robustness checks

1) ) 3 4 ®) (6) (7 8) ©) (10) (11)
VARIABLES logHHinc  logHHinc  logHHinc  logHHinc  logHHinc  logHKic  logHHinc  logHHinc  logHHinc  logHHinc  logHHInc
Cotton PSU*year 2009*agricultural HH 0.07 0.00 0.05 -0.16 0.14 -0.03 -0.07 0.19 0.09 0.01 -0.36
0.22) (0.23) (0.22) (0.27) (0.54) (0.27) (0.56) .2®) (0.23) (0.22) (0.31)
Cotton PSU*year 2011*agricultural HH 0.61** 0.55* .63 0.61* 0.60° 0.61* 0.44 0.52* 0.76** 0.67** B84°
(0.21) (0.22) (0.20) (0.24) (0.36) (0.27) (0.56) 2@ (0.24) (0.19) (0.29)
HH head married 0.22** 0.10 0.22** 0.21* 0.14 0.24** 0.03 0.23** Qa3 0.23** 0.35**
(0.07) (0.07) (0.07) (0.08) (0.14) (0.08) (0.41) .00 (0.07) (0.07) (0.09)
HH head single 0.12 0.09 0.12 0.09 0.47 0.21° -0.15 0.11 0.16 0.09 0.32*
(0.10) (0.10) (0.10) (0.10) (0.29) (0.12) (0.45) A0 (0.11) (0.10) (0.11)
HH size 0.06** 0.06** 0.06** 0.06** 0.05** 0.06** 0.12** 0.06** 0.06** 0.07** 0.08**
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.03) .00 (0.01) (0.01) (0.01)
HH head age 0.00* 0.00* 0.00* 0.01* 0.00 0.01* 0.01 0.00* 0.00° 0.00* 0.01**
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.01) 0 0)) (0.00) (0.00) (0.00)
HH head secondary education 0.01 0.00 0.01 -0.01 0.11 -0.02 0.08 0.00 0.01 0-0.0 0.08
(0.04) (0.04) (0.04) (0.05) (0.07) (0.05) (0.19) .0®) (0.04) (0.04) (0.06)
HH head tertiary education 0.15* 0.13* 0.15* 0.14* 0.16 0.15° -0.06 0.14* 0*14 0.11° 0.18*
(0.06) (0.07) (0.06) (0.07) (0.12) (0.08) (0.28) .0®) (0.06) (0.06) (0.08)
HH head high occupation 0.12* 0.14* 0.13* 0.14* 0.07 0.11° 0.20 0.15** 0*0 0.16** 0.21*
(0.05) (0.06) (0.05) (0.06) (0.10) (0.06) 0.17) .0®) (0.05) (0.05) (0.07)
HH head occupations 4,5,7 or 8 0.24** 0.21* 0.24*  0.22** 0.19* 0.23** 0.37* 0.26** 0.26** 0.26** 0.2**
(0.04) (0.05) (0.04) (0.05) (0.08) (0.05) (0.15) .0®) (0.04) (0.04) (0.07)
HH head skilled agricultural occupation -0.02 0.01 -0.03 0.03 0.05 -0.05 -0.13 -0.04 -0.01 -0.03 -0.11
(0.05) (0.07) (0.05) (0.07) (0.09) (0.06) (0.21) .0®) (0.05) (0.05) (0.07)
HH female head 0.24** 0.10 0.25** 0.19* 0.27° 0.25** 0.39 0.25** 27 0.27** 0.33**
(0.07) (0.07) (0.07) (0.08) (0.14) (0.08) (0.36) .00 (0.07) (0.07) (0.09)
HH share of young members -0.39** -0.39** -0.39** -0.40** -0.68** -0.42* -061 -0.39** -0.44** -0.52** -0.39**
(0.08) (0.09) (0.08) (0.09) (0.21) (0.10) (0.48) . (0.08) (0.08) (0.13)
HH share of old members -0.28* -0.30* -0.28* -0.27° 0.14 -0.32° -0.21 -0*¥33  -0.38* -0.29* -0.37*
(0.14) (0.14) (0.14) (0.15) (0.44) (0.17) (0.91) .14 (0.14) (0.13) (0.16)
Constant 5.24%* 5.50** 5.24%* 5.22%* 5.50** 4.50** 4.87* 5.19** 5.23** 5.00** 2.34**
(0.24) (0.25) (0.24) (0.26) (0.50) (1.57) (0.91) .20 (0.26) (0.20) (0.39)
Observations 2,595 2,087 2,595 1,891 703 1,848 2,595 2,576 2,594 2,651 2,650
R-squared 0.57 0.58 0.57 0.60 0.59 0.57 0.82 0.56 0.55 0.57 490
Adjusted R-squared 0.55 0.56 0.55 0.57 0.52 0.54 0.43 0.54 0.53 0.55 470

Robust standard errors in parentheses (clustettbeé atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofititerview, dummies for the deciles of the hous@hotome distribution in 2007, year dummies, a dynfion agri-
cultural household, a dummy for living in a cotte8U as well as all interaction terms between yaarrdies, the agricultural household dummy and th®edSU dummy. The first column shows the baseliselts for
households with at least one female working menfioen table 1. Column 2 defines agricultural houséb@s households with at least two members workiragriculture. Column 3 also considers the seamalipa-
tions of individuals for the definition of agricutal HHs. The fourth column excludes all mixed hehalds that have both agricultural and non-agticaltworkers, whereas column five defines femalesebolds as
households with at least two female working memb@mumn six excludes additional control variakdedhe village and sub-district level that are diésd in the summary statistics table. Column seweludes dum-
mies for each household. In column eight until oolueleven, | use the same specification as in collinbut other measures for household income. Qoleight uses household income excluding in kinchpayts and
column nine includes a monthly average for bonysneats and social benefits instead of the paynmegtsived last month. In column ten, | treated hbakks with zero income by imputing wage income eerdittances
for households that reported having workers or amitg, but did not show any wage earnings or rentéis. Finally in column eleven, | simply includeslibeholds with zero income by using log(1+incomsjdad of
log(income).
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Appendix Table A 3.21.: Effects on consumption (geiing consumption using oxford scales)

OLS Reduced Form (1-4) IV (5-8)
1) (2 (3) 4 (5) (6) ) (8)
VARIABLES Log of Food Log of Food Log of non- Log of total Log of Food Log of Food Log of non- Log of total
purchased consumed  food spending consumption purchased consumed  food spending consumption
Cotton PSU*year 2009*agricultural HH -0.15 -0.02 .00 -0.02 -0.14 -0.01 -0.00 -0.01
(0.20) (0.13) (0.24) (0.14) (0.20) (0.13) (0.24) .14)
Cotton PSU*year 2011*agricultural HH 0.20 0.21° .4 0.29*
(0.17) (0.13) (0.21) (0.13)
HH head married -0.01 -0.06 -0.04 -0.06 -0.09 -0.15* -0.26* -0.18*
(0.06) (0.05) (0.08) (0.05) (0.10) (0.08) (0.13) .0®)
HH head single 0.27° 0.22** -0.04 0.18° 0.24° 0.19* -0.13 0.12
(0.14) (0.08) (0.18) (0.09) (0.14) (0.09) (0.20) 1M
HH head age -0.00 -0.00 -0.00 -0.00 -0.00 -0.00° -0.01° -0.01*
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) .0®
HH head secondary education 0.11* 0.09** 0.19** 0.11* 0.10* 0.08* 0.17** 0.10*
(0.04) (0.03) (0.05) (0.03) (0.05) (0.04) (0.06) .00
HH head tertiary education 0.21* 0.13* 0.36** 0.18** 0.17* 0.10° 0.28** 0.13
(0.06) (0.05) (0.07) (0.05) (0.07) (0.05) (0.09) .06)
HH head high occupation 0.18* 0.17* 0.18** 0.17** 0.15* 0.13* 0.09 0.11*
(0.05) (0.03) (0.07) (0.04) (0.06) (0.04) (0.08) .08)
HH head occupations 4,5,7 or 8 0.16** 0.13** 0.13* 0.13** 0.10 0.06 -0.04 0.03
(0.04) (0.03) (0.05) (0.03) (0.07) (0.05) (0.10) .0®)
HH head skilled agricultural occupation 0.06 0.08* 0.03 0.07* 0.06 0.09* 0.05 0.08*
(0.05) (0.04) (0.06) (0.03) (0.05) (0.04) (0.07) .0d)
HH female head 0.07 0.01 -0.06 0.00 0.00 -0.07 -0.24* -0.10
(0.06) (0.04) (0.08) (0.04) (0.09) (0.07) (0.12) .00
logHHinc 0.28 0.30 0.71* 0.42*
(0.24) (0.19) (0.34) (0.20)
Constant 2.91* 3.50* 3.70* 5.19** 1.58 2.06* 0.26 3.18*
(0.23) (0.15) (0.29) (0.16) (1.21) (0.96) (1.72) .0ogtn)
First stage (log of HH income instrumented)
Cotton PSU*year 2011*agricultural HH 0.70** 077 0.70** 0.70**
(0.19) (0.19) (0.19) (0.19)
Partial F-TestF-statistics) 12.98 13.03 13.09 13.03
Observations 2,647 2,652 2,650 2,652 2,646 2,651 2,649 2,651
R-squared 0.47 0.46 0.27 0.44 0.43 0.38 0.13 0.31
Adjusted R-squared 0.44 0.44 0.25 0.42 0.41 0.35 0.10 0.28

Robust standard errors in parentheses (clustettbeé atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofitierview, dummies for the deciles of the houseéhitome distribution in 2007, year dummies, a dynfion agri-
cultural household, a dummy for living in a cot®8U as well as all interaction terms between yearrdies, the agricultural household dummy and thrd®SU dummy. Consumption is measured in Tajik&a and
weighted by oxford-scales. Food purchased and coedus reported for the last 7 days, whereas fenduwmed includes food purchased plus self-prodiamtiand in kind payments in food. Non-food constiampand
overall consumption is computed as monthly average.
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Appendix Table A 3.22.: Effects on consumption détd food items (comparing purchased vs. subsiseenonsumption)

1) @ 3 4 ®) (6) ] ()]
VARIABLES Log of Log of Log of Log of Log of Log of Log of Log of
grain grain not meat meat not fruits fruits not sweets  sweets not
purch. purch. purch. purch. purch. purch. purch. pur.
Cotton PSU*year 2009*agricultural HH -0.30 0.09 03 0.00 0.14 -0.31 -0.13 -0.54
(0.29) (0.24) (0.18) (0.65) 0.27) (0.27) (0.22) 4@
Cotton PSU*year 2011*agricultural HH 0.08 -0.05 9.3 1.04 0.55° -0.23 0.85* 0.29
(0.24) (0.32) (0.22) (1.06) (0.32) (0.32) (0.36) 70
HH head married 0.12 0.01 0.05 0.41 0.08 -0.11 -0.00 0.15
(0.08) (0.09) (0.07) (0.25) (0.09) (0.11) (0.09) .20
HH head single -0.05 0.13 0.19 0.88* 0.07 -0.33 0.25 -0.07
(0.26) (0.30) (0.18) (0.43) (0.23) (0.24) (0.19) .5@)
HH size 0.08** 0.10** 0.04** 0.10** 0.05** 0.05** 0.06** -0.00
(0.01) (0.01) (0.01) (0.03) (0.01) (0.01) (0.01) .00
HH head age 0.00 0.01* 0.00* -0.00 0.00 0.00 0.01* 0.02**
(0.00) (0.00) (0.00) (0.01) (0.00) (0.00) (0.00) .00
HH head secondary education -0.01 0.02 -0.02 -0.17 -0.02 0.20** 0.11° 0.18
(0.06) (0.06) (0.05) (0.16) (0.07) (0.07) (0.06) 1@
HH head tertiary education 0.02 -0.08 0.15* -0.47° 0.11 0.18° 0.16° 0.33*
(0.09) (0.08) (0.07) (0.25) (0.08) (0.10) (0.09) 1@
HH head high occupation 0.08 0.03 0.09 0.03 0.10 0.00 0.06 0.11
(0.08) (0.06) (0.06) (0.17) (0.07) (0.08) (0.07) 1@
HH head occupations 4,5,7 or 8 0.07 0.02 0.11* -0.31° 0.14** 0.01 0.04 0.04
(0.06) (0.06) (0.04) (0.19) (0.05) (0.07) (0.06) 1@
HH head skilled agricultural occupation 0.02 -0.00 -0.03 0.16 0.05 -0.04 0.04 0.22
(0.09) (0.07) (0.06) (0.19) (0.07) (0.07) (0.06) 1@
HH female head 0.03 -0.05 -0.07 -0.08 -0.02 -0.15 -0.06 0.05
(0.08) (0.09) (0.07) (0.20) (0.09) (0.10) (0.08) 1@
HH share of young members -0.08 -0.01 -0.05 -0.45 -0.18 0.06 -0.06 0.41
(0.13) (0.11) (0.10) (0.36) (0.12) (0.12) (0.10) .28)
HH share of old members -0.45* -0.54* -0.32* -0.17 -0.50* 0.09 -0.58** -@26
(0.22) (0.21) (0.15) (0.81) (0.23) (0.27) (0.18) .30
Constant 2.16** 1.94** 2.48* 0.95 1.47* 1.43* 1.55** -0.3
(0.33) (0.32) (0.22) (0.89) (0.28) (0.30) (0.31) .6@)
Observations 2,447 1,791 1,919 271 1,804 1,371 2,312 1,359
R-squared 0.38 0.26 0.31 0.52 0.24 0.27 0.32 0.26
Adjusted R-squared 0.35 0.21 0.27 0.26 0.19 0.21 0.29 0.20

Robust standard errors in parentheses (clustetbe atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofititerview, dummies for the deciles of the hous@hotome distribution in 2007, year dummies, a dynfion agri-
cultural household, a dummy for living in a cot®®8U as well as all interaction terms between yeanrdies, the agricultural household dummy and thieed®SU dummy. Consumption is reported for theTadays and
measured in Tajik Somoni. Food purchased inclulégms purchased on local markets. Food not msel includes as self-produced food and in kindneays in food, but is also evaluated at markeegric
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Appendix Table A 3.23.: IV Effects on consumptioetdiled food items
) @ ® @ ® Q) @)

VARIABLES Log of Log of Log of fruits Log of meat Log of milk Log of Log of
grains cons. vegetables cons. cons. cons. beverages sweets cons.
cons. cons.
Log of HH income 0.13 0.11 0.69 0.42 0.06 0.19 0.90
(0.21) (0.28) (0.46) (0.30) 0.27) (0.30) (0.57)
HH head married 0.02 -0.06 -0.18 -0.07 0.00 -0.05 -0.30°
(0.08) (0.10) (0.16) (0.11) (0.09) (0.11) (0.18)
HH head single 0.15 0.08 -0.01 0.15 0.12 0.21 -0.05
(0.14) (0.13) (0.22) (0.20) (0.11) (0.23) (0.20)
HH size 0.09** 0.06** 0.03 0.03 0.06** 0.02 0.01
(0.01) (0.01) (0.02) (0.02) (0.01) (0.02) (0.03)
HH head age 0.00 0.01* 0.00 0.00 0.00 0.00 0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.01)
HH head secondary education 0.03 0.12** 0.15* -0.03 0.14** 0.08° 0.14*
(0.04) (0.04) (0.07) (0.05) (0.04) (0.05) (0.07)
HH head tertiary education -0.06 0.13* 0.16° 0.07 0.21** 0.13° 0.09
(0.05) (0.06) (0.09) (0.08) (0.06) (0.07) (0.10)
HH head high occupation 0.05 0.07 -0.01 0.04 0.09 0.17* -0.03
(0.05) (0.06) (0.10) (0.08) (0.06) (0.08) (0.11)
HH head occupations 4,5,7 or 8 0.02 -0.01 -0.04 0.02 0.10 0.06 -0.14
(0.06) (0.08) (0.12) (0.08) (0.08) (0.09) (0.15)
HH head skilled agricultural occupation 0.01 0.09° 0.08 0.09 0.08° 0.15** 0.05
(0.04) (0.05) (0.06) (0.06) (0.04) (0.06) (0.08)
HH female head -0.11 -0.08 -0.28° -0.21* -0.02 -0.11 -0.37*
(0.08) (0.10) (0.16) (0.11) (0.09) (0.11) (0.18)
HH share of young members 0.03 0.02 0.22 0.13 -0.00 0.13 0.52°
(0.11) (0.14) (0.24) (0.16) (0.13) (0.16) 0.27)
HH share of old members -0.35* -0.57* -0.12 -0.12 -0.19 -0.21 -0.50
0.17) (0.17) (0.29) (0.19) (0.18) (0.20) (0.32)
Cotton PSU*year 2009*agricultural HH -0.18 0.07 -0.06 0.30 0.03 0.01 -0.19
(0.15) (0.16) (0.26) (0.18) (0.15) (0.19) (0.28)
Constant 2.15* 1.45 -2.03 0.49 2.02 -0.32 -3.09
(1.08) (1.41) (2.28) (1.46) (1.38) (1.55) (2.90)
First stage (log of HH income instrumented)
Cotton PSU*year 2011*agricultural HH 0.70** 0.70** 0.72** 0.71* 0.69** 0.70** 0.67**
(0.19) (0.19) (0.21) (0.21) (0.19) (0.20) (0.20)
Partial F-Test (F-statistics) 13.03 13.06 12.02 11.44 12.69 12.92 11.84
Observations 2,651 2,650 2,369 2,076 2,624 2,609 2,628
R-squared 0.47 0.33 0.22 0.39 0.29 0.03
R-squared (un-centered) 0.98 0.96 0.89 0.96 0.97 0.71 0.82

Robust standard errors in parentheses (clustettbeé atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofitierview, dummies for the deciles of the houseéhitome distribution in 2007, year dummies, a dynfion agri-

cultural household, a dummy for living in a cotteBU as well as all interaction terms between yeanmdies, the agricultural household dummy and thtord®SU dummy. The table presents estimates émitome
elasticity of consumption for 7 different food prad groups using a Two-Stage-Least-Square (2SLtBhation. | instrument the independent variable im@hhousehold income using the interaction ofabgon PSU, the
agricultural household and the year 2011 dummyxgesreal instrument. Because for the 2SLS estimatiging the ivregress-command in Stata the R-squareldl not be computed for two columns, | alsoudel the un-
centered R-Square from a GMM-estimation using i2reg
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Appendix Table A 3.24.: IVEffects on consumptiontdéed non-food items

@ @ ©) 4) ®) (6) ) ®) (9) (10) 11 (12) (13)
Log of Log of Log of Log of Log of Log of Log of Log of Log of Log of Log of Log of Log of
spending spending spending spending spending spending spending spending spending spending spending spending spending
VARIABLES Personal Cleaning Fueland information Other Clothing HH articles Hobbies, Cars and Personal For travel Insurance  Marriage,
care products transport articles and shoes Services dwellling articles and taxes oth. cer.
Log of HH income 0.64° 0.23 0.58 -0.24 2.39 0.43 161. -0.20 0.26 0.04 0.24 0.86 1.80°
(0.38) (0.36) (0.52) (0.54) (2.76) (0.31) (0.62) .66) (0.37) (1.14) (1.36) (0.63) (1.08)
HH head married -0.21° -0.10 -0.07 0.06 -0.38 -0.10 -0.39° 0.12 0.10 -0.11 -0.56 0.10 -0.60°
(0.12) (0.11) (0.19) (0.21) (0.63) (0.12) (0.23) . (0.23) (0.40) (0.74) (0.22) (0.36)
HH head single -0.11 0.01 -0.22 0.37 2.79 -0.23 450. 0.58 -0.58° 0.16 2.78* -0.41 -0.50
(0.22) (0.17) (0.40) (0.47) (3.86) (0.27) (0.31) .8®) (0.35) (1.17) (0.53) (0.43) (0.32)
HH size 0.02 0.04* 0.05° 0.07* -0.07 0.06** -0.00 0.06 -0.0 0.08 0.07 -0.00 -0.03
(0.02) (0.02) (0.03) (0.03) (0.15) (0.02) (0.03) 1@ (0.03) (0.14) (0.06) (0.03) (0.06)
HH head age -0.00 0.00 0.00 -0.00 -0.01 0.00 -0.00 0.00 0.01 .020 -0.01 0.00 -0.01
(0.00) (0.00) (0.01) (0.01) (0.02) (0.00) (0.01) .00 (0.01) (0.01) (0.02) (0.01) (0.01)
HH head secondary education 0.01 0.07 0.15 -0.20 .21-0 0.13* 0.00 0.25° -0.04 -0.34 -0.12 0.03 0.08
(0.05) (0.04) (0.10) (0.13) (0.40) (0.06) (0.11) .14 (0.16) (0.23) (0.40) (0.15) (0.14)
HH head tertiary education 0.08 0.16* 0.25° -0.05 0.46 0.19* 0.06 0.50° 0.10 -0.14 0.18 0.09 0.07
(0.08) (0.07) (0.13) (0.16) (0.52) (0.08) (0.18) .2Q) (0.20) (0.33) (0.48) (0.15) (0.19)
HH head high occupation 0.04 -0.04 0.08 0.29° -0.25 0.13 -0.12 0.14 -0.10 0.02 -0.75 -0.35° -0.35
(0.08) (0.06) (0.13) (0.16) (0.76) (0.09) (0.14) 40 (0.19) (0.30) (0.52) (0.20) (0.25)
HH head occupations 4,5,7 or 8 -0.03 0.02 0.0 0.23 -0.28 -0.05 -0.20 0.15 -0.19 0.06 0.15 -0.22 -0.35
(0.12) (0.10) (0.14) (0.21) (0.57) (0.10) (0.20) .5@®) (0.16) 0.22) (0.54) (0.20) (0.32)
HH head skilled agricultural occupation 0.08 0.03 .020 -0.00 0.03 0.01 0.00 -0.05 -0.40* 0.18 -0.18 040. 0.17
(0.07) (0.05) (0.10) (0.21) (0.38) (0.08) (0.13) .20 (0.18) (0.35) (0.39) 0.17) (0.16)
HH female head -0.28* -0.13 -0.19 0.06 -0.60 -0.23°  -0.67** 0.14 0.02 -0.32 -0.37 -0.07 -0.74*
(0.13) 0.12) (0.19) (0.18) (1.07) 0.12) (0.25) .3@) (0.24) (0.38) 0.77) (0.24) (0.37)
HH share of young members 0.14 0.20 -0.10 -0.24 61.3 0.17 0.32 -0.02 0.44 -0.18 -0.29 0.29 0.17
(0.20) 0.17) (0.29) (0.25) (1.79) (0.18) (0.31) .26) (0.34) (0.99) (0.78) (0.32) (0.60)
HH share of old members -0.41° -0.23 -0.26 -0.00 650. -0.83* -0.30 -0.08 -0.56 2.37* 0.09 -0.19 0.09
(0.22) (0.21) (0.28) (0.45) (1.08) 0.27) (0.44) 70 (0.72) 0.72) (1.20) (0.45) (0.55)
Cotton PSU*year 2009*agricultural HH -0.18 -0.14 4D. -0.18 0.74 0.13 -0.15 -0.19 0.27 0.29 0.91 0.35 1.06
(0.18) 0.17) (0.30) (0.62) 1.79) 0.22) (0.37) 1@ (0.55) (0.89) (1.49) (0.47) (0.68)
Constant -0.43 1.17 -0.19 3.58 -10.16 2.76° -3.08 4.01 2.72 6.17 4.34 -3.21 -3.68
(1.89) (1.87) (2.72) (2.91) (14.74) (1.59) (3.15) 9.4B8) (2.18) (6.46) (7.56) (3.59) (5.46)
First stage (log of HH income instrumented)
Cotton PSU*year 2011*agricultural HH 0.76** 0.65** 0.74* 0.82* 0.37 0.72* 0.77* 0.30 1.34% 0.67 20 0.83** 0.56*
(0.20) (0.19) (0.23) (0.38) (0.30) (0.20) (0.24) .30 (0.32) (0.62) (0.64) (0.28) (0.26)
Partial F-Test (F-statistics) 14.71 11.6 10.55 14.6 1.48 13.34 9.84 0.67 17.61 1.2 1.99 9.02 4.69
Observations 2,517 2,555 1,776 567 917 2,536 1,645 593 880 396 55 3 771 1,579
R-squared 0.11 0.28 0.17 0.32 0.25 0.03 0.27 0.23 0.44 0.54 0.12
R-squared (un-centered) 0.92 0.95 0.92 0.85 0.67 98 0. 0.87 0.93 0.95 0.93 0.95 0.94 0.91

Robust standard errors in parentheses (clustetéeé atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofititerview, dummies for the deciles of the houséhotome distribution in 2007, year dummies, a dynfion agri-
cultural household, a dummy for living in a cotteBU as well as all interaction terms between yeanrdies, the agricultural household dummy and thod®SU dummy. The table presents estimates &imtome
elasticity of consumption for 13 different food drt groups using a Two-Stage-Least-Square (2S&t8hation. | instrument the independent variablmimal household income using the interaction ofdbion PSU,
the agricultural household and the year 2011 durmsngxternal instrument. Because for the 2SLS estimasing the ivregress-command in Stata the Rusglicould not be computed for two columns, | astude the
un-centered R-Square from a GMM-estimation usimgg2
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Appendix Table A 3.25.: Real monthly household imse for HHs without/with migrants

o @ ©) 4 ®) (6)
Households without migrants Households with migrarg
VARIABLES logHHinc  logHHinc  logHHinc  logHHinc  logHkhc  logHHinc
Cotton PSU*year 2009*agricultural HH -0.18 -0.49 .0D 0.23 0.11 -0.16
0.17) (0.30) (0.24) (0.35) (0.50) (0.52)
Cotton PSU*year 2011*agricultural HH 0.19 -0.55* 50** 0.57* 0.12 0.51
(0.16) (0.25) (0.20) (0.28) (0.43) (0.48)
HH head married 0.08° 0.06 0.09 0.11 0.05 0.10
(0.05) (0.07) (0.07) (0.11) (0.28) (0.11)
HH head single -0.05 -0.08 -0.02 0.25 -0.10 0.27
(0.11) (0.17) 0.12) (0.21) (0.49) (0.25)
HH size 0.06** 0.05** 0.06** 0.04** 0.05** 0.02
(0.01) (0.01) (0.01) (0.01) (0.02) (0.02)
HH head age 0.01** 0.01** 0.01* 0.00 -0.01 0.01
(0.00) (0.00) (0.00) (0.00) (0.01) (0.01)
HH head secondary education 0.06° 0.10° 0.01 0.02 0.07- 0.02
(0.03) (0.05) (0.04) (0.07) (0.13) (0.09)
HH head tertiary education 0.17* 0.17* 0.13* 0.16 0.17 0.12
(0.04) (0.06) (0.06) (0.10) (0.21) (0.14)
HH head high occupation 0.18* 0.10 0.21** 0.05 1D. 0.05
(0.04) (0.06) (0.05) (0.09) (0.16) (0.13)
HH head occupations 4,5,7 or 8 0.29** 0.23* 0.31*»* 0.11 0.02 0.11
(0.03) (0.05) (0.05) (0.07) (0.13) (0.09)
HH head skilled agricultural occupation -0.04 -0.06  -0.00 0.02 0.11 0.03
(0.05) (0.08) (0.06) (0.07) (0.18) (0.10)
HH female head 0.07 0.00 0.07 0.03 -0.08 0.08
(0.05) (0.07) (0.07) (0.09) (0.23) (0.11)
HH share of young members -0.28** -0.32** -0.22* .20 0.04 -0.39°
(0.06) (0.09) (0.09) (0.16) (0.29) (0.20)
HH share of old members -0.09 0.06 -0.16 -0.07 0.74 -0.98*
(0.10) (0.16) (0.13) (0.33) (0.54) (0.43)
Constant 4.99** 4.92** 5.28** 5.64** 5.52** 5.54**
(0.16) (0.21) (0.26) (0.38) (0.62) (0.52)
Observations 4,294 2,167 2,127 780 312 468
R-squared 0.53 0.51 0.60 0.51 0.66 0.55
Adjusted R-squared 0.52 0.48 0.58 0.44 0.53 0.43

Robust standard errors in parentheses (clustettbe atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofitikerview, dummies for the deciles
of the household income distribution in 2007, ygammies, a dummy for agricultural household, a dynfion living in a cotton PSU as

well as all interaction terms between year dummnites agricultural household dummy and the cottod B&mmy. This table reproduces the
results of Table 1 for the subsamples of househsitls and without migrants. Columns 1-3 show theules of the HH income equations
from Table 1 for the sub-sample of households wittmigrants and columns 4-6 the results for thesarple of households with migrants.
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Appendix Table A 3.26.: Attrition
1) @) 3 4 (®) (6)
VARIABLES HHattrit HHattrit HHattrit HHattrit HHattrit HHatit
Cotton PSU*year 2009*agricultural HH -0.03 -0.08* 0.01 -0.04 0.02 0.01
(0.03) (0.03) (0.03) (0.04) (0.02) (0.04)
Cotton PSU*year 2011*agricultural HH -0.03 -0.13* 0.03 -0.09 0.03 0.03
(0.04) (0.05) (0.06) (0.08) (0.05) (0.07)
HH head married -0.01 -0.02° -0.01 -0.03 -0.02 -0.04*
(0.01) (0.01) (0.01) (0.02) (0.01) (0.02)
HH head single -0.02 0.01 -0.03 -0.03 -0.04 -0.03
(0.02) (0.02) (0.03) (0.03) (0.03) (0.03)
HH size 0.00 0.00 0.00 0.00 0.00 0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
HH head age -0.00 -0.00° 0.00 -0.00 -0.00** -0.00*
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
HH head secondary education 0.00 0.01 0.02° 0.02° .00 0 -0.00
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
HH head tertiary education 0.01 0.00 0.02° 0.01 10.0 -0.01
(0.01) (0.01) (0.01) (0.02) (0.01) (0.02)
HH head high occupation 0.01 0.01 0.01 0.01 -0.01 0.00-
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
HH head occupations 4,5,7 or 8 0.01 0.00 0.01 -0.01 -0.00 -0.01
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
HH head skilled agricultural occupation 0.01 -0.00 -0.00 0.00 0.02° 0.03
(0.01) (0.01) (0.01) (0.02) (0.01) (0.02)
HH female head 0.00 -0.03* 0.01 -0.02 -0.00 -0.04*
(0.01) (0.01) (0.01) (0.02) (0.01) (0.02)
HH share of young members 0.01 -0.01 0.03 0.02 *0.05 0.04
(0.02) (0.02) (0.02) (0.03) (0.02) (0.03)
HH share of old members 0.05 0.05 0.00 -0.00 0.03 .030
(0.03) (0.04) (0.04) (0.05) (0.04) (0.05)
Constant 0.27** 0.36** 0.26** 0.38** 0.10* 0.09
(0.05) (0.07) (0.05) (0.08) (0.05) (0.06)
Observations 7,996 4,082 4,282 2,174 4,159 2,114
R-squared 0.75 0.78 0.17 0.22 0.25 0.29
Adjusted R-squared 0.75 0.78 0.15 0.19 0.23 0.26

Robust standard errors in parentheses (clustertbeé atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofititerview, dummies for the deciles
of the household income distribution in 2007, yeammies, a dummy for agricultural household, a dynfion living in a cotton PSU as

well as all interaction terms between year dummties,agricultural household dummy and the cottod B8mmy. The data set is now
constructed to include every household in every Yiealependent variables for households not appegan every year are taken from the
earliest year possible). The dependent variableates, whether the household appears in that({¢an the dataset or not (0). The first
column shows the results for the whole sample ofkbolds with at least one worker, the second aolanty includes households with at
least one female working member. Column 3 and Zeqteal to column 1 and 2, only that they excludeskbolds only in the data set in
2007. Column 5 and 6 exclude households only ird#taset in 2011.
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Appendix Table A 3.27.: Robustness of the main sfie&tion to attrition

@) ) ®3) 4 ®)
VARIABLES logHHinc  logHHinc  logHHinc  logHHinc  logHHinc
Cotton PSU*year 2009*agricultural HH 0.07 0.16 0.16 0.16 0.10
(0.22) (0.23) (0.23) (0.23) (0.24)
Cotton PSU*year 2011*agricultural HH 0.61** 0.70*  0.76** 0.73* 0.69**
(0.21) (0.22) (0.22) (0.23) (0.22)
HH head married 0.22** 0.26** 0.28** 0.30** 0.29**
(0.07) (0.09) (0.09) (0.09) (0.10)
HH head single 0.12 0.10 0.10 0.12 0.11
(0.10) (0.14) (0.14) (0.14) (0.14)
HH size 0.06** 0.07* 0.07* 0.07** 0.07**
(0.01) (0.01) (0.01) (0.01) (0.01)
HH head age 0.00* 0.01** 0.01** 0.01** 0.01*
(0.00) (0.00) (0.00) (0.00) (0.00)
HH head secondary education 0.01 0.03 0.03 0.02 0.02
(0.04) (0.05) (0.05) (0.05) (0.06)
HH head tertiary education 0.15* 0.19** 0.19** 0.18* 0.19*
(0.06) (0.07) (0.07) (0.08) (0.08)
HH head high occupation 0.12* 0.16** 0.17* 0.18** 0.17*
(0.05) (0.06) (0.06) (0.07) (0.07)
HH head occupations 4,5,7 or 8 0.24* 0.28** 0.28*  0.27** 0.30**
(0.04) (0.05) (0.05) (0.05) (0.06)
HH head skilled agricultural occupation -0.02 -0.03 -0.04 -0.04 -0.04
(0.05) (0.07) (0.07) (0.08) (0.08)
HH female head 0.24** 0.25** 0.27* 0.28** 0.27**
(0.07) (0.08) (0.08) (0.09) (0.09)
HH share of young members -0.39** -0.46** -0.43** -0.49** -0.46**
(0.08) (0.10) (0.10) (0.11) (0.11)
HH share of old members -0.28* -0.38* -0.38* -0.32 -0.33
(0.14) (0.18) (0.18) (0.19) (0.20)
Constant 5.24%* 5.05** 4.96** 4.99** 4.99**
(0.24) (0.26) (0.25) 0.27) (0.27)
Observations 2,595 1,976 1,956 1,835 1,733
R-squared 0.57 0.48 0.48 0.49 0.48
Adjusted R-squared 0.55 0.45 0.45 0.46 0.45

Robust standard errors in parentheses (clustertbeé atllage level); ** p<0.01, * p<0.05, ° p<0.1

Note: All specifications include district dummigspvince-year dummies, dummies for the month ofititerview, dummies for the deciles
of the household income distribution in 2007, yeammies, a dummy for agricultural household, a dynfion living in a cotton PSU as
well as all interaction terms between year dumntles agricultural household dummy and the cottobd B8mmy. The first column shows
the baseline results for households with at leastemale member working. Column 2 excludes houskhohly in the data set in 2007,
column 3 additionally excludes HHs only in the datain 2007, column 4 additionally excludes HHsydnlthe data set in 2007 and 2009
and the last column additionally excludes HHs dnlthe data set in 2007 and 2011.
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Appendix Table A 3.28.: Quantile Regressions Effeon intensive labor supply

(€] &) (©)] (€] 2 3 (] ()] C)]
Hours worked Hours worked by female Hours workedniaje
VARIABLES g25 g50 q75 g25 g50 q75 g25 g50 q75
Cotton PSU*year 2009*agricultural HH -25.25* -26+94 -16.91* -18.90** -14.72* -6.29 -5.47 -8.09* -548
(10.02) (9.12) (8.55) (6.58) (6.13) (5.28) (4.40) 3.2Q) (3.01)
Cotton PSU*year 2011*agricultural HH -11.14 -18.57° -16.52° -11.05° -8.98 -3.19 -6.43 S11.17* -6.93*
(9.15) (10.07) (9.42) (6.02) (5.54) (5.84) (4.78) 4.31) (3.30)
Number of respective workers 33.14#* 41.60** 49.10* 31.61* 39.17* 48.68** 37.23* 43.83** 51.86**
(1.15) (1.23) (1.13) (1.29) (1.27) (1.29) (0.82) .8® (0.78)
HH head married -1.36 3.38 0.37 0.15 1.22 1.88 0.13 -0.26 -0.08
(3.20) (2.84) (2.67) (2.13) (1.76) (1.63) (0.69) 7® (0.81)
HH head single 3.17 2.89 -4.25 -0.00 2.27 -2.52 0.22 -0.07 0.99
(6.09) (4.77) (5.73) (5.14) (4.12) (5.23) (0.82) 79 (1.42)
HH size 0.32 -0.09 -0.03 -0.49° -0.31 -0.00 -0.12 -0.09 50.0
(0.50) (0.44) (0.48) (0.25) (0.23) (0.24) (0.16) 1@ (0.15)
HH head age 0.10 0.07 -0.11 0.14* 0.08 -0.03 0.02 0.00 -0.04
(0.10) (0.09) (0.09) (0.06) (0.05) (0.06) (0.03) . (0.03)
HH head secondary education -0.13 -3.03 -4.98* 1.62 0.20 -2.43° -0.14 -0.44 -1.33
(2.48) (2.14) (2.39) (1.55) (1.25) (1.39) (0.59) .668) (0.85)
HH head tertiary education -0.12 -4.78° -6.19*% 0.95 -1.54 -4.80** 0.01 -0.54 1.77°
(2.94) (2.79) (3.00) (1.90) (1.67) (1.86) (0.76) .80 (1.03)
HH head high occupation 2.35 -0.55 -4.70° 0.42 -0.02 -1.09 0.20 0.06 -1.75°
(2.65) (2.36) (2.59) (1.58) (1.38) (1.48) (0.79) .70 (0.94)
HH head occupations 4,5,7 or 8 7.75%* 4.04* 2.73 821. 1.47 1.07 0.87 1.03 0.81
(2.26) (2.00) (2.36) (1.46) (1.24) (1.25) (0.80) .80 (1.00)
HH head skilled agricultural occupation -1.49 1.11 1.18 -0.63 -0.06 1.44 -0.33 2.25 0.97
(3.42) (2.85) (2.71) (1.85) (1.65) 1.72) (1.54) 42 (1.24)
HH female head -2.24 0.37 -2.10 0.23 1.78 1.26 -0.44 -1.06 0.08
(2.89) (2.68) (2.44) (2.03) (1.59) (1.49) (0.96) .8® (0.86)
HH share of young members 1.16 0.89 -0.64 1.25 0.76 -2.09 0.48 0.51 1.16
(4.36) (4.22) (4.12) (2.81) (2.36) (2.44) (1.04) .o (1.28)
HH share of old members -9.72 -7.85 4.80 -10.52* -8.69* -0.10 -1.05 -0.23 gil
(6.64) (6.08) (5.46) (4.64) (3.80) (3.86) (1.18) .14 (1.32)
Constant -5.11 1.36 14.56 -11.84° -7.13 -0.72 0.49 181 %7.39
(11.05) (9.51) (10.10) (6.67) (5.66) (6.47) (3.27) (2.66) (3.18)
Observations 2,652 2,652 2,652 2,652 2,652 2,652 2,652 2,652 522,6

Bootstrapped standard errors in parentheses (4liéatons); ** p<0.01, * p<0.05, ° p<0.1
Note: All specifications include district dummigspvince-year dummies, dummies for the month ofititerview, dummies for the deciles of the hous@hotome distribution in 2007, year dummies, a dynfion agri-
cultural household, a dummy for living in a cotf®8U as well as all interaction terms between yaarrdies, the agricultural household dummy and th®oed®SU dummy.
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Appendix 3 B Data Cleaning and Matching

The dataset | use in this paper is based on th&igtan Living Standards Survey
(TLSS) conducted by the World Bank and UNICEF i©2@&nd 2009 and a follow up
survey for 2011 conducted by the Institute for Easti Southeast European Studies
(I0S). In 2007, 4860 households living in 270 pniynsampling units (PSUs) in Tajiki-
stan were interviewed (18 households per PSU). S&sple was reduced to only 167
PSUs and 9 households per PSU resulting in 1508ite households in 2009 and
2011 (Danzer et al. 2013). In the analysis, | dnblude households living in the 167
PSUs that were revisited in 2009 and 26T he data | obtained from the World Bank
and the 10S was quite erroneous regarding individnd household identifiers across
waves. Thus, to be able to correctly aggregateviddal level variables within house-
holds and to link them across waves, | had to apgtgnsive cleaning procedures that
are described in Appendix 2 E.

In addition, for the research presented in thigptdral had to clean and prepare the sin-
gle modules of the raw data on different sourcesonfsehold income and various types
of expenditures as well as on education, healthramgglation of household members.
Only then it was possible to merge these modulesnally and across waves and to
connect them to the individual level dataset, whidad already constructed for the
research presented in the last chapter. The masusdssue was that in each single
module of the raw data missing values were cod#drdntly across waves, e.g. they
were coded as 99, 999, 9999, as “.” or as negaalges. | had to look closely at the
raw data using several descriptive statistics terdene whether a certain value may
have been used as the identifier for missing resgmnf the frequency of a certain val-
ue containing only the number 9 (e.g. 99, 999 @%%vas more than 10 times higher
than for other values above or below that valuassumed that this value indicates
missing responsé$’ In some cases, | could retrieve the correct inédiom on the cod-
ing of missing values in the respective module frtm original questionnaires. |
changed all values indicating missing responsesartrue missing symbol “.” in Stata.
For an additional robustness check, | decided foutewages and remittances and the
respective procedure is described below. Furthemioalso had to correct miscoded
individual and item identifiers in single moduleg tlosely looking at the structure of

126 As noted in Appendix 2 E, | conducted robustnésscks including those 103 PSUs and results ofastechapter
and also of this chapter do not change.

127 1n cases where this value was the highest orleeafvhole distribution and smaller values were biggen half of
that value, | did not change the data. Howevemast cases the highest value was 9999 and thesnlter value
appearing in the data was less than half that yalge 4000. In those cases | turned the 9999nising.
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the data. For example, in the module for transfecsived the identifiers for donors per
household were often not unique.

Because there were no constructed measures forahtis¢ variables | use in this pa-
per, | had to construct those measures makingrdiffekinds of assumptions. The vari-
able that needed the most attention was monthlgdtoald income. In the survey, dif-
ferent sources of household income are reportetifierent modules for different time
horizons at the individual or the household leV@ages paid in cash are reported at an
individual basis for the last month, but the momeyivalent of wages paid in kind is
reported for the whole year. The amount of bonyssed is reported for the last event
together with an average number on how many bonarseseceived per year. Remit-
tances are reported at the household level anglgagrin Tajik Somoni in 2007, on av-
erage per month in USD in 2009 and on average pmarthmin several currencies in
2011. Unfortunately, it seems that many interviesm@isunderstood the question and
asked for yearly remittances in USD in 2007. | aggph cleaning procedure to this is-
sue that is described below. Furthermore, in 20@¥ 2009 remittances in cash and in
kind are separated in the questionnaire, but irl 2B&y are not. Thus, | use the sum of
remittances in cash and in kind throughout theyemal Social benefits received from
the state are reported at the household levelh®ddst month together with the time
period the payment refers to. Transfers receivetlsamt by the household as well as
other income sources like rent income are repquerdyear at the household level. In
the main specification, | define monthly househiolcome in Tajik Somoni as the sum
of wage income last month plus last bonuses ancageemonthly in kind payments,
average monthly remittances, social benefits pastl tnonth, average monthly house-
hold income from other sources as well as a moratwégrage of net household transfers.
| assume that current income in terms of last besasd social benefits paid last month
is more relevant for current household decisiorgs, feod consumption that is reported
for the last 7 days, then the monthly average par.\However, for robustness checks, |
use many other measures for household incomeygrgy a monthly average for social
benefits and bonuses instead of the amounts pstisnanth or excluding wage in kind
payments. The results do not depend on the speatgfinition of monthly household
income (Tab. A3.20).

Because 286 of our 6012 household-year observatepwmt zero monthly household
income, | impute wages and remittances for thogeMR8giseholds and check if the re-
sults are robust to using the imputed measuredaséhold income (Tab. A3.20). How-
ever, | only imputed wages for household membeas were working, but did not re-
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port a wage?® Accordingly, | only imputed remittances for houskts with migrants
that did not report remittancés. | imputed wages in cash and in kind using the aredi
wage for workers with the same gender, same edurcatid the same occupation in the
same year. Using other imputations, e.g. the meagewnstead of the median wage,
does not change the empirical result. Following ¢y &2008), | imputed average month-
ly remittances using the lowest percentile of theamditional remittance distribution in
the respective year. However, for another robustiebeck, | also used the median of
the distribution, because the distribution of mbntlemittances is quite concentrated
around the median and not skewed. | used the sionpdenditional median because
more than 95% of Tajik migrants are male that wiarkhe Russian construction indus-
try and other low skilled occupations and earn alto&t same foreign wage per month
(Danzer and Ivaschenko 2010, descriptives of thimset). The results are robust to
using any of that imputed measures for remittamceshousehold wage income. | also
check, if including the households with zero incobyeusing log(1+income) changes
the results. Results are also robust to usingpttwsedure (Table A3.20).

Another variable | had to construct using some mggions is health spending. For 3
provinces in the TLSS 2007, the questions on hesglémding did not include spending
for medicaments. Thus, | constructed one measursgending on health excluding
spending for medicaments in all three waves andhanmne, where | assume that the
missing question in 2007 lead households to regheramounts spent on medicaments
in the question for spending on ambulatory medieaé. The results do not change us-
ing both measures indicating that households ma heported spending on medica-
ments within the other spending category. Concertive definition of an agricultural
household, | conducted many robustness checksatbaxplained in the paper and pre-
sented in Table A3.20. The only one not explaimethe paper is the one presented in
column 3 of Table A3.20. For this robustness chéeklditionally used the second oc-
cupation of workers to determine, whether they waorégriculture or not. | also defined
workers as agricultural workers, if they work innRagriculture as first occupation but
in agriculture as second occupation. Thus, the murabagricultural households with at
least one female working slightly increased duehie definition from 1414 to 1430,
whereas the number of non-agricultural householidls at least one female working
decreases from 1238 to 1222. However, the residtaat affected by this change com-
pared to the main specification in column 1, whieomly use the first occupation to

128 did not impute missing wages for other workingividuals living in households with non-zero inaarbecause
many workers in the dataset are unpaid family warke

129 For another robustness check, | imputed the rant#is for all households with migrants and zerenissing
remittances, not only for the households that edported zero household income. The results dehmentge.
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determine an agricultural worker. In column 2, fidke an agricultural household as a
household with at least two agricultural workerd)evweas the definition of a non-
agricultural household remains the same. The santei¢ for column 4, where | ex-
clude mixed households, i.e. households with aljtical and non-agricultural house-
holds, from the treatment group. Thus, the sanpleduced in column 2 and 4 com-
pared to column 1 by the number of households witly one agricultural worker and
the number of mixed households, respectively. Tdrestuction of the other variables is
more straightforward and can be inferred from tlemtext of the paper. | have accu-
rately documented the construction of the variawékin the do-files, which can be
requested from the author.

Another important issue | had to address duringdae cleaning procedure was the
miscoding of remittances in 2007. In the questiaenadousehold remittances should
have been reported per year in Tajik Somoni in 20@7average per month in USD in
2009 and on average per month in several curremti2®11. Unfortunately, it seems
that many interviewers misunderstood the questi@hasked for yearly remittances in
USD in 2007. | detected this problem by closelykiag at the descriptive statistics for
remittances and the sum of wages earned by migatntsad per household. The medi-
an of the sum of monthly wages earned abroad pesetmld was 300 USD in 2007,
but the median of yearly remittances only 1720k §pmoni equivalent to 42 USD per
month. In 2009 and 2011, the median of monthly teemces was 200 USD and the
median wage earned abroad was 400 and 500 US[xctesdy. Thus, | assumed that
in the TLSS 2007 yearly remittances were on averagereported in Somoni, but in
USD. The average exchange rate in 2007 was 3.498048D and | multiplied the
reported remittances with this value leading tortee median for monthly remittances
of 143 USD in 2007. However, apparently some hoolsishactually reported remit-
tances in Tajik Somoni and | identified and coredcthose cases using the following
procedure. | computed the ratio of monthly remites divided by the sum of the
monthly foreign wages of all migrants per househ#élor all observations with a ratio
higher than 1.5, | assumed that remittances wetakye reported in Somoni (because it
is unlikely to remit 150% of the foreign wages eath For those cases, | divided remit-
tances by the average exchange rate in 2007. Bes @gith a ratio between 1 and 1.5, |
had a closer look on the occupation and educatidgheomigrants. In most cases it was
obvious, that in the respective occupations it v&y unlikely to remit amounts higher
than 1000 USD per month and | assumed that remétawere reported in Somoni not
in USD. In some cases, interviewers or coders h&lakenly added a zero and |
cleaned those cases too. | did not change anytesroé values for households that had
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not reported the foreign wages of their migrantsb applied the described procedure
to the remittances sent in kind (not in cash) i0Z20~hich apparently have also been
reported in USD on average, not in Tajik Somoninakcated in the questionnaire. In

addition, | also applied the described proceduiaguthe ratio of remittances and the
sum of foreign wages earned by migrants to deteotsin the remittances reported for
2009 and 2011. In particular in 2011, there wereyneases where remittances had
been reported in Ruble but the interviewer indiddisSD as currency. | cleaned those
cases applying the average exchange rate of thie Ruthe USD in 2011. The detailed

do-files on the cleaning procedure described hanebe requested from the author.

After applying all these corrections, | first medgiae new data files internally and then
with the dataset | had constructed for the analygsented in the last chapter. Finally, |
constructed the final household level panel datésethis study by aggregating over

individuals within households. This final datasepresented in the data section of this
paper.
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