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Abstract

In this paper, we design polar codes and polar lattices for i.i.d. fading channels when the channel state information

is only available to the receiver. For the binary input case,we propose a new design of polar codes through single-stage

polarization to achieve the ergodic capacity. For the non-binary input case, polar codes are further extended to polar

lattices to achieve the egodic Poltyrev capacity, i.e., thecapacity without power limit. When the power constraint

is taken into consideration, we show that polar lattices with lattice Gaussian shaping achieve the egodic capacity of

fading channels. The coding and shaping are both explicit, and the overall complexity of encoding and decoding is

O(N log2 N).

I. I NTRODUCTION

Real-world wireless channels are generally modeled as time-varying fading channels due to multiple signal paths

and user mobility. Compared with time-invariant channel models, the wireless fading channel models allow the

channel gain to change randomly over time. In practice, we usually consider slow and fast fading channels. In slow

fading channels, the channel gain varies at a larger time scale than the symbol duration. In fast fading channels,

the code block length typically spans a large number of coherence time intervals and the channel is ergodic with a

well-defined Shannon capacity. In this paper we study the fast fading channel with independent channel gains. This

may be realized by perfect interleaving/de-interleaving of symbols, which offers much convenience for design. We

further assume that channel state information (CSI) is available to the receiver through training sequences, and the

transmitter only has the channel distribution information(CDI).

Polar codes, introduced by Arıkan [1], are capacity achieving for binary-input memoryless symmetric channels

(BMSCs). Efficient construction methods of polar codes for classical BMSCs such as binary erasure channels

(BECs), binary symmetric channels (BSCs), and binary-input additive white Gaussian noise (BAWGN) channels

were proposed in [2]–[4]. Besides channel coding, polar codes were then extended to source coding and their

asymptotic performance was proved to be optimal [5], [6]. Asa combination of the application of polar codes for

channel coding and lossless source coding, polar codes werefurther studied for binary-input memoryless asymmetric
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channels (BMACs) in [7]–[9]. The versatility of polar codesmakes them attractive and promising for coding over

many other channels, such as wiretap channels [10], broadcast channels [11], multiple access channels (MACs)

[12], compound channels [13], [14] and even quantum channels [15].

For fading channels, there has been considerable progress.Quasi-static fading channel with two states was

studied in [16]. Construction of polar codes for block Rayleigh fading channels when CSI or CDI is available to

both transmitter and receiver was considered in [17]. In this work, we consider the case in which CSI is available

to the receiver, and the transmitter only knows CDI. This is the case when a communication system is operated in

the open-loop mode. We show that the same channel capacity can be achieved as in the case where CSI is available

to both. The previous work [18] of polar codes for fading channels does not require CSI for the transmitter either.

The authors proposed a novel hierarchic scheme to constructpolar codes through two phases of polarization. The

channel state is assumed to be constant over each coherence interval and the channel is modeled as a mixture of

BSCs. The first phase of polarization is to get each BSC polarized into a set of extremal subchannels (ignoring

the unpolarized part), which is treated as a set of realizations of BECs. Then the second phase of polarization is

to get the synthesized BECs polarized. This scheme achievesthe ergodic capacity of binary input fading channels

with finite states when the two phases are both sufficiently polarized. As a result, much longer block length than

standard polar codes is needed to achieve channel capacity.In this paper, we propose a new scheme with one-phase

polarization to achieve the ergodic capacity by treating the channel gain as part of channel outputs.

As the counterpart of linear codes in the Euclidean space, lattice codes provide more freedom over signal

constellation for communication systems. The existence oflattice codes achieving the point-to-point additive white

Gaussian noise (AWGN) channel capacity was established in [19], [20]. Besides point-to-point communications,

lattice codes are also useful in a wide range of applicationsin multiterminal communications, such as information-

theoretical security [21], compute-and-forward [22], distributed source coding [23], andK-user interference channel

[24] (see [25] for an overview). The two important ingredients of AWGN capacity-achieving lattice coding are

AWGN-good lattices [19] and shaping. Following the work on multilevel codes [26], polar lattices were constructed

from polar codes according to “Construction D” [27] and proved to be AWGN-good [28]. With lattice Gaussian

shaping [20], polar lattices were then shown to be capable ofachieving the AWGN capacity [29]. More recently,

random lattice codes were investigated in ergodic fading channels [30]. However, the explicit construction of lattice

codes for ergodic fading channels is an open problem. In thiswork, we will resolve this problem using polar lattices

for i.i.d. fading channels.

For fading channels, algebraic tools [31] play an importantrole in explicit coding design. It was shown in [32]

that lattice codes constructed from algebraic number field can achieve full diversity over fading channels, which

results in better error performance. A more recent work showed that number field lattices are able to achieve the

Gaussian and the Rayleigh channel capacity within a constant gap [33]. This scheme is universal and extended to

the multi-input and multi-output (MIMO) context [34].

The paper is organized as follows: Section II presents the background of polar codes and polar lattices. The

construction of polar codes for binary-input i.i.d. fadingchannels is investigated in Section III, along with some
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simulation results. In Section IV, we firstly design polar lattices for fading channels without power constraint and

prove that the ergodic Poltyrev capacity can be achieved; lattice Gaussian shaping is then implemented to obtain

the optimum shaping gain. Finally, the paper is concluded inSection V.

All random variables (RVs) are denoted by capital letters. Let PX denote the probability distribution of a RV

X taking valuesx in a setX . For multilevel coding, we denote byXℓ a RV X at levelℓ. The i-th realization of

Xℓ is denoted byxiℓ. We also use the notationxi:jℓ as a shorthand for a vector(xiℓ, ..., x
j
ℓ), which is a realization

of RVs X i:j
ℓ = (X i

ℓ, ..., X
j
ℓ ). Similarly, xiℓ: denotes the realization of thei-th RV from level ℓ to level , i.e.,

of X i
ℓ: = (X i

ℓ , ..., X
i
). For a setI, Ic denotes its complement, and|I| represents its cardinality. For an integer

N , [N ] will be used to denote the set of all integers from1 to N . Following the notation of [1], we denoteN

independent uses of channelW by WN . By channel combining and splitting, we get the combined channelWN

and thei-th subchannelW (i)
N . The binary logarithm and natural logarithm are accordingly denoted bylog and ln,

and information is measured in bits.

II. PRELIMINARIES OF POLAR CODES AND POLAR LATTICES

A. Polar Codes

Let W̃ be a BMSC with input alphabetX ∈ X = {0, 1} and output alphabetY ∈ Y ⊆ R. Given the capacity

C(W̃ ) of W̃ and a rateR < C(W̃ ), the information bits of a polar code with block lengthN = 2m are indexed

by a set of⌊RN⌋ rows of the generator matrixGN = [ 1 0
1 1 ]

⊗m, where⊗ denotes the Kronecker product. The

matrix GN combinesN identical copies ofW̃ to W̃N . Then this combination can be successively split into

N binary memoryless symmetric subchannels, denoted byW̃
(i)
N with 1 ≤ i ≤ N . By channel polarization, the

fraction of good (roughly error-free) subchannels is aboutC(W̃ ) asm → ∞. Therefore, to achieve the capacity,

information bits should be sent over those good subchannelsand the rest are fed with frozen bits which are known

before transmission. The indices of good subchannels can beidentified according to their associated Bhattacharyya

Parameters.

Definition 1 (Bhattacharyya Parameter for Symmetric Channel [1]): Given a BMSCW̃ with transition probability

PY |X , the Bhattacharyya parameterZ̃ ∈ [0, 1] is defined as

Z̃(W̃ ) ,
∑

y

√

PY |X(y|0)PY |X(y|1). (1)

Based on the Bhattacharyya parameter, the information setĨ is defined as{i : Z̃(W̃ (i)
N ) ≤ 2−Nβ} for some

0 < β < 1
2 , and the frozen set̃F is the complement of̃I. Let PB denote the block error probability of a polar

code under successive cancellation (SC) decoding. It can beupper-bounded asPB ≤ Σi∈ĨZ̃(W̃
(i)
N ). An efficient

algorithm to evaluate the Bhattacharyya parameter of subchannels for general BMSCs was presented in [2], [4].

The following definition of channel degradation will be frequently used.

Definition 2 (Channel degradation):Let W1 : X → Y1 andW2 : X → Y2 be two channels.W1 is stochastically
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degraded with respect toW2 if there exists an intermediate channelW : Y2 → Y1 such that

W1(y1|x) =
∑

y2∈Y2

W2(y2|x)W (y1|y2). (2)

Remark 1. Let W̃ andṼ be two BMSCs. IfṼ is degraded with respect tõW , after channel polarization,̃Z(W̃ (i)
N ) ≤

Z̃(Ṽ
(i)
N ), and the polar codeCV constructed according to the Bhattacharyya parameter rulefor Ṽ is a subcode of

the polar codeCW for W̃ , i.e.,CV ⊆ CW [35].

B. Lattice Codes

An n-dimensional lattice is a discrete subgroup ofR
n which can be described by

Λ = {λ = Bz : z ∈ Z
n}, (3)

where the columns of the generator matrixB = [b1, · · · , bn] are assumed to be linearly independent.

For a vectorx ∈ R
n, the nearest-neighbor quantizer associated withΛ isQΛ(x) = argmin

λ∈Λ
‖λ−x‖. We define the

modulo lattice operation byx modΛ , x−QΛ(x). The Voronoi region ofΛ, defined byV(Λ) = {x : QΛ(x) = 0},

specifies the nearest-neighbor decoding region. The Voronoi region is one example of the fundamental region of a

lattice. A measurable setR(Λ) ⊂ R
n is a fundamental region of the latticeΛ if ∪λ∈Λ(R(Λ) + λ) = R

n and if

(R(Λ) + λ) ∩ (R(Λ) + λ′) has measure 0 for anyλ 6= λ′ in Λ. The volume of a fundamental region is equal to

that of the Voronoi regionV(Λ), which is given byV (Λ) = |det(B)|.
For ann-dimensional latticeΛ, define the volume-to-noise ratio (VNR) by

γΛ(σ) ,
V (Λ)

2
n

σ2
. (4)

For σ > 0 andc ∈ R
n, we define the Gaussian distribution of varianceσ2 centered atc as

fσ,c(x) =
1

(
√
2πσ)n

e−
‖x−c‖2

2σ2 , x ∈ R
n. (5)

Let fσ,0(x) = fσ(x) for short. For an AWGN channel with noise varianceσ2 per dimension, the probability of

errorPe(Λ, σ
2) of a minimum-distance decoder forΛ is

Pe(Λ, σ
2) = 1−

∫

V(Λ)

fσ(x)dx. (6)

Definition 3 (AWGN-good lattices):A sequence of latticesΛ(n) of increasing dimensionn is AWGN-good if,

for any fixedPe(Λ
(n), σ2) ∈ (0, 1),

lim
n→∞

γΛ(n)(σ) = 2πe. (7)

TheΛ-periodic function is defined as

fσ,Λ(x) =
∑

λ∈Λ

fσ,λ(x) =
1

(
√
2πσ)n

∑

λ∈Λ

e−
‖x−λ‖2

2σ2 . (8)
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We note thatfσ,Λ(x) is a probability density function (PDF) ifx is restricted to the fundamental regionR(Λ). This

distribution is actually the PDF of theΛ-aliased Gaussian noise, i.e., the Gaussian noise after themod-Λ operation

[26].

The flatness factor of a latticeΛ is defined as [21]

ǫΛ(σ) , max
x∈R(Λ)

|V (Λ)fσ,Λ(x)− 1|. (9)

Remark 2. ǫΛ(σ1) < ǫΛ(σ2), if σ1 > σ2 [21].

We define the discrete Gaussian distribution overΛ centered atc as the discrete distribution taking values in

λ ∈ Λ:

DΛ,σ,c(λ) =
fσ,c(λ)

fσ,c(Λ)
, ∀λ ∈ Λ, (10)

wherefσ,c(Λ) =
∑

λ∈Λ fσ,c(λ). For convenience, we writeDΛ,σ = DΛ,σ,0. It has been proved to achieve the

optimum shaping gain when the flatness factor is negligible [20].

A sublatticeΛ′ ⊂ Λ induces a partition (denoted byΛ/Λ′) of Λ into equivalence groups moduloΛ′. The order of

the partition is denoted by|Λ/Λ′|, which is equal to the number of the cosets. If|Λ/Λ′| = 2, we call this a binary

partition. LetΛ(Λ0)/Λ1/ · · · /Λr−1/Λ
′(Λr) for r ≥ 1 be ann-dimensional lattice partition chain. If only one level

is applied (r = 1), the construction is known as “Construction A”. If multiple levels are used, the construction

is known as “Construction D” [27, p.232]. For each partitionΛℓ−1/Λℓ (1 ≤ ℓ ≤ r) a codeCℓ over Λℓ−1/Λℓ

selects a sequence of coset representativesaℓ in a setAℓ of representatives for the cosets ofΛℓ. This construction

requires a set of nested linear binary codesCℓ with block lengthN and dimension of information bitskℓ, which

are represented as[N, kℓ] for 1 ≤ ℓ ≤ r andC1 ⊆ C2 · ·· ⊆ Cr. Let ψ be the natural embedding ofFN
2 into Z

N ,

whereF2 is the binary field. Considerg1, g2, · · · , gN be a basis ofFN
2 such thatg1, · · · gkℓ

spanCℓ. Whenn = 1,

the binary latticeL consists of all vectors of the form
r
∑

ℓ=1

2ℓ−1
kℓ
∑

j=1

α
(ℓ)
j ψ(gj) + 2rz, (11)

whereα(ℓ)
j ∈ {0, 1} and z ∈ Z

N . When{C1, ..., Cr} is a series of nested polar codes, we obtain a polar lattice

[28].

III. POLAR CODES FORBINARY-INPUT FADING CHANNELS

Consider the binary-input i.i.d. fading channel

Y = HX + Z, (12)

whereX ∈ {−1,+1} is the binary input signal after BPSK modulation,Y is the channel output,Z is a zero mean

independent Gaussian noise with varianceσ2, andH is the channel gain. In this work, for convenience, we assume

thatH follows the Rayleigh distribution with PDF

PH(h) =
h

σ2
h

e
− h2

2σ2
h , (13)
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where the scale parameterσh =
√

2
π
·E[H ]. Denote bySNR =

σ2
h

σ2 the signal noise ratio. Note that our work can

be easily generalized to other regular fading distributions [36].

Since we assume thatH is available to the receiver, the fading channel can be modeled as a channel with input

X and outputs(Y,H), as shown in Fig. 1.

X Y

H Z

H

Fig. 1. Binary-input fading channel with CSI available at the receiver.

We firstly show that the channel̃W : X → (Y,H) is symmetric. To see this, we check the channel transition

PDF of W̃ , which is given by

PY,H|X(y, h|x) = PH(h)PY |X,H(y|x, h)

= PH(h)PZ(z = y − xh)

= PH(h)
1√
2πσ2

e−
(y−xh)2

2σ2 .

(14)

We define a permutationφ over the outputs(y, h) such thatφ(y, h) = (−y, h). Check thatPY,H|X(y, h| + 1) =

PY,H|X(φ(y, h)| − 1) and henceW̃ is symmetric. It is well-known that uniform input distribution achieves the

capacity of symmetric channels. Therefore, lettingX be uniform, the capacity of̃W is given by

C(W̃ ) = I(X ;Y,H)

= I(X ;Y |H)

=
∑

x

∫ ∞

0

h

σ2
h

e
− h2

2σ2
h dh

∫ ∞

−∞

1

2

1√
2πσ2

e−
(y−xh)2

2σ2 log

(

e−
(y−xh)2

2σ2

1
2e

− (y−h)2

2σ2 + 1
2e

− (y+h)2

2σ2

)

dy

= 1− 1√
2πσσ2

h

∫ ∞

0

he
− h2

2σ2
h dh

∫ ∞

−∞

(

1− log
(

1 + e−
2yh

σ2

))

dy,

(15)

which is the same as the capacity when the CSI is available to both transmitter and receiver [17].

To achieveC(W̃ ), we combineN independent copies of̃W to W̃N and split it to obtain subchannel̃W (i)
N for

1 ≤ i ≤ N . Let U1:N = X1:NGN . W̃ (i)
N has inputU i and outputs(U1:i−1, Y 1:N , H1:N). SinceW̃ is symmetric,

W̃
(i)
N is symmetric as well [1]. We can identify the information setaccording to the Bhattacharyya parameter

Z̃(W̃
(i)
N ). Treating(Y,H) as the outputs, by Definition 1,

Z̃(W̃ ) =
∑

y,h

√

PY,H|X(y, h|+ 1)PY,H|X(y, h| − 1). (16)

Note thatZ̃(W̃ (i)
N ) can be evaluated recursively for BECs, starting with the initial Bhattacharyya parameter̃Z(W̃ )

(see [1, eqn. (38)]). For general BMSCs, it is difficult to calculateZ̃(W̃ (i)
N ) directly because of the exponentially

February 8, 2016 DRAFT
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increasing size of the output alphabet ofW̃ (i)
N . Fortunately, we can apply the degrading and upgrading merging

algorithms [2], [4] to estimatẽZ(W̃ (i)
N ) within acceptable accuracy.

In practice, the two approximations from the degrading and upgrading processes are rather close. Therefore, we

focus on the degrading transform for brevity.

Define the likelihood ratio (LR) of(y, h) as

LR(y, h) ,
PY,H|X(y, h|+ 1)

PY,H|X(y, h| − 1)
. (17)

By (14), we haveLR(y, h) = e
2yh

σ2 . Clearly,LR(y, h) ≥ 1 for any y ≥ 0. EachLR(y, h) corresponds to a BSC

with crossover probability 1
LR(y,h)+1 and its capacity is given by

C[LR(y, h)] = 1− h2

(

1

LR(y, h) + 1

)

, (18)

whereh2(·) is the binary entropy function.

The fading channelW̃ is then quantized according toC[LR(y, h)]. Let µ = 2Q be the alphabet size of the

degraded channel output alphabet. The set{y ≥ 0, h ≥ 0} is divided intoQ subsets

Ai =

{

y ≥ 0, h ≥ 0 :
i− 1

Q
≤ C[LR(y, h)] <

i

Q

}

, (19)

for 1 ≤ i ≤ Q. Typical boundaries ofAi are depicted in Fig. 2. The outputs inAi are mapped to one symbol, and

W̃ is quantized to a mixture ofQ BSCs with the crossover probability

pi =

∫

Ai
PY,H|X(y, h| − 1)dydh

∫

Ai
PY,H|X(y, h|+ 1)dydh+

∫

Ai
PY,H|X(y, h| − 1)dydh

. (20)

Note thatpi can be numerically evaluated. SinceLR(y, h) = e
2yh

σ2 , Ai is rewritten as

Ai =

{

y ≥ 0, h ≥ 0 :
σ2

2
ln

(

1

h−1
2 (Q−i+1

Q
)
− 1

)

≤ yh <
σ2

2
ln

(

1

h−1
2 (Q−i

Q
)
− 1

)

}

. (21)

Let δ1 andδ2 denote the two bounds in (21). We have
∫

Ai

PY,H|X(y, h|+ 1)dydh =

∫ ∞

0

h

σ2
h

e
− h2

2σ2
h dh

∫

δ2
h

δ1
h

1√
2πσ2

e−
(y−h)2

2σ2 dy, (22)

and
∫

Ai
PY,H|X(y, h| − 1)dydh is calculated similarly.

Let W̃Q denote the quantized channel from̃W after the degrading transform. By [2, Lemma 13], the difference

between the two channel capacities is upper-bounded by1
Q

. A comparison betweenC(W̃Q) andC(W̃ ) for different

SNR whenQ = 128 is shown in Fig. 3. WhenQ is sufficiently large, we can usẽWQ to approximateW̃ in the

construction of polar codes. The size of the output alphabetafter the degrading merging is no more than2Q.

The proof of the following theorem can be adapted from [2]. Weomit it for brevity.

Theorem 1:Let W̃ : X → (Y,H) be a binary-input i.i.d. fading channel. LetN denote the block length and

µ = 2Q denote the limit of the size of output alphabet. A polar code constructed by the degrading merging

algorithm achieves the capacityC(W̃ ) whenN andµ are both sufficiently large. The block error probability under

SC decoding is upper-bounded byN2−Nβ

for 0 < β < 1
2 .
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Fig. 2. Typical boundaries ofAi for channel quantization.
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Fig. 3. Comparisons betweenC(W̃Q) andC(W̃ ), and betweenC(ṼQ) andC(Ṽ ), whenQ = 128. HereW̃ denotes the channelX → (Y,H),

and Ṽ denotes the channelX → Y , i.e., the two channel models when the receiver knows the CSIand the CDI, respectively.̃WQ and ṼQ

denote the quantized version of̃W and Ṽ , respectively.

Simulation result of polar codes with different block length for the binary-input Rayleigh fading channel with

CSI available to the receiver are shown in Fig. 4, whereSNR = 5 dB andC(W̃ ) = 0.6709. The performance can

be further improved by using more sophisticated decoding algorithms [37], [38].

Remark 3. It has been pointed out in [17] that polar codes for the Rayleigh fading channel with known CDI suffer

a penalty for not having complete information. The statement can be seen clearly from our construction. Treating

H as part of channel outputs, the binary channelX → Y is degraded with respect to the channelX → (Y,H),
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Fig. 4. Performance of polar codes for the Rayleigh fading channel with CSI available to the receiver whenN = 210, 211, ...,214.

andI(X ;Y,H) ≥ I(X ;Y ). Let Ṽ denote the channelX → Y . The channel transition PDF of̃V is written as

PY |X(y|x) =
∫

h

PY,H|X(y, h|x)dh, (23)

wherePY,H|X(y, h|x) is given by (14). It is clear that̃V is a BMSC. Therefore, the degrading and upgrading

merging algorithms can also be applied to construct polar codes forṼ . A comparison betweenC(W̃ ) andC(Ṽ )

is shown in Fig. 3. By Remark 1, the polar code constructed when the receiver only knows the CDI is a subcode

of that when the receiver knows the CSI. Simulation results of polar codes for the binary-input Rayleigh fading

channel with CDI available to the receiver are shown in Fig. 5, whereSNR = 5 dB andC(Ṽ ) = 0.6352.
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Fig. 5. Performance of polar codes for the Rayleigh fading channel with CDI available to the receiver whenN = 210, 211, ...,214 .
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Remark 4. Our construction method can be generalized to other fading distributions such as the Rician distribution,

the lognormal distribution and the Nakagami distribution.Taking the Rician distribution as an example, the PDF

of H becomes

PH(h) =
h

σ2
h

e
− (h2+s2)

2σ2
h I0

(hs

σ2
h

)

, (24)

whereσh is the scale parameter,s is the non-centrality parameter, andI0(·) is the modified Bessel function of

the first kind with order zero.PY,H|X(y, h|x), C(W̃ ) andLR(y, h) can be calculated similarly, withPH(h) being

replaced by (24). We apply the same channel quantization method to construct polar codes. Performance of polar

codes for the binary-input Rician fading channel with CSI available to the receiver is shown in Fig. 6, whereσ2
h

σ2 = 5

dB, s = 1, andC(W̃ ) = 0.7326.
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Fig. 6. Performance of polar codes for the Rician fading channel with CSI available to the receiver whenN = 210, 211, ...,214.

IV. POLAR LATTICES FOR I.I .D. FADING CHANNELS

In this section, we extend polar codes to polar lattices for i.i.d. fading channels. The reason for this extension

is that the input of fading channels is not necessarily limited to be binary. In general, the inputX is subject to a

power constraintP , i.e.,

E[X2] ≤ P. (25)

In this case, lattice codes offer more choices of input constellation. It has been shown in [26] that lattice codes are

able to achieve the sphere bound, or the Poltyrev capacity ofAWGN channels. These codes are defined as AWGN-

good lattices. To achieve the AWGN capacity, the AWGN-good lattices should be properly shaped to obtain the

optimum shaping gain. This can be accomplished by using lattices which are good for quantization [19] or by

the lattice Gaussian shaping technique [20]. An explicit construction of the AWGN-good polar lattices with lattice
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Gaussian shaping was presented in [29]. Our work follows a similar line. We firstly construct polar lattices which

achieve the Poltyrev capacity of i.i.d. fading channels andthen perform lattice Gaussian shaping to achieve the

ergodic capacity. Before that, we give a brief review of the construction of the AWGN-good polar lattices.

A. AWGN-Good Polar Lattices

A mod-Λ Gaussian channel is a Gaussian channel with an input inV(Λ) and with a mod-V(Λ) operator at the

receiver front end [26]. The capacity of the mod-Λ channel with noise varianceσ2 is

C(Λ, σ2) = logV (Λ)− h(Λ, σ2), (26)

whereh(Λ, σ2) = −
∫

V(Λ) fσ,Λ(x) log fσ,Λ(x)dx is the differential entropy of theΛ-aliased noise overV(Λ).

Remark 5. A mod-Λ Gaussian channel with noise varianceσ2
1 is degraded with respect to one with noise variance

σ2
2 if σ2

1 > σ2
2 . Let W̃1 andW̃2 denote the two channels respectively. Consider an intermediate channelW̃ ′ which

is also a mod-Λ channel, with noise varianceσ2
1 − σ2

2 . By the property[X mod Λ + Y ] mod Λ = [X + Y ]

mod Λ, it is easy to see that̃W1 is stochastically equivalent to a channel constructed by concatenatingW̃2 with

W̃ ′. Therefore,C(Λ, σ2
1) < C(Λ, σ2

2), andh(Λ, σ2
1) > h(Λ, σ2

2).

A sublatticeΛ′ ⊂ Λ induces a partition (denoted byΛ/Λ′) of Λ into equivalence classes moduloΛ′. For a

lattice partitionΛ/Λ′, theΛ/Λ′ channel is a mod-Λ′ channel whose input is restricted to discrete lattice points in

(Λ+a)∩R(Λ′) for some translatea. The order of the partition is denoted by|Λ/Λ′|, which is equal to the number

of cosets. If|Λ/Λ′| = 2, we call this a binary partition. The capacity of theΛ/Λ′ channel is given by [26]

C(Λ/Λ′, σ2) = C(Λ′, σ2)− C(Λ, σ2)

= h(Λ, σ2)− h(Λ′, σ2) + log
(

V (Λ′)/V (Λ)
)

.
(27)

Remark 6. The Λ/Λ′ channel is symmetric [26]. Similar to Remark 5, aΛ/Λ′ channel with noise varianceσ2
1

is degraded with respect to one with noise varianceσ2
2 , if σ2

1 > σ2
2 . Therefore,C(Λ/Λ′, σ2

1) < C(Λ/Λ′, σ2
2).

Moreover, for a self-similar partitionΛ0/Λ1/Λ2 and a fixed noise varianceσ2, theΛ1/Λ2 channel at higher level is

stochastically equivalent with aΛ0/Λ1 channel with smaller noise variance thanσ2. Therefore, theΛ0/Λ1 channel

is degraded with respect to theΛ1/Λ2 channel, andC(Λ0/Λ1, σ
2) < C(Λ1/Λ2, σ

2). See the proof in [29] for more

details.

As we mentioned, we use the “Construction D” method to construct polar lattices. LetΛ/Λ1/ · · · /Λr−1/Λ
′

for r ≥ 1 be ann-dimensional self-similar lattice partition chain. For each partitionΛℓ−1/Λℓ (1 ≤ ℓ ≤ r with

conventionΛ0 = Λ andΛr = Λ′) a code overΛℓ−1/Λℓ selects a sequence of representativesaℓ for the cosets of

Λℓ. If each partition is a binary partition, the codesCℓ are binary codes. Moreover, based on this partition chain,

the capacityC(Λ/Λ′, σ2) can be expanded as

C(Λ/Λ′, σ2) = C(Λ/Λ1, σ
2) + · · ·+ C(Λr−1/Λ

′, σ2). (28)
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The key idea of the AWGN-good polar lattices is to use a good component polar code to achieve the capacity

C(Λℓ−1/Λℓ, σ
2) for each levelℓ = 1, 2, . . . , r. A polar latticeL is resulted from those component polar codes. For

such a construction, the total decoding error probability with multi-stage decoding is bounded by

Pe(L, σ
2) ≤

r
∑

ℓ=1

Pe(Cℓ, σ2) + Pe

(

(Λ′)N , σ2
)

, (29)

wherePe(Cℓ, σ2) denotes the decoding error probability of polar codeCℓ at levelℓ. To makePe(L, σ
2) → 0, we

need to choose the bottom latticeΛ′ such that the uncoded error probabilityPe

(

(Λ′)N , σ2
)

→ 0 and construct a

codeCℓ for eachΛℓ−1/Λℓ channel such that the decoding error probabilityPe(Cℓ, σ2) also tends to zero. Note that

the mod-Λ channel is not used for communication andC(Λ, σ2) is required to be negligible.

To sum up, in order to approach the Poltyrev capacity of AWGN channels, we would like to havelog
(

γL(σ)
2πe

)

→ 0

while Pe(L, σ
2) → 0. According to the analysis in [26], we have the following three design criteria:

• The top latticeΛ gives negligible capacityC(Λ, σ2).

• The bottom latticeΛ′ has a small error probabilityPe(Λ
′, σ2).

• Each component polar codeCℓ is a capacity-approaching code for theΛℓ−1/Λℓ channel.

Since polar codes are capacity-achieving, polar lattices are proved to be AWGN-good for a properly chosen lattice

partition [29]. The concepts of mod-Λ channel,Λ/Λ′ channel and AWGN-goodness will be generalized to fading

channels in the next subsection.

B. Polar Lattices for Fading channels Without Power Constraint

For i.i.d. fading channels, the channel gain varies. The above analysis for AWGN channels need to be generalized.

Since the receiver knows the CSI, the fading effect can be removed by multiplyingY with 1
H

. We define the fading

mod-Λ channel as follows.

! "

# $

#

 
 

"
!"#$! "

!

#

Fig. 7. A block diagram of the fading mod-Λ channel.

Definition 4 (fading mod-Λ channel): A fading mod-Λ channel is a fading channel with an input inV(Λ), and

an output being scaled by1
H

before the mod-V(Λ) operation. A block diagram of this model is shown in Fig. 7.

Note that here we assume that the fading coefficient remains the same duringn transmission symbols, wheren

is the dimension of latticeΛ. A propern can be chosen according to the coherence time of the fading channel.

The fading coefficient is also assumed to be independent between different blocks. The fading mod-Λ channel is
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closely related to a mod-Λ channel with noise varianceσ
2

h2 . For convenience, lettingn = 1, the channel transition

PDF of the fading mod-Λ channel is given by

PỸ,H|X(ỹ, h|x) = PY,H|X(y = ỹh+ h · Λ, h|x)dy
dỹ

= h · PH(h)
∑

λ∈Λ

PY |X,H(y = ỹh+ λh|x, h)

= h · PH(h)
∑

λ∈Λ

1√
2πσ

e−
(ỹh+λh−xh)2

2σ2

= PH(h)
∑

λ∈Λ

1√
2π σ

h

e

−
(ỹ+λ−x)2

2

(

σ
h

)2

,

(30)

where the second term in the last equation is the channel transition PDF of a mod-Λ channel with noise variance

σ2

h2 . The channel transition PDF for higher dimensionn can be derived similarly. As a result, the fading mod-Λ

channel can be viewed as an independent combination of a Rayleigh distributed variableH and a mod-Λ channel

with noise varianceσ
2

H2 . The capacity of the fading mod-Λ channel is

CH(Λ, σ2) = C(X ; Ỹ, H)

= C(X ; Ỹ |H)

=

∫

h

PH(h)C(X ; Ỹ |h)dh

= Eh

[

C

(

Λ,
σ2

h2

)]

= logV (Λ)− Eh

[

h

(

Λ,
σ2

h2

)]

.

(31)

Similarly, a fadingΛ/Λ′ channel is a fading mod-Λ′ channel whose input is restricted to discrete lattice points

in (Λ + a) ∩ R(Λ′) for some translatea. By the same argument of (30), it can be viewed as an independent

combination of a Rayleigh distributed variableH and aΛ/Λ′ channel with noise varianceσ
2

H2 . The capacity of the

fadingΛ/Λ′ channel is given by

CH(Λ/Λ′, σ2) = Eh

[

C

(

Λ′,
σ2

h2

)]

− Eh

[

C

(

Λ,
σ2

h2

)]

= Eh

[

h

(

Λ,
σ2

h2

)]

− Eh

[

h

(

Λ′,
σ2

h2

)]

+ log
(

V (Λ′)/V (Λ)
)

.

(32)

For a self-similar partition chainΛ/Λ1/ · · · /Λr−1/Λ
′, we have

CH(Λ/Λ′, σ2) = CH(Λ/Λ1, σ
2) + · · ·+ CH(Λr−1/Λ

′, σ2). (33)

Since theΛ/Λ′ channel is symmetric, it is easy to check that theΛ/Λ′ fading channel is symmetric as well.

Moreover, if |Λ/Λ′| = 2, theΛ/Λ′ fading channel is a BMSC. Taking the binary partitionZ/2Z as an example,

the input of theZ/2Z fading channel isX ∈ {0, 1}, and a permutationφ over the outputs(ỹ, h) is defined such

that φ(ỹ, h) = ([ỹ − 1] mod 2Z, h). Check thatPỸ,H|X(ỹ, h|0) = PỸ,H|X(φ(ỹ, h)|1).
It is now clear that polar lattices can be constructed to achieve the (ergodic) Poltyrev capacity of the i.i.d. fading

channels, as we did for the AWGN channel in Sect. IV-A. Recallthat the Poltyrev capacityC∞ of a general
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additive-noise channel is defined as the capacity per unit volume in [25, Theorem 6.3.1]. For the independent

AWGN channel, we have

C∞ = −h(σ2) =
1

2
log

(

1

2πeσ2

)

, (34)

whereh(σ2) denotes the differential entropy of a Gaussian random variable with varianceσ2.

For independent fading channels,C∞ is generalized as [36]

C∞ = −Eh

[

h

(

σ2

h2

)]

= Eh

[

1

2
log

(

h2

2πeσ2

)]

. (35)

In the special case of Rayleigh fading,

C∞ = −
∫

h

h

σ2
h

e
− h2

2σ2
h

1

2
log

(

2πeσ2

h2

)

dh

=
t= h2

2σ2
h

−1

2

∫

t

e−t

(

log

(

2πeσ2

2σ2
h

)

− log t

)

dt

= −1

2
log

(

2πeσ2 · eζ

2σ2
h

)

,

(36)

whereζ = −
∫∞

0 e−x lnxdx is the Euler-Mascheroni constant.

To approach the Poltyrev capacity− 1
2 log

(

2πeσ2 · eζ

2σ2
h

)

, we construct polar lattices according to the following

three design criteria:

(a) The top latticeΛ gives negligible capacityEh

[

C
(

Λ, σ
2

h2

)]

.

(b) The bottom latticeΛ′ has a small error probabilityEh

[

Pe

(

Λ′, σ
2

h2

)]

.

(c) Each component polar codeCℓ is a capacity-approaching code for theΛℓ−1/Λℓ fading channel.

For criterion (a), we pick a top latticeΛ for a large channel gainhl such thath
(

Λ, σ
2

h2
l

)

≈ logV (Λ). By Remark

5, h
(

Λ, σ
2

h2

)

≥ h
(

Λ, σ
2

h2
l

)

for 0 ≤ h ≤ hl.

Eh

[

h

(

Λ,
σ2

h2

)]

=

∫ hl

0

PH(h)h

(

Λ,
σ2

h2

)

dh+

∫ ∞

hl

PH(h)h

(

Λ,
σ2

h2

)

dh

' h

(

Λ,
σ2

h2l

)
∫ hl

0

PH(h)dh+ n

∫ ∞

hl

PH(h)h

(

σ2

h2

)

dh

= h

(

Λ,
σ2

h2l

)(

1− e
−

h2
l

2σ2
h

)

+
n

2
log

(

2πeσ2

h2l

)

e
−

h2
l

2σ2
h − n

2
log e ·E1

(

h2l
2σ2

h

)

,

(37)

whereE1(x) =
∫∞

x
e−t

t
dt is the exponential integral, andE1(x) → 0 for x→ ∞. The approximation is due to the

facth
(

Λ, σ
2

h2

)

→ nh
(

σ2

h2

)

ash→ ∞. Lethl = O(N). We haveEh

[

h
(

Λ, σ
2

h2

)]

≈ logV (Λ), andEh

[

C
(

Λ, σ
2

h2

)]

≈
0 asN → ∞ according to (31).

For criterion (b), we pick a bottom latticeΛ′ for a small channel gainhs such thatPe

(

Λ′, σ
2

h2
s

)

→ 0. Since

Pe

(

Λ′, σ
2

h2

)

≤ Pe

(

Λ′, σ
2

h2
s

)

for h ≥ hs,

Eh

[

Pe

(

Λ′,
σ2

h2

)]

=

∫ hs

0

PH(h)Pe

(

Λ′,
σ2

h2

)

dh+

∫ ∞

hs

PH(h)Pe

(

Λ′,
σ2

h2

)

dh

≤
(

1− e
−

h2
s

2σ2
h

)

+ Pe

(

Λ′,
σ2

h2s

)

· e−
h2
s

2σ2
h .

(38)
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Let hs = O
(

1
Nδ

)

for some constantδ ≥ 1. We haveEh

[

Pe

(

Λ′, σ
2

h2

)]

→ 0 asN → ∞. Since the volumeV (Λ′) is

sufficiently large to cover almost all of the noised signal, by [26], we haveEh

[

h
(

Λ′, σ
2

h2

)]

≈ nEh

[

h
(

σ2

h2

)]

when

Eh

[

Pe

(

Λ′, σ
2

h2

)]

→ 0. Note thatδ is required to be lager than 1 here to guarantee thatEh

[

Pe

(

Λ′, σ
2

h2

)]

vanishes

polynomially (see the proof of Theorem 2).

For criterion (c), we choose a binary partition chain and construct binary polar codes to achieve the capacity

of the Λℓ−1/Λℓ fading channel for1 ≤ ℓ ≤ r. Since theΛℓ−1/Λℓ fading channel is a BMSC, treating(Ỹ, H) as

the outputs, the construction method proposed in Sect. III can be used. It remains to verifyCℓ−1 ⊆ Cℓ. Since the

theΛ/Λ′ fading channel can be viewed as an independent combination of a Rayleigh distributed variableH and a

Λ/Λ′ channel with noise varianceσ
2

H2 , by Remark 6 and Remark 1, we immediately haveCℓ−1 ⊆ Cℓ. Simulation

results of polar codes for the one-dimensional binary partition chainZ/2Z/4Z/8Z/16Z with σ = 1, σh = 1.2575

and block lengthN = 214 are shown in Fig. 8.

00.10.20.30.40.50.60.70.80.91
Rate

10-5

10-4

10-3

10-2

10-1

100

E
rr

or
 p

ro
ba

bi
lit

y

FER Z/2Z fading channel

BER Z/2Z fading channel

FER 2Z/4Z fading channel

BER 2Z/4Z fading channel

FER 4Z/8Z fading channel

BER 4Z/8Z fading channel

FER 8Z/16Z fading channel

BER 8Z/16Z fading channel

Fig. 8. Performance of polar codes for theZ/2Z, 2Z/4Z, 4Z/8Z and8Z/16Z fading channels withσ = 1, σh = 1.2575 andN = 214. The

capacities of these four channels are about 0.1172, 0.4929,0.8200 and 0.9500, respectively. FER denotes the frame (block) error probability,

and BER denotes the bit error probability.

Theorem 2 (Good polar lattices for fading channel):For an independent Rayleigh fading channel with givenσ2
h

andσ2, select ann-dimensional binary lattice partition chainΛ/Λ1/ · · · /Λr−1/Λ
′ such that both the criterion (a)

and (b) are satisfied. Construct a polar latticeL from this partition chain andr nested polar codes with block length

N . Let r = nδO(logN) for a fixed dimensionn and some constantδ ≥ 1. L can achieve the Poltyrev capacity of

the i.i.d. fading channel, i.e.,γL(σ) → 2πe · eζ

2σ2
h

andPe(L, σ
2) = O

(

1
N2δ−1

)

→ 0, asN → ∞.

Proof: By the the union bound of the error probability under the multi-stage lattice decoding [26],Pe(L, σ
2)

is upper-bounded by

Pe(L, σ
2) ≤ rN2−Nβ

+N · Eh

[

Pe

(

Λ′,
σ2

h2

)]

. (39)
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Let hs = O
(

1
Nδ

)

for some constantδ ≥ 1 be a small channel gain and lethl = O(N) be a large channel gain.

Consider a fine latticeΛf and a coarse latticeΛc in the lattice partition chain such thath(Λf , σ
2) ≈ logV (Λf )

andPe(Λc, σ
2) → 0. Let d be the minimum distance ofΛc. By the Chernoff bound, we have

Pe(Λc, σ
2) ≤ nQ

(

d

2σ

)

≤ n exp

(

− d2

8σ2

)

, (40)

whenQ(·) denotes the Q-function. Letd = O(
√
N) for a fixedn, Pe(Λc, σ

2) decays exponentially. In this case, the

number of partition levels betweenΛf andΛc is nO(logN). We further letΛ = 1
hl
Λf andΛ′ = 1

hs
Λc. Check that

h(Λf , σ
2) = h

(

Λ, σ
2

h2
l

)

+ log
(

V (Λf )/V (Λ)
)

andPe

(

Λ′, σ
2

h2
s

)

= Pe(Λc, σ
2), which meansh

(

Λ, σ
2

h2
l

)

≈ logV (Λ)

andPe

(

Λ′, σ
2

h2
s

)

= e−O(N). Therefore, criteria (a) and (b) are satisfied whenN → ∞. The numberr of levels

betweenΛ andΛ′ is given by

r = log
(

V (Λ′)/V (Λ)
)

= log
(

V (Λf )/V (Λ)
)

+ log
(

V (Λc)/V (Λf )
)

+ log
(

V (Λ′)/V (Λc)
)

= n log(hl/hs) + log
(

V (Λc)/V (Λf )
)

= nδO(logN).

(41)

Moreover, according to (38),Eh

[

Pe

(

Λ′, σ
2

h2

)]

= O
(

1
N2δ

)

, and thenPe(L, σ
2) = O

(

1
N2δ−1

)

.

Let RC =
∑r

ℓ=1Rℓ be the total rate of polar codes from level 1 to levelr. SinceV (L) = 2−NRCV (Λ′)N , the

logarithmic VNR ofL is

log

(

γL(σ)

2πe
· 2σ

2
h

eζ

)

= log

(

V (L)
2

nN

2πeσ2
· 2σ

2
h

eζ

)

(42)

= log

(

2−
2
n
RCV (Λ′)

2
n

2πeσ2
· 2σ

2
h

eζ

)

(43)

= − 2

n
RC +

2

n
logV (Λ′)− log

(

2πeσ2 eζ

2σ2
h

)

. (44)

Define






















ǫ1 = CH(Λ, σ2),

ǫ2 = nEh

[

h
(

σ2

h2

)]

− Eh

[

h
(

Λ′, σ
2

h2

)]

,

ǫ3 = CH(Λ/Λ′, σ2)−RC =
∑r

ℓ=1CH(Λℓ−1/Λℓ, σ
2)−Rℓ,

(45)

We note that,ǫ1 ≥ 0 represents the capacity of the mod-Λ fading channel,ǫ2 ≥ 0 due to the data processing

theorem, andǫ3 ≥ 0 is the total capacity loss of component codes.

Then we have

log

(

γL(σ)

2πe
· 2σ

2
h

eζ

)

=
2

n
(ǫ1 − ǫ2 + ǫ3). (46)

Sinceǫ2 ≥ 0, we obtain the upper bound

log

(

γL(σ)

2πe
· 2σ

2
h

eζ

)

≤ 2

n
(ǫ1 + ǫ3). (47)
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By the design criteria (a)-(c), we haveǫ1 → 0 andǫ3 → 0. Therefore,log
(

γL(σ)
2πe · 2σ2

h

eζ

)

→ 0, which represents

the Poltyrev capacity. The right hand side of (47) gives an upper bound on the gap to the Poltyrev capacity of the

ergodic fading channel.

Remark 7. The slowly vanishing error probabilityPe(L, σ
2) = O

(

1
N2δ−1

)

is mainly caused by the uncoded error

probability Eh

[

Pe

(

Λ′, σ
2

h2

)]

associated with the bottom latticeΛ′. As we will see in the next section, a sub-

exponentially vanishing error probability can be achievedwhen the power constraint is taken into consideration,

because the probability of choosing a non-zero lattice point from Λ′ vanishes exponentially in the lattice Gaussian

distribution.

C. Polar Lattices With Gaussian Shaping

In this subsection, we discuss the lattice Gaussian shapingfor the polar lattices constructed for fading channels.

It is well known that shaping is a source coding problem merely related to the chosen input distribution. For the

case in which only the receiver knows CSI, the optimal input distribution for fading channels is the continuous

Gaussian distribution [39], which is the same as that for AWGN channels. It has been shown in [20] that lattice

Gaussian distribution preserves many properties of the continuous Gaussian distribution, including the ability of

achieving the AWGN capacity. Therefore, the lattice Gaussian shaping technique proposed for the AWGN-good

polar lattices in [29] can be applied to the fading channel with minor modification.

It has been proved in [20] that the lattice Gaussian distribution preserves the capacity of the AWGN channel

when the associated flatness factor is negligible.

Theorem 3 (Mutual information of lattice Gaussian distribution [20]): Consider an AWGN channelY = X +Z

where the input constellationX has a discrete Gaussian distributionDΛ−c,σs
for arbitraryc ∈ R

n, and where the

variance of the noiseZ is σ2. Let the average signal power beP , and let σ̃ , σsσ√
σ2
s+σ2

be the minimum mean

square error (MMSE) re-scaled noise deviation. Then, ifε = ǫΛ (σ̃) < 1
2 and πεt

1−ǫt
≤ ε where

εt ,







ǫΛ

(

σs/
√

π
π−t

)

, t ≥ 1/e

(t−4 + 1)ǫΛ

(

σs/
√

π
π−t

)

, 0 < t < 1/e
(48)

the discrete Gaussian constellation results in mutual information

ID ≥ 1

2
log

(

1 +
P

σ2

)

− 5ε

n
(49)

per channel use.

Motivated by Theorem 3, one may choose a low-dimensionalΛ such asZ andZ
2 whose mutual information

has a negligible gap to the AWGN channel capacity, and then construct polar lattices to achieve the capacity.

For the ergodic fading channel with power constraintP , letting the inputX be Gaussian, the ergodic channel
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capacity is given by [39]

I(X ;Y,H) = Eh

[

1

2
log

(

1 +
Ph2

σ2

)]

=
1

2

∫ ∞

0

h

σ2
h

e
− h2

2σ2
h log

(

1 +
Ph2

σ2

)

dh

=
1

2
log e

∫ ∞

t=0

e−t ln

(

1 +
2σ2

hP

σ2
t

)

dt

=
1

2
log e · exp

(

σ2

2σ2
hP

)

E1

(

σ2

2σ2
hP

)

,

(50)

where 1
2 log

(

1+ Ph2

σ2

)

is the capacity of an AWGN channel with noise varianceσ2

h2 and the same power constraint.

To achieve the ergodic capacity, our strategy is to pick a lattice Gaussian distribution which is able to achieve

the AWGN capacity1
2 log

(

1 + Ph2

σ2

)

for almost all possibleh. For an instant Gaussian noise varianceσ2

h2 , the

MMSE re-scaled noise in Theorem 3 is now a function ofh and has standard deviatioñσ(h) = σsσ√
h2σ2

s+σ2
. For a

component latticeΛ, by Remark 2, ǫΛ (σ̃(h)) increases ash grows. We can choose such thatε = ǫΛ (σ̃(hl)) → 0

for a largehl, then the resulted mutual information byDΛ−c,σs
is lower-bounded as

Eh[ID(h)] =

∫ hl

h=0

PH(h)ID(h)dh+

∫ ∞

hl

PH(h)ID(h)dh

≥
∫ hl

h=0

PH(h)

(

1

2
log

(

1 +
Ph2

σ2

)

− 5ε

n

)

dh

≥ Eh

[

1

2
log

(

1 +
Ph2

σ2

)]

−
∫ ∞

hl

1

2
PH(h)

Ph2

σ2
dh− 5ε

n
,

= Eh

[

1

2
log

(

1 +
Ph2

σ2

)]

− 1

2

(

h2l
σ2
h

+ 2

)

Pσ2
h

σ2
e
−

h2
l

2σ2
h − 5ε

n
.

(51)

Let c = 0 for simplicity. For sufficiently largehl and smallε, DΛ,σs
is able to approach the ergodic capacity.

Let the binary partition chainΛ/Λ1/ · · · /Λr−1/Λ
′/ · · · be labelled by bitsX1, · · · , Xr, · · · . Then,DΛ,σs

induces

a distributionPX1:r whose limit corresponds toDΛ,σs
asr → ∞.

By the chain rule of mutual information

I(Y,H ;X1:r) =
r
∑

ℓ=1

I(Y,H ;Xℓ|X1:ℓ−1), (52)

we obtainr binary-input channelsWℓ for 1 ≤ ℓ ≤ r. Givenx1:ℓ−1, denote byAℓ(x1:ℓ) the coset ofΛℓ indexed by

x1:ℓ−1 andxℓ. Similar to [29, eq. (17)], the channel transition PDF of theℓ-th channelWℓ is written as

PY,H|Xℓ,X1:ℓ−1
(y, h|xℓ, x1:ℓ−1)

= exp

(

− ‖ y
h
‖2

2(σ2
s +

σ2

h2 )

)

PH(h)

fσs
(Aℓ(x1:ℓ))

1

2πσσs

∑

a∈Aℓ(x1:ℓ)

exp

(

−‖α(h)y − a‖2
2σ̃2(h)

)

, (53)

whereα(h) = hσ2
s

h2σ2
s+σ2 andσ̃(h) = σsσ√

h2σ2
s+σ2

are the generalized MMSE coefficient and noise standard deviation.

In general,Wℓ is asymmetric, and we have to employ the polar coding technique for asymmetric channels [7] to

achieve the capacityI(Y,H ;Xℓ|X1:ℓ−1) of each level.
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As shown in [29], the construction as well as the decoding of polar codes for a BMAC can be converted to that

for a BMSC by channel symmetrization (see [29, Lemma 7]). By replacingY with (Y,H), [29, Th. 5] and [29, Th.

6] can be easily extended to our work. Therefore, the construction method of multilevel polar codes in [29] works

for the fading case as well. Besides information bits and frozen bits at each level, we have shaping bits which are

determined by the former two according to the lattice Gaussian distribution. Applying a similar argument as in [29,

Lemma 10], the symmetrized channel ofWℓ at each level is equivalent to aΛℓ−1/Λℓ fading channel. Consequently,

the resultant polar codes for the symmetrized channels are sequentially nested by the analysis in Sect. IV-B, and

hence we obtain a polar latticeL which is Poltyrev capacity-achieving for the i.i.d. fadingchannel. Moreover, the

multistage decoding is performed on the MMSE-scaled signalα(h)y (cf. [29, Lemma 8]). Since the frozen sets

of the polar codes are filled with random bits (but shared withthe receiver), we actually obtain a cosetL + c′ of

the polar lattice, where the shiftc′ accounts for the effects of all random frozen bits. Finally,since we start from

DΛ,σs
, we would obtainDΛN ,σs

without coding; sinceL+ c′ ⊂ ΛN by construction, we obtain a discrete Gaussian

distributionDL+c′,σs
.

With regard to the number of partition levels, the same analysis given in Sect. IV-B can be applied. By setting

hl = O(N) andΛ = 1
hl
Λf for a fine latticeΛf , we haveh

(

Λ, σ̃2(hl)
)

≈ logV (Λ) and henceǫΛ(σ̃(hl)) → 0 as

N → ∞ by the same argument of (37). Note thatσ̃(hl) → σ
hl

for largehl. However, for the small channel gain

hs, we do not needhs = O
(

1
Nδ

)

because of the lattice Gaussian shaping. To see this, leths = 1 and the bottom

lattice Λ′ = Λc for a coarse latticeΛc. By the definition (10) of lattice Gaussian distribution, the probability of

choosing a lattice point which is outside ofV(Λ′) is given by
∑

λ∈Λ′\{0}

DΛ′,σs
(λ) =

∑

λ∈Λc\{0}

DΛc,σs
(λ)

=
∑

λ∈Λc\{0}

fσs
(λ)

∑

λ′∈Λc
fσs

(λ′)

≤
∑

λ∈Λc\{0}
fσs

(λ)

fσs
(λ′ = 0)

≤ (
√
2πσs)

nPe(Λc, σ
2
s )

≤ n(
√
2πσs)

nQ
( d

2σs

)

≤ n(
√
2πσs)

n exp
(

− d2

8σ2
s

)

.

(54)

Recall that the minimum distanced of Λc scales asd = O(
√
N), and the second inequality satisfies for sufficiently

larged 1. Then
∑

λ∈Λ′\{0}DΛ′,σs
(λ) vanishes exponentially for a fixedn and a sufficiently largeN , which means

that only one lattice point inV(Λ′) is chosen with probability close to 1, and the lattice point fromΛ′ can be directly

decoded according to the lattice Gaussian distribution. Therefore, the uncoded error probabilityEh

[

Pe

(

Λ′, σ
2

h2

)]

1Taking n = 1 for an example, it is easy to check that
∑

λ∈Λc\{0}
fσs(λ) ≤ 2

∫∞
d−1

fσs(x)dx ≤ 2
∫∞

d
2

fσs(x)dx = Pe(Λc, σ2
s ) for a

sufficiently larged. A similar argument holds for higher dimensions.
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associated with the bottom latticeΛ′ vanishes exponentially, and it can be ignored since the error probability of

polar codes for each partition channel vanishes sub-exponentially. By the same argument of (41), the number of

levels is given by

r = log
(

V (Λ′)/V (Λ)
)

= n log(hl) + log
(

V (Λc)/V (Λf )
)

= nO(logN),

(55)

which is sufficient to achieve the ergodic capacity.

We summarize our main result in the following theorem:

Theorem 4:For a sufficiently large channel gainhl = O(N), choose a good constellation with negligible flatness

factor ǫΛ(σ̃(hl)) and negligibleǫt as in Theorem 3, and construct a polar lattice withr = nO(logN) levels. Then,

for i.i.d. fading channels, the message rate approaches theergodic capacityEh

[

1
2 log

(

1 + Ph2

σ2

)]

, while the error

probability under the multi-stage decoding is bounded by

Pe ≤ rN2−Nβ′

, 0 < β′ < 0.5, (56)

asN → ∞.

Proof: The proof of Theorem 4 can be adapted from the proofs of [29, Th. 5] and [29, Th. 6] by replacingY

with (Y,H).

Basing on the union bound, the upper-bounds of the block error probability of polar lattices under the SC decoding

are plotted in Fig. 9, whereσs = 3, σ = 1, σh = 1.2575 andN = 210, 212, ..., 220. Here we choose the binary-

partition chainZ/2Z/4Z/8Z/16Z/32Z, and letr = 5. In this case, the ergodic capacity is2.0967, and the channel

capacities from level1 to level 5 are given by0.1213, 0.5105, 0.8437, 0.5859 and0.0307, respectively. Note that

the gap between the achievable rate and the ergodic capacityis smaller than 0.2 for a block error probability10−5

whenN = 220.

V. CONCLUSION

Explicit construction of polar codes and polar lattices fori.i.d. fading channels is proposed in this paper. By

treating the channel gain as part of channel outputs, the work of polar codes and polar lattices for time-invariant

channels is generalized to fading channels. We propose a simple construction of polar codes to achieve the ergodic

capacity of binary-input i.i.d. fading channels when the CSI is not available to the transmitter. Furthermore, polar

codes are extended to polar lattices to achieve the ergodic capacity of i.i.d. fading channels with certain power

constraint.
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