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ABSTRACT

Continuous hydrothermal synthesis was highlighted in a recent review as an
enabling technology for the production of nanoparticles. In recent years, it has
been shown to be a suitable reaction medium for the synthesis of a wide range
of nanomaterials. Many single and complex nanomaterials such as metals, metal
oxides, doped oxides, carbonates, sulfides, hydroxides, phosphates, and metal
organic frameworks can be formed using continuous hydrothermal synthesis
techniques. This work presents a methodology to characterize continuous hydro-
thermal flow systems both experimentally and numerically, and to determine
the scalability of a counter current supercritical water reactor for the large scale
production (>1,000 T-year™) of nanomaterials. Experiments were performed
using a purpose-built continuous flow rig, featuring an injection loop on a
metal salt feed line, which allowed the injection of a chromophoric tracer. At the
system outlet, the tracer was detected using UV/Vis absorption, which could be
used to measure the residence time distribution within the reactor volume.
Computational fluid dynamics (CFD) calculations were also conducted using a
modeled geometry to represent the experimental apparatus. The performance
of the CFD model was tested against experimental data, verifying that the CFD
model accurately predicted the nucleation and growth of the nanomaterials
inside the reactor.
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1 Introduction

Any application of nanotechnology will generally
rely on the effective use of nanomaterials and
whether the nanomaterials themselves are fit for
the intended purpose [1]. Examples of this include
printed electronics, where the ink requires controlled
size distributions in high weight loadings without
shear thickening properties [2]; lighting and display
applications, where quantum dots are used with
size control to within two decimal places of a single
nanometer [3]; and lab-on-a-chip devices, which use
a specific particle size to create plasmon effects [4].
There are many ways to synthesize nanomaterials,
and the choice of technique will, in turn, dictate the
quality, range, and value of the products, from low-
value and high-volume materials (e.g., TiO, in paints
from the acid treatment of ilmenite) to high-value and
low-volume materials (e.g., graphene production using
chemical vapor deposition) [5, 6].

A comprehensive review by Santamaria et al. [7]
recently highlighted many different synthesis routes
for the production of nanomaterials, which included
a section dedicated to continuous hydrothermal
synthesis as an example of bottom-up synthesis. The
review specifically showed that a counter current
reactor design had the potential for scaling up, which
is the focus of this paper. Continuous hydrothermal
synthesis is a relatively new method for the preparation
of inorganic nanomaterials, which offers a cheap,
green, and highly scalable route [8, 9]. The process
is relatively straightforward; it involves the mixing
of an aqueous metal salt stream with a superheated
water stream (hydrothermal) within a continuous
reactor to produce nano-size particles [10]. If the
superheated water reaches its critical point, it changes
from a polar liquid to a fluid with a low dielectric
constant and low ionic product, which is necessary
for some materials [11] but not all [12].

This synthesis method was originally applied to
metal oxide-based materials, where it showed potential
for the formation of single and complex metal oxides
such as AIOOH, Fe;O, NiO, CoFe,O,, ZrO,, CeO,,
and TiO, [8, 13]. However, over the last 10 years,
researchers have had considerable success synthesizing
a wider range of materials, including metals [14],
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spinel materials [15], sulfides [16,17], hydroxides
[18, 19], phosphates [20], nitrides [21], and more
complex materials such as metal organic frameworks
[22]. Figure 1 shows a range of particles from metals
to oxides to sulfides that were synthesized during
the SHYMAN project, which funded this research
work. Non-oxide synthesis has involved the use of
a solvothermal method [23], combined hydrothermal-
solvothermal method [24], the addition of reductants
[25,26], or a selection of reagents to control the
oxidation states [27]. Santamaria’s review also
highlighted the critical need to control the particle
size and particle size distribution, and it is this area
of quality control that is most affected during the
scale up of a manufacturing process from bench to
pilot to full scale.

The morphology and size of the particles produced
are highly dependent on the mixing mechanism
occurring inside the reactor because of its subsequent
effect on the nucleation rate of the nanoparticles
[28, 29]. Thus, a suitable design for the mixing device
in the supercritical synthesis of nanoparticles is a key
parameter for obtaining particles characterized by a
small size and narrow particle size distribution (PSD)
[10]. Normally, the mixing in these types of devices
occurs in a turbulent manner, where turbulent mixing
involves the ability of a turbulent flow to effectively
mix entrained fluids at a molecular scale [30].

This method can produce nanocrystalline products
with mean particle sizes of less than 10 nm and narrow
particle size distributions using a continuous flow
reactor [31]. A particularly attractive aspect is that the
chemical reactions are usually performed in a single
step, which somewhat simplifies the criteria for the
reactor design [32].

To obtain a high-throughput and reproducible
nanoparticle synthesis technology, the rapid mixing
of nanoparticle precursors is required, and the mixing
process needs to be highly controlled [33]. Although
the influence of mixing on the final shape of the PSD
is well known, the search for proxies for PSD shape
and particle size prediction has received little attention
[34]. Designing a reactor to obtain particles with a
narrow PSD (on the nanometer scale) remains
challenging because of the uncertainties in the kinetics
of supercritical hydrothermal processes. There is a
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Figure 1 (a) Au, (b) Ag, and (c) WQs;, with a 5 nm scale bar; (d) iron oxide (Fe,O3) with a 5 nm scale bar; (e) BaTiOs, with a 2 nm

50 nm
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scale bar; (f) ZnFes;0,, (g) CdS, (h) ZnS, (i) Caio(PO4)s(OH),, and (j) Ag inside sheet of Ca;o(PO4)s(OH),, with a 5 nm scale bar; (k) Pt

on TiO, nanotubes and () Ni MOF-74, with a 5 nm scale bar.

relatively limited amount of kinetic data for the wide
range of compounds that this technique can produce.
Thus, the approximation of PSDs by means of available
indicators is highly recommended. Sierra-Pallares et
al. reported the equivalence between the PSD and the
residence time distribution (RTD) in a reactor during
the synthesis of titania nanoparticles in a carbon
dioxide medium [35,36]. In that work, the PSDs
correlated well with the RTDs, and the authors were
able to develop a criterion for the optimization of the
synthesis, clearly indicating a method for producing
a narrower PSD. This criterion was developed in more
detail and specifically for continuous hydrothermal
synthesis, operating under supercritical synthesis
conditions (scHS), in a further publication [37]. In

this article, we shall demonstrate how the PSDs can
be approached using RTDs as a proxy, and how
the RTD can be predicted using computational fluid
dynamics (CFD). The synergy between these techniques
provides an excellent tool for nanoparticle research.
We combine the ideas of chemical reactor engineering
and chemical synthesis routes, and propose a new
method to deal with the design of the apparatus
for scHS.

The aims of the work outlined within this paper
are to develop a methodology to experimentally
estimate the PSD using the RTD as a proxy, and to
use the RTD itself as a validation of the CFD model.
In this way, we will be able to use CFD simulations to
design a reactor vessel with a new scale with greater
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confidence, and obtain a better understanding of the
fluid flow within the system.

2 Experimental studies

Experimental data on RTDs were obtained using a
nanoparticle synthesis system configuration featuring
a counter current mixing reactor, similar to that
described by Lester et al., adapted for tracer injection
and detection (Fig. 2) [38]. Two high-pressure liquid
chromatography (HPLC) pumps were used to deliver
water to the reactor. The stream entering the top of
the reactor first passed through a custom continuous
flow heater, with the flow temperature at the reactor
inlet measured by an in-flow thermocouple (T;); the
water flowing into the base of the reactor, which
would normally carry a solubilized metal salt during
nanoparticle synthesis, was directed via a switching
two-position injection valve (Rheodyne 9010 injector),
fitted with a 10 pL injection loop. The reactor outlet
temperature was measured at a second thermocouple
(T,) before the stream was cooled in a heat exchanger,
and pressure was relieved at a spring-loaded back-
pressure regulator (BPR). The switching loop was used
to introduce 10 pL of tracer solution into the flow
entering the base of the reactor, representing the metal
salt solution.

@ Thermocouple

Heater

Pump 1
Deionised
water

Thermocouple

Heat
exchanger

Tracer

injection To
l y waste BPR
Pump 2
Deionised 4
water ’ X
Injection UV/Vis
loop detector
[ To waste

Figure 2 Schematic of system configuration used to inject tracer
into reactor and detect it by UV/Vis absorption at system outlet.
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After the BPR, the concentration of the tracer eluting
from the system was monitored over time using a
UV-Vis absorption detector. The resulting absorption
trace reflected the distribution of residence times
within the system. The distribution results from the
flow dynamics included the variable flow paths, flow
velocity distributions, flow recycling, and stagnant
regions. Aqueous solutions of phenol (Sigma) and
nigrosin black (Fischer) at concentrations of 10 g-L™
were investigated as tracers, because they were both
found to be reasonably stable in supercritical water
for the residence times of interest; they were detected
using wavelengths of 210 and 545 nm, respectively.
Nigrosin black was ultimately used for the studies
because, at the highest experimental temperatures,
the absorption trace for the phenol tracer (eluting
from the system) was seen to vary significantly and
erratically between repeat injections (particularly the
tail), possibly due to a decrease in solubility under
the most extreme conditions, resulting in unpredictable
retention.

The acquired UV/Vis absorption traces indicated
the distribution of the residence times within the
system from the injection point up to the point of
detection, but only the measurement of the distribution
occurring inside the reactor was required. The
additional volumes could not be removed because
they were required to cool the flow, maintain pressure,
and perform the injection/detection of the tracer.
Consequently, a second set of “background” distribution
measurements had to be obtained with the reactor
removed (while maintaining the same conditions as
with the reactor present), which represent the RTD
of the system volume excluding the reactor. This
background trace was deconvoluted from the trace of
the entire system to generate a third trace, which
reflected the distribution of the residence times in
the reactor volume, as demonstrated in Fig. 3. These
deconvoluted RTDs could be directly compared with
the CFD model approximations for a given set of
process parameters.

The flow rates and (heated) flow temperature were
the only parameters varied in this study, because the
effect of varying pressure on the residence time was
less significant beyond the critical pressure within
the permissible range of values. Typically, continuous
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Figure 3 Representative plot illustrating typical absorption traces
acquired for two system configurations, and probability distribution
for reactor only volume calculated via deconvolution.

supercritical hydrothermal nanoparticle synthesis
methods employ a working pressure substantially
higher than the critical pressure (22.06 MPa), in order
to allow a reasonable margin for the pressure
fluctuations resulting from pump pulsations or
decreasing BPR efficiency. Thus, a fixed pressure of
25 MPa was employed for the residence time studies.
The temperature of the heated stream was varied
between ambient and 723.15 K. The typical flow rates
employed for nanoparticle synthesis using a counter
current reactor are a heated stream flowing at
20 mL-min™ downward against an upward flowing
ambient temperature metal salt stream at 10 mL-min™
(this can be referred to as “20:10”, where the heated
stream flow rate (mL-min™) is compared to the metal
salt flow rate (mL-min™)). For the work reported in
this article, the flow rates employed were 20:20, 20:15,
and 20:10. Table 1 lists the details of the simulated
experiments, along with the relevant characteristics
of the streams involved.

3 Computational studies

Numerical simulations of the flow field were conducted
using the commercial CFD solver ANSYS Fluent 14.5
in order to solve the nonlinear Navier-Stokes equations,
along the realizable k—¢ turbulence model equations,

governing the conservation of mass, momentum,
and turbulence quantities within the fluid elements.
Advection-diffusion equations were also solved to
predict the mixing at all scales. The three-dimensional
(3D) domain of the hydrothermal reactor (Fig. 4) was
meshed using hexahedral finite volumes, with a
maximum mesh size of 0.2 mm. The coarsening and
refining of the mesh space grid ensured that the
solutions were independent of the spatial discretization.
The inlet boundary conditions were set for a fully
developed velocity profile (calculated on the basis of
the flow rate), while a zero-pressure condition was
imposed on the outlet, and a non-slip boundary
condition was set for the reactor walls. An assumption
of symmetry (see the Electronic Supplementary Material
(ESM)) allowed the equations to be solved for half of
the reactor, reducing the computation time.

A Newtonian fluid was assumed with the properties
of water at room temperature and no-slip boundary
conditions on all the walls. The mesh independence
was verified by comparing results using higher density
meshes. The flow rates were specified at the two inlets.
The convergence limits were set so that the velocities
converged within 0.1%, and the mass fractions for the
central stream species reached their asymptotic values
within 0.01%.

4 Results
4.1 Model validation

In order to produce trustworthy results from CFD
simulations, thorough validation studies should be
conducted. The accuracy of the presented CFD model
was assessed through a comparison with the RTDs
generated using the previously described tracer
methods. A series of calculations was conducted
using the CFD model in an attempt to simulate
the empirically measured RTDs, imposing the same
conditions employed for the experimental work.
During this process, three phenomena were explored:
the time scale associated with the RTD experiment,
uncertainty of the entry signal in the reactor, and
unsteadiness of the flow inside the reactor.

The geometry of the reactor is illustrated in Fig. 4.
In the experimental setup, the ambient temperature

www.theNanoResearch.com | www.Springer.com/journal/12274 | Nano Research



Table 1 Experiments performed and simulated

Qnw Qcw Tew Thw Muw Mew
Case Reynoldsyy
(mL-min™) (mL-min™) (K) (K) (gs™ (gs™h
1 20 10 288 723.15 0.3367 0.1683 3,044
2 20 15 288 723.15 0.3367 0.2525 2,556
3 20 20 288 723.15 0.3367 0.3367 2,440

267.2 mm

203 mm

‘ 80.5 mm

~

Figure 4 Sketch of the actual reactor with relevant dimensions.

water stream was introduced from the bottom of the
reactor, with the heated one at the top. Although, in
practice, bent tubing may influence the flow dynamics,
we assumed that this effect was negligible. Con-
sequently, the modeled geometry was simpler for the
computational setup (see the ESM), making it easier
to calculate the flow inside the reactor.

The time scale associated with the empirical RTD
experiments was on the same order as that of the
mean residence time, ie. seconds. To adequately
model this phenomenon, a significantly smaller time
scale was employed for the CFD simulations (around
50 ms), in order to eliminate any computational
limitations due to the time step.

The flow was carried to the bottom of the reactor
via a relatively narrow inlet tube, and although the
signal was deconvoluted, modeling the introduction
of the flow into the reactor was problematic because
of the uncertainties in the composition profile of the
tracer. The profile would have been affected by the
laminar flow field in the narrow inlet tube, and it was
difficult to predict because of the sinuous path of the
inlet tube (please see the details in the rig picture of
the ESM). To solve this problem, three different signals
were tested for the tracer inlet in order to investigate
their impact on the final simulated RTD result: a
Gaussian profile, step profile, and typical laminar
reactor profile [39]. No significant difference was
observed between them because of the relative scale
of the reactor in comparison to that of the inlet pipe;
the reactor effectively diffused the effect of the entry
signal. As a result, Gaussian inlet profiles were
employed to model the flow of the tracer because
they offered computational advantages.

Concerning the unsteadiness of the flow inside the
reactor, different simulations were carried out to study
its influence on the final shape of the calculated RTD.
It is well known from visualization experiments that
the flow inside a hydrothermal reactor is unsteady in
most cases [40, 41]. This phenomenon is the result of
natural convection influencing the flow field, as the
extreme temperature gradients lead to strong buoyancy
forces. Generally speaking, flow fields dominated by
buoyancy tend to remain unsteady in nature, forming
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flow structures that evolve in time and space. However,
the unsteadiness of the flow was not found to have a
significant influence on the computed RTD. Therefore,
steady computations were conducted.

The experimentally obtained RTDs and the RTDs
predicted by the CFD are depicted in Fig.5. The
prediction of the RTDs using the CFD model appears
to very closely match the experimental results. For
the lowest flow rates (20:10), an almost perfect match
is observed, although some deviations appear at the
higher flow rates. Hence, the CFD model appears to
be well validated for the range of conditions studied
in this work.

The shape of the RTDs is typical of a system
dominated by axial dispersion [36]. As previously
explained, the tracer was injected into the ambient
temperature water flow and transported by convection
and diffusion up to the mixing point. At this point,
the two streams collided and combined, forming a
mixture with an intermediate temperature and density
that evolved as it progressed upward through the
reactor to the outlet. An important feature of this
combined flow was a fairly low mean velocity, with
an order of magnitude of centimeters per second.
One undesirable effect of this configuration was the
fact that the relative influences of the convective
transport and turbulent diffusion were comparable in
this section of the reactor, which produced a long tail
in the RTD. This effect was distinctly observed in
both the simulated and experimental RTD results.

Additionally, a dead volume was found toward the
top of the reactor, which would also have contributed

to the long tail. Both effects will be studied using the
validated CFD model.

Figure 6 shows the temperature distribution and
internal residence time distribution computed with
the CFD model (please see the ESM for details on the
equations solved). These plots present an explanation
of the flow features associated with the RTD signals.
The temperature gradient along the reactor is seen to
be concentrated in two different regions: the mixing
point and upper region of the reactor (region H3 in
Fig. 6). At the mixing point, excellent macro-scale
mixing of the two streams is observed, affording
complete temperature homogenization in an extremely
short space. The hot water stream conserves much of
its enthalpy as it jets downward from the outlet of the
inner pipe for a distance approximately equivalent to
two to three times the inner pipe’s inner diameter,
and then cools down to the final mixing temperature
very rapidly. The combined flow travelling through
the annulus is very uniform from plane H1 up to
plane H2 (see Fig. 6). However, in the top section of
the reactor (plane H3), there is a potentially undesirable
flow structure. This region is much hotter that in the
annulus of the reactor, and the mean velocity is small
(stagnant flow) because it is not located in the main
pathway through the outlet. Thus, it is highly probable
that this region may facilitate the uncontrolled growth
of nanoparticles.

This last statement is demonstrated by the internal
residence time distribution depicted in Fig. 6 (right),
which was computed using the CFD. The contour
plot is saturated to visually highlight the effect, where

Heated downward flow: 20 mL-min' Heated downward flow: 20 mL-min~' Heated downward flow: 20 mL-min™'
Cold upward flow: 10 mL-min™' Cold upward flow: 15 mL-min~' Cold upward flow: 20 mL-min~"
0.30 0.30
® Experiments
0.25 0.25 0.25 —CFD
0.20 0.20 0.20
& 0.15 i 0.15 & 0.15
0.10 0.10 0.10
0.05 B 0.05 0.05
0 0 0
0 5 10 15 20 25 30 0 5 10 15 20 25 30 0 5 10 15 20 25 30

t(s)

Figure 5 Experimental and predicted RTDs (see Table 1).

t(s) t(s)
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B 50558
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- 288.00
Cold water

— '\ Hot water
\ Y

Z
X
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—— 120.00
100.00

80.00
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40.00

20.00

15.00

B 10,00

5.00
— 0.00

. Metal salt

Figure 6 Temperature distribution in symmetry plane of reactor (left) and internal residence time distribution (right) in different slices
from ambient temperature inlet to reactor outlet, indicating dead volume toward the top of reactor. The results correspond to case 1

(20:10).

the red color indicates a residence time greater than
the mean residence time (9.32 s). This residence time
distribution corresponds to the flow of cold water.
The residence time is seen to increase along the main
pathway through the reactor geometry up to the exit;
however, as predicted, there is a significantly extended
residence time located in the top section. Therefore,
the model was demonstrated to be highly efficient in
the interpretation of the shape of the RTD data and
made it possible to identify the potential undesirable
regions.

4.2 Equivalence between RTD shapes and PSD
shapes

A remarkable aspect of this research was the equivalence
found between the shape of the RTD data and the
shape of the experimental PSDs. Figure 7 shows this
equivalence for cases 1-3 and highlights the observed
trend. See the ESM for more information about the
HRTEM imaging.

Such equivalence has been reported for other systems
in the prior literature, with some authors speculating
about the importance of the RTD in relation to the
PSD. However, to the best of our knowledge, this is the

first time that the relationship has been experimentally
confirmed for hydrothermal synthesis [35, 37]. As
illustrated in Fig. 7, the trend for the changing shape
of the PSDs closely matches that of the RTDs. This is
because the particles closely follow the fluid flow, and
the residence time has a direct impact on the particle
growth and resultant size. In this way, particles drifting
away from the primary flow paths through the reactor
will have higher residence times and therefore larger
final particle diameters. Thus, to obtain narrow PSDs
and small nanoparticles, it is crucial to accurately
control the RTD. This result has direct implications
when considering the design of equipment beyond
the bench or pilot scale toward full-scale nanoparticle
production.

4.3 TFlow regimes and mixing time scales

The CFD code was also useful for determining the
regions of the reactor where mixing occurred at
different space scales. The macro-scale was studied
through an analysis of the temperature distribution,
as shown in Fig. 6. Additionally, a mixing model was
employed to explore mixing at the micro-scale in the
reactor. Figure 8 shows a contour plot of the segregation
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Figure 7 Experimental PSDs obtained for production of hematite, along with RTDs experimentally measured and predicted RTDs

using the CFD code.

Hot water

I Mixing zone

[

..

Segregation
intensity

mm 0.8
0.14

B 009

0.05
— 0.00
Cold water

Figure 8 Segregation intensity found for case 1, indicating regions
where molecular mixing takes place.

intensity [42]. The segregation intensity is a measure
of mixing at the macro- and micro-scales, and it is
defined as the extent to which the tracer concentration
departs from the mean [43]. If the purpose of mixing
two fluids A and B is to enable them to react with one
another, the segregation intensity represents a measure

of the effectiveness of the mixing at all scales. An
analysis of the segregation intensity pattern in Fig. 8
reveals an interesting behavior close to the mixing
point. A region located just below the jet appears to
accommodate substantial micro-scale mixing, with a
mixing performance somewhat similar to that of the
jetting zone. The main difference compared to the
jetting region is that there is no macro-scale mixing
(it is undetectable in the temperature distribution),
but mixing occurs only at the micro-scale owing to
the turbulent diffusion below the jet. As a consequence,
this zone may significantly influence nanoparticle
production, because chemical reactions occur at the
molecular level. The detection of this region was
only possible using the validated CFD code with an
adequate mixing model.

5 Conclusions

The results of experimental tracer studies under
reaction conditions typically employed for the synthesis
of nanomaterials showed a strong correlation to CFD
simulations that predicted the residence time and
PSDs. The size distribution data empirically derived
from the counter current scHS reactor validated the
CFD model.

This work demonstrated an effective method for
reactor or system profiling using tracer technology,
where deconvolution techniques were able to success-
fully resolve the RTDs for a specific part of the
continuous flow apparatus.

www.theNanoResearch.com | www.Springer.com/journal/12274 | Nano Research



The potential application of CFD modeling to
continuous supercritical flow reactors was also
demonstrated, showing the ability to profile the
dominant mixing regimes within different regions
of the reactor and investigate the mixing on different
scales.
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S1 Reactor geometry modelling

Figure S1(a) details relevant dimensions of the counter current reactor configured for the experimental tracer
RTD measurement experiments. In order to produce a workable computational model the geometry was
simplified to the configuration indicated in Fig. S1(b). This simplified arrangement made it much easier to
compute flow within the reactor. The cross-sectional images in Fig. S1(b) also illustrate the mesh employed in
the computations. The number of cells has been carefully analyzed and optimized for size, minimizing

computational expense while assuring the results are mesh-independent.

Address correspondence to Edward.Lester@nottingham.ac.uk

(e@j TENGHUA @ Springer



(b)

267.27

Figure S1 Reactor dimensions along with details of the mesh employed. Dimensions are in millimeters.

S2 System of equations being solved

The flow and mixing of fluids under supercritical conditions are governed by fundamental equations for
conservation of mass, momentum and energy [S1]. When dealing with turbulent flow, a suitable averaging
method must be used. The density averaging technique, or Favre averaging, applies fluctuation to average values
in lieu of actual flow parameter in order to derive a time averaged solution. The density averaged conservation
equations for momentum, mass and energy are represented as

P, s
ot 6x].

where u; is the velocity component in the x; direction; p is the pressure; p is the density; e is the internal
energy; ¢ is a passive scalar; o is the viscous stress tensor and g, is the gravitational acceleration in the x,
direction. Neglecting viscosity fluctuations, &, can be rearranged to
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where 7 is the molecular viscosity. Equations (51)—(S3) are unclosed, because the averaging procedure creates
new variables for the Reynolds stress tensor, —,5171"17}' . To consolidate interdependent variables and reduce the
number of unknowns, turbulent closure must be employed. There are different approaches to predicting
turbulent flows ranging from Reynolds-averaged Navier-Stokes (RANS) to large eddy simulation (LES) and
direct numerical simulation (DNS). In this paper RANS models are used, where the primary task is to model
the Reynolds stress tensor. Generally, it is calculated using the Boussinesq hypothesis, which requires
calculation of the turbulent viscosity #' and turbulence kinetic energy k.

— 2 oii. Ol
—pul! = pLSk—n"| Ly L S6
ith k=~ . Similarl
Wi —Eu,ul. imiiarly,
i oT i 0p
_ e"u"=/1T—, _ ”urr:DT_ S7
pet ox PO ox 57)

] ]
where A" and D" are the turbulent conductivity and viscosity respectively. Both quantities are computed from
the turbulent viscosity using the relationships

T T
ar=C pro 1 (S8)
Pr pSc

where Pr' and Sc' are the turbulent Prandtl and Schmidt numbers respectively. Both values are normally
constant in a turbulent computation, however, for transcritical injection of water, a correlation with the
molecular Prandtl number has been recommended by Schuler et al. [S2]. Consequently, turbulent closure
requires the use of a model for the turbulent viscosity. In this work, the Realizable k—¢ model of Shi et al. [S3]
has been employed for undertaking this task.

Macro and micromixing are analyzed by means of the mixture fraction (£) and mixture fraction variance
(£") equations. Both are treated as passive scalars without molecular diffusivity. The governing equations are

respectively
opE ., 0z _ 0| 10
ot axj(p”fé) ax]{p ox, 9
PE” O (o gm\_ 8| e 0| L n 00
Po L (pi, &%) =——| pP" =~ |+25D" =25 S10
o o, (1<) or |77 o | a0 (510

where y is the micromixing velocity, calculated according to [S4].
The internal residence time (r) is computed using the equation obtained by Ghirelli et al. [S4]

e 0 (o= _ 0| x0T | _;
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S3 Imaging of particles from empirical experiments

The imaging of the particles was carried out using a FEI Titan TEM at Trinity College Dublin. At least 20
images at a magnification of 69,000X were captured for each sample. Each image was printed and the scaling
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for each image was then used to manually size the images in a similar way to other publications [S5] using the
open source software Image]J version 1.49k. Figure S3 shows examples of the HRTEM images.

300 °C 20:20 20:10

400 °C 20:20 20:15 20:10

Figure S3  High resolution transmission electron microscope images of the iron oxide particles produced at 300 and 400 °C at normal
flow conditions.
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