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Abstract. We introduce a type of two-tier convolutional neural network model
for learning distributed paragraph representations for a special task (e.g. topic
classification or sentiment classification). We decompose the paragraph seman-
tics into three cascaded constitutes: word representation, sentence composition
and document composition. Specifically, we learn distributed word representa-
tions by a continuous bag-of-words model from a large unstructured text corpus.
Then, using these word representations as pre-trained vectors, the first tier of our
model learns the distributed task-specific sentence representations from a corpus
where each sentence is annotated with a task-specific label. Subsequently, the
second tier of our model learns the distributed paragraph representations of a dif-
ferent document corpus from the learned sentence representations. Our proposed
model has been evaluated on topic classification based on the DBpedia ontology
and sentiment classification of Amazon reviews. Empirical results show the ef-
fectiveness of our proposed learning model for generating distributed paragraph
representations.

Keywords: Natural language processing, distributed representation, convolutional neu-
ral network.

1 Introduction

Paragraph or short document representations are important for a variety of NLP tasks
including text classification, sentiment analysis and document retrieval. Many appli-
cations use distributional representation of text, such as Bag-Of-Words (BOW) repre-
sentation, as the input to their algorithms. With the rapid development of deep neural
networking and parallel computing, state-of-the-art results have been achieved in many
NLP tasks using the distributed representations of word generated by deep learning [1,
3,12,17,7,8]. While distributed representations can be learned at the word level, they
can also be learned at higher semantic levels such as phrases, paragraphs or documents.

The distributed representation of a paragraph usually refers to dense and real-valued
vectors in a low-dimensional space to represent the paragraph, which are assumed to
convey semantic information contained in it. Many existing approaches learn distributed
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paragraph representations without incorporating the knowledge of text structure or task-
specific labels (e.g. sentiment labels for the sentiment classification task). For exam-
ple, Le and Mikolov [9] proposed an unsupervised framework to learn continuous dis-
tributed vector representations for pieces of texts ranging from sentences to documents
based on the context of words in a large unlabeled corpus. Zhang and LeCun [18] em-
ployed a nine-layer deep temporal convolutional networks to learn representations from
character-level inputs all the way up to abstract text concepts without any syntactic or
semantic structures. Dos Santos and Gatti [16] proposed a deep convolutional neural
network (CNN) that also exploits sentence-level information directly from character-
level information.

We argue that for supervised learning tasks, the knowledge of text structures and
the task-specific annotation information could be potentially useful for improving the
end performance. Note that such supervised information could be obtained elsewhere
rather than the target data corpus for supervised learning tasks. For example, for senti-
ment classification on Amazon reviews, the review dataset only contains sentiment la-
bels at the document level. But we can obtain the sentence-level sentiment labels from
other datasets such as the Sentiment Treebank. We propose a supervised framework that
learns distributed paragraph representations built hierarchically from words, sentences
and paragraphs with the incorporation of supervised information. Our framework works
as follows. Firstly, distributed word representations are learned by a Continuous Bag-
Of-Words (CBOW) model [12] from a large unstructured text corpus. Secondly, task-
specific distributed sentence representations are learned by a one-dimensional CNN
[8] using the previously learned word embeddings as pre-trained input vectors from a
sentence level corpus. Finally, task-specific distributed paragraph representations are
learned from a paragraph or document level corpus by the same CNN using the pre-
viously learned sentence vectors as pre-trained input vectors. The obtained paragraph
representations can be used as the input to classification algorithms for further process-
ing.

We evaluate our model on two tasks, topic classification on the DBpedia ontol-
ogy classification dataset [2] ! and sentiment classification on the Amazon review
dataset from the Stanford Network Analysis Project (SNAP) [11] 2. Our model achieves
the state-of-the-art results, yielding a relative improvement of more than 20.61% and
19.95% in terms of error rate, respectively.

2  Our Approach

In this study, we propose to learn task-specific distributed paragraph representations by
learning distributed word, sentence and paragraph representations hierarchically. The
system framework with three main components is shown in Fig.1. The first compo-
nent, the Distributed Word Representation Model, generates word embeddings from a
large collection of raw text. These word embeddings are then fed into the Distributed
Sentence Representation Tier, in which a one-dimensional CNN takes a sentence-level

! https://drive.google.com/folderview?id=0Bz8a_Dbh9Qh bfllcbVpmNUtUcFdjYmF2SEpmZ
UZUcVNiMUw1TWN6RDV3a0JHT3kxLVhVR2M&usp=sharing
2 https://snap.stanford.edu/data/web- Amazon.html
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Fig. 1. The framework of our approach.

corpus to train a sentence composition model which generates the distributed sentence
representation for sentences. The third component, the Distributed Paragraph Repre-
sentation Tier takes sentence representations as input to train distributed document
representation of the target document-level corpus. We call our proposed framework
two-tier convolutional neural network (2-TCNN).

2.1 Distributed Word Representation Model

The CBOW model introduced by Mikolov et al. [12] is used to learning distributed word
representations. The training objective of CBOW model is to use the surrounding words
of the target word in a sentence or a document to predict word representations. It can
capture a large number of syntactic and semantic word relationships from unstructured
text data.

Given a sequence of training words w1, ws, w3 ... wr, the training objective is to
maximize the average log probability:
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where c is the size of the training context, w; is the center word, and log p(w;|w;4;)
is the conditional log probability of the center word w; given the surrounding words
wy+;. The prediction task is performed via softmax. The hierarchical softmax [15, 14]
process which uses a binary tree representation of the output layer with the words as
leaves, is used to reduce computational complexity.



2.2 Distributed Sentence Representation Tier
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Fig. 2. A one-dimensional CNN with 2 filter widths.

The one-dimensional CNN? proposed by Kim [8] is used to learn distributed sen-
tence representation from a sentence-level corpus. It is a slight variant of the archi-
tecture* proposed by Collobert and Weston [3]. As shown in Fig.2, It takes the word
embedding matrix s as an input where each column corresponds to the distributed rep-
resentation v,,, € R9 of a word w; in the sentence or padding vector v, € RY:

s = [UZN"' 7vszl7vw15"' avwnavzlf" avz.,,l,1]7 (2)

where v,,, is a d dimensional pre-trained word vector. v, is d dimensional zero vector.
m is the size of filter window. n is defined as the max length of sentences in the training
set.

The idea behind the one-dimensional convolution is to take the dot product of the
vector w with each m-gram in the sentence s to obtain another sequence c. In the con-
volutional layer, one-dimensional convolution is taken between a filter vector w € R™d
and a vector S;.j4m—1 € R™4 of m concatenated columns in s. The i-th feature ¢; € R
of a feature map F}; € R™*+™m~1 is generated as follows:

¢ = f(w- Sizipm—1+b) 3)

Where b € R is a bias term and f is a point-wise non-linear function such as the
hyperbolic tangent. s;.;+,,—1 refers to the i-th to (i +m — 1)-th column of s. A feature
map F; € R"t™~1 is defined as

Fj =lci,c2,- , Cngm—1] 4)

In the pooling layer, a max-overtime pooling operation [4], which forces the net-
work to capture the most useful local features produced by the convolutional layers, is

3 https://github.com/yoonkim/CNN _sentence
4 http://ronan.collobert.com/senna/



applied over ;. The maximum value Fj = max(F;) taken as the feature correspond-
ing to a particular filter w. k-Fj concatenates to a vector F' € R¥.

The model uses multiple filters (with varying window sizes) to obtain multiple fea-
tures. These features form the penultimate layer and are passed to a fully connected soft-
max layer whose output is the probability distribution over labels. In non-static channel,
the training error propagates back to fine-tune the parameters (w, b) and the input word
vectors.

The vector generated in the penultimate layer of the CNN architecture is regarded
as distributed sentence representation which captures the semantic content of the in-
put sentence, in some degree. For training the distributed sentence representation tier,
we use sentences from a sentence level corpus as our positive training examples, and
randomly replace part of the sentences (for example, half of the words) to construct
negative training examples. Sentences in a target document corpus are fed to the trained
CNN model and the corresponding sentence vectors are output by the penultimate layer
of the CNN.

2.3 Distributed Paragraph Representation Tier

The distributed paragraph representation tier of 2-TCNN has the same architecture as
the sentence representation tier. The difference is that it takes sentence vectors of a doc-
ument corpus as input instead of using word embeddings. The vector generated in the
penultimate layer of the CNN in this tier is regarded as distributed paragraph repre-
sentation which captures the semantic content of the document corpus. The paragraph
vectors learned for both the training set and the test set of a document corpus can be
used as features in a supervised classification algorithm.

3 Evaluation and Discussion

3.1 Experimental Settings

We evaluate our proposed framework on two supervised classification tasks, topic clas-
sification on the DBpedia ontology dataset [18] and sentiment classification of Amazon
reviews.

In all experiments, we use the publicly available word embeddings trained by the
CBOW model on 100 billion words from Google News > as pre-trained word embed-
dings. Words not present in the set of pre-trained words are initialized randomly in the
same way as in [12].

To train the sentence representation tier of our model, we use the glosses in WordNet
[13] as positive training samples for the DBpedia ontology classification experiments.
There are 117,791 glosses in the WordNet 3.1 version. We randomly replace half of
words in a positive sample to construct a negative training sample. In Amazon reviews
sentiment analysis experiments, we use Stanford sentiment tree bank® [17] to train the
sentence composition model.

5 https://drive.google.com/file/d/0B7XkCwpISKDYNINU TTISS21pQmM/edit?usp=sharing
® http://nlp.stanford.edu/sentiment/index.html



Both sentence vectors and paragraph vectors are trained using the same CNN set-
tings. We use: rectified linear units, filter windows of 3, 4, 5 with 100 feature maps
each, AdaDelta decay parameter of 0.95, dropout rate of 0.5.

For supervised classification, we use the LIBLINEAR tools [5] with default param-
eter settings in Weka [6].

We compare four models on distributed paragraph representations learning: word2vec,
Bag of Words, ConvNet and 2-TCNN. The word2vec model refers to a bag-of-centroids
model via word2vec[12], in which k-means algorithm are applied on word vectors
learned from Google News corpus with ¥ = 5000, and then a bag of these centroids
are used for multinomial logistic regression. Bag of Words refers to the bag-of-words
model, in which appearance frequency of each word in the training dataset are counted,
and 5,000 most frequent ones are chose as the bag of features for multinomial logis-
tic regression. The ConvNet model proposed by Zhang and LeCun [18] has four vari-
ants depending on the scale of the network and whether a thesaurus is used or not.
Both the large and small ConvNet are 9 layers deep with 6 convolutional layers and 3
fully-connected layers, with different number of hidden units and frame sizes. For more
details, please refer to [18]. Finally, 2-TCNN is our proposed model.

3.2 DBpedia Ontology Classification

The DBpedia ontology classification dataset [18] is constructed by choosing 14 non-
overlapping classes from DBpedia 2014 [10]. From each class, 40,000 training samples
and 5,000 testing samples are selected randomly.

Table 1. Experimental results on the DBpedia ontology classification dataset.

Model Error rate
word2vec 10.59%
Bag of Words 3.57%
Small ConvNet without thesaurus 2.01%
Small ConvNet with thesaurus 1.85%
Large ConvNet without thesaurus 1.74%
Large ConvNet with thesaurus 1.60%
2-TCNN 1.27%

In Table 1, we report the classification error rates of different models on this dataset
where the results of other models have been previously reported in [18]. It is observed
that the Bag of Words model goes beyond the barrier of 5% error rate. It is a very
significant improvement compared to word2vec. More significant improvement is ob-
served when distributed representation are used in the ConvNet model. Large ConvNet
with thesaurus achieves the best performance among the baseline models. Our model
improves upon the best ConvNet model by a further 0.33% on error rate, showing a
relative improvement of 20.61%.



3.3 Amazon Review Sentiment Classification

The Amazon review sentiment analysis dataset from the Stanford Network Analysis
Project (SNAP) contains review texts with 5 score labels from 1 to 5. In order to con-
struct a binary sentiment classification dataset, reviews with rating 1 and 2 are treated
as negative reviews, while reviews with rating 4 and 5 are taken as positive reviews. We
use the same training/testing split as in [18] where the training set contains 3,000,000
samples for each positive and negative class and the test set contains 450,000 samples.

Table 2. Experimental results on the Amazon review sentiment classification dataset.

Model Error rate
word2vec 16.93%
Bag of Words 14.46%
Small ConvNet without thesaurus 4.16%
Small ConvNet with thesaurus 3.99%
Large ConvNet without thesaurus 3.66%
Large ConvNet with thesaurus 3.92%
2-TCNN 3.47%

The error rates of different models on this dataset are shown in Table 2 where the
results of other models have been previously reported in [18]. It is observed that the Bag
of Words model performs better than word2vec, inline with our observation on the DB-
pedia ontology classification task. The ConvNet models significantly outperform these
two models. It is somewhat surprising that Large ConvNet without thesaurus achieves
better performance than Large ConvNet with thesaurus, showing that data augmentation
techniques do not always work well. Our model outperforms the best ConvNet model
by 0.19% on error rate, a relative improvement of 5.19%. It shows the effectiveness of
our proposed learning model for distributed paragraph representations.

3.4 Discussion

All the baseline models take an input paragraph or a short document as a long sen-
tence without any structures or sentence-level annotation information. By making use
of knowledge about words, sentences and paragraphs, our model achieves the best per-
formance on both the datasets.

Both the large and small ConvNet are 9 layers deep with 6 convolutional layers and
3 fully-connected layers. Our model is only 2 layers deep. It was reported in [18] that
using an NVIDIA Tesla K40, training took about 5 hours per epoch for the large model,
and 2 hours for the small model. Our model was trained using GeForce GTX TITAN
X and only took less than 10 minutes per epoch on the DBpedia ontology classification
dataset.



4 Conclusion and Future Directions

This paper presents a two-tier convolutional neural network model to learn distributed
paragraph representations. For each paragraph in a corpus, the model generates the
high quality distributed paragraph representations by using the text structure and task-
specific annotation information. The obtained paragraph representations achieve the
state-of-the-art results on the DBpedia ontology classification dataset and the Amazon
review sentiment analysis dataset. The results show the effectiveness of our proposed
learning framework for distributed paragraph representations. Our model is only two
layers deep. It is much more efficient than the previously proposed ConvNet models
with far more layers. Future work includes further improving the proposed method and
applying the paragraph vectors to other NLP tasks.
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