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SUMMARY OF THESIS

Authorship profiling in a forensic context

Andrea Nini
Doctor of Philosophy
March 2014

There are several unresolved problems in forendicoaship profiling, including a lack of research
focusing on the types of texts that are typicatiglgsed in forensic linguistics (e.g. threatenieitdrs,
ransom demands) and a general disregard for tleetedf register variation when testing linguistic
variables for use in profiling. The aim of thissistation is therefore to make a first step towéHatsg
these gaps by testing whether established patt#rssciolinguistic variation appear in malicious
forensic texts that are controlled for registerisTHissertation begins with a literature reviewttha
highlights a series of correlations between languagp and various social factors, including gender,
age, level of education and social class. ThisedigBon then presents the primary data set usédsn
study, which consists of a corpus of 287 fabricatedicious texts from 3 different registers prodiice
by 96 authors stratified across the 4 social factisted above. Since this data set is fabricdted,
validity was also tested through a comparison aitbther corpus consisting of 104 naturally occgrrin
malicious texts, which showed that no importanfedénces exist between the language of the
fabricated malicious texts and the authentic malisitexts. The dissertation then reports the figlin
of the analysis of the corpus of fabricated malisidexts, which shows that the major patterns of
sociolinguistic variation identified in previoussearch are valid for forensic malicious texts drat t
controlling register variation greatly improves fierformance of profiling. In addition, it is showrat
through regression analysis it is possible to hesd patterns of linguistic variation to profilee th
demographic background of authors across the fotialsfactors with an average accuracy of 70%.
Overall, the present study therefore makes adiegi towards developing a principled model of feren

authorship profiling.

Keywords: forensic linguistics, authorship profgirauthorship analysis, threatening texts, styloynet

register variation, stylistics
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Introduction

1 Introduction

Authorship profiling is defined in this dissertatiasthe task of determining information about the
background of the author of an anonymous text baseithe language of the tefven though some
research has been carried out on authorship prgfithere is currently a demand for more reseanch o
forensicauthorship profiling, which is the application afthorship profiling in the forensic context.
The present dissertation aims at meeting this ddrtfaough an experimental analysis of texts that ar
similar to the type of texts that forensic lingaistsually examine. The goal of this Chapter is to
introduce the present work by contextualising ithivi the past research. A summary of previous
research in authorship profiling and its gaps aesgnted and then the steps adopted by the present

study to address these gaps are outlined.

1.1 The state of the art of authorship profiling in a forensic context

In a typical forensic authorship profiling caseg forensic linguist is asked to identify linguistic
markers that can reveal any information to law srgment about the identity of the author of an
anonymous text. These types of cases have beeoysbvdefined by Grant (2008: 222) single text
problems Grant (2008) suggests that the only method ctiyrersed for authorship profiling is an
analysis that is grounded in the linguist's experto find the sociolinguistic clues that help blsh a
profile. One of the most quoted examples of thpetef work is Roger Shuy’s analysis of a ransom
note that successfully pointed to the author’s gemhnd being an educated male from Akron, Ohio on
the basis of a dialect item and a pattern of miisge (Leonard, 2005). Grant (2008) states thattie
present state of the art, single text problemsordy be approached usiragl hocmethods and cites a
case in which he was involved that was similarlgcgssful in profiling a man of Jamaican origin lthse
on a dialectal item. This kind of method was itigi@xplained in the non-academic publication of
Foster (2001), and Grant (2008: 227) states thattyppe of method is currently ‘the only language
based approach which might be applied to singlepeblems’. Foster’'s method consists in selecting
unusual patterns of words and/or phrases fromrbaynous text and then searching for those items
in databases, reference corpora or on the intéonatentify what other texts the author has been
influenced by.

Although this method can be unquestionably usefslat least two successful cases have
demonstrated, Foster’s approach to authorship sisdly general has been strongly criticised fok lac
of objectivity and for its foundations in literagyiticism rather than in linguistic science (Chagki01).
Foster's method clearly lacks structure and expamiad confirmations, as well as being heavily case-
specific and primarily based on the linguist'siiidn. For the discipline to move forward it is essary

to develop a scientifically grounded methodologgttican allow for the drawing of profiles of
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anonymous authors using objective tested technigassed on linguistic science. Unfortunately, the
research on a systematic methodology that candmkbtagletermine clues as to an anonymous author’'s
general demographics is almost non-existent withiansic linguistics as well as traditional brarche
of linguistics. Although sociolinguistics has doegtensive research on the relationship between
linguistic variables and social variables, thiseygf research has never been applied to authorship
profiling. Most of the research available for auitop profiling has been carried out mainly within
computer science and psychology.

In computer science, the most significant reseheshbeen restricted to studies that involved
character and word level features to classify textdemographics such as gender or age (e.g. Anrgamo
et al, 2009). Even though these methods are promisimgpatational studies face the problem of
lacking theoretical foundations for their findinghese studies generally present a pragmatic eoluti
to a classification problem rather than an undaditey of the processes that lead to certain social
groups adopting specific linguistic patterns. Thabjem with sacrificing theory is that it is notgzible
to know why certain markers are successful whestas's are not and why, therefore, the same markers
would work in a new case that is not included mtisted data set. Although slightly more theoadtic
grounded work has been done when computer sciertsste worked together with psychologists
(Pennebaker and Stone, 2003; Argambml, 2005; Newmaret al, 2008), the problem with these
studies is typically that they employ a naive cqtiom of the linguistic variables analysed. Indethé,
most significant problem of all the studies is tHailure to account for register variation, evaough
this type of variation has been proved by manydistic studies to be the most significant type of
linguistic variation. Most of the times, this lackawareness leads to fallacies in the experimesigd
that in turn lead to erroneous conclusions. Fomgie, it is common to find studies on authorship
profiling in which a number of texts that form tlraining data set are combined together without
controlling for their communicative situations andnsequently, register variation (e.g. Newregal,
2008; Argamonet al, 2003). Failure to control for register variati@an result in incorrect
generalisations being made, because a socialefiiferfor a certain linguistic variable in, for exze)
academic prose, might not hold true in threateteitgrs. Biber (2012) cites a number of examples of
past studies in which measurements on general alam&ed corpora of English produced findings that
were initially believed to apply to the English ¢prage as a whole but then found to be heavily tergis
dependent on a second analysis.

The importance of accounting for register variai®due to the fact that there seems to be no
doubt that for most of the linguistic variables ewaed in previous profiling studies there is much
greater difference between, for example, a contiersand an academic text than between an academic
text written by a male and an academic text writigra female. This point is illustrated by Bibedan
Conrad (2009), who show how the frequency of catitvas varies far more according to register than
to social class. Even though not many studies Haedt with the question of how register variatien i

compared to other types of variation, the validifythis finding is reflected by the fact that geadbr
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the effect sizes found by register variation staidiee far larger than the effect sizes found bpusr
studies of sociolects. Certain authors have evepgsed the idea that social variation for frequency
variables is dependent on register variation, sihicelikely that social groups have unequal asdes
registers in society. This idea was elaboratedgaddently but in a similar fashion by both Finegan
and Biber (2001) and Hasan (2009) under the namaggpectively Register Axiomand Semantic
Variation (or Codal Variatior). In simple terms, both theories propose thatabs@roups produce
different frequencies for linguistic forms becatisey bring to the text their experience with larggia
which in turn is shaped by their different accesegisters. For example, when confronted withimgit

an academic essay, a person who does not haveiengemwith academic writing but only with
conversation is far more likely to bring elemerits@nversations to it than another person who laas h
experience of academic writing for many years.uimt this difference in experiences is reflected in
different frequencies of linguistic items that @spond to the registers that these two hypothetical
individuals have experienced. Because social grbape different access to registers, the variahah

is measured and that is attributed to sociolecdtslised register variation that is skewed by sagialip.
Accounting for register variation when analysingtseis therefore extremely important, even though
this is neglected in many past studies.

Another substantial gap in the present researdoremsic authorship profiling is the lack of
research on those texts that are typically stubiedorensic linguists in cases of profiling, such a
threatening letters, abusive letters, ransom demandortion letters, and similar texts that cdngi
criminal offences. The present work defines theiselk of text asmalicious texts and uses the

following working definition:

A malicious text is a text that is a piece of evidein a forensic case that involves

threat, abuse, spread of malicious information corabination of the above.

These texts are typically analysed by forensicuistg in real cases of extortion, blackmail, ransom
threat, abuse, stalking and so forth. However, tii@se texts, neither profile analyses nor register
variation analyses has ever been applied befogeneral, virtually no study has analysed the lisig
and/or extra-linguistic characteristics sharedhmse texts. Of the several sub-types of maliciexis
only threatening texts have received some atteritiothe literature, especially from a pragmatic
perspective (Fraser, 1998; Solan and Tiersma, 28b8y, 1996). This lack of profiling research of
malicious texts combined with the general disregafrdegister variation constitutes a significant
problem, since itis not possible to assume tipatréicular linguistic variable that is a good distnator

of a social variable in, for example, blogs is asgood discriminator of that same social varidbtea
threatening letter. The step from blogs or othemrge to malicious texts can be made only thanks to
both a valid linguistic theory that accounts fagister variation and an empirical analysis of nalis

texts.
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Finally, another missing element in the reseanauthorship profiling is the lack of a summary

of previous research on the most important linksvben language variation and social variables. A
clear picture of the main patterns of linguisticisdon for general demographics such as gender, ag
or social class would in fact help both the appteskarch and the theoretical research on prafilimy
one hand, applied researchers would benefit frazth aueview by having a battery of markers that can
be run on new data sets. On the other hand, toedtieal researchers would benefit from such aerevi
by using this list of findings to arrive at genetfaories that explain why these linguistic pateran
reveal the demographics of the author. Without daoubt, better practice in forensic authorship

profiling can be developed when both of these dsiaTs are combined.

1.2 Aimsof the present study

The brief review of the situation and state of #ineof authorship profiling has identified a
number of issues in the current state of the field:

1. The lack of a systematic summary of the relatigm&l@tween linguistic variation and a range
of social variables, including gender, age, le¥adaucation and social class;

2. The lack of integration of linguistic theory intarcent research on authorship profiling and,
consequently, a general disregard for the impoeaficegister variation;

3. The lack of research in authorship profiling bashigkctly on malicious texts, such as
threatening letter, ransom demands, etc.;

4. The lack of an objective methodology or protocal &mthorship profiling in the forensic
context.

The present work aims at making substantial stepartds filling in these four gaps. The first
step towards this goal is to understand how muelréady known about language variation and social
variables. The present project therefore star@hapter 2 with a survey of the most significantista
from as many disciplines as possible that havedaulink between language use and social structure,
thereby addressing the first gap outlined above.

The next step of the project is to collect a valada set that can be used to test whether these
linguistic patterns found in the literature reviean be used to profile malicious texts. In ordesaaoy
out this part of the project, a set of maliciouggeof known authorship in compatible registersustio
be gathered. However, this step is problematic umrdor many real malicious forensic texts the
authorship is unknown. Furthermore, even if thigpae were available, it should be rather large in
order to have many texts of compatible registerghs register variation can be accounted for.
Additionally, gathering authentic malicious texdgather difficult because many texts are confiidént
To avoid these problems, a data set of fabricatalicinus texts produced by a stratified sample of

subjects in controlled experimental conditions w&sted. By controlling the texts that the indinatiu
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produced it is possible to reliably know the detaif the authors of the texts as well as to pdsfect
control the register of the text. This data setdscribed in Chapter 3.

The advantages of this data set are that the saglontrolled both for the communicative
situations in which the participants are writingddor the social characteristics of the particigant
Because, however, this data set is fabricatedawluhck of the present study is that these texts are
different from real malicious texts and therefone findings obtained might not be valid for real
malicious texts. As a way to compensate for thesmthack, another data set was compiled consisting
of a corpus of authentic malicious texts that apgeéan real forensic cases. This corpus was then
compared to the corpus of fabricated maliciousstexbrder to verify whether the fabricated texts a
similar to the authentic texts. The descriptiorthaf corpus of authentic malicious texts is in Chaaft
while the comparison between the two data setegsribed in Chapter 4.

After the data sets are described and the fabddetes are validated against real data, Chapter
5 addresses the main research question of thenpresek, that is, to what extent the relationships
found in previous studies between certain lingaipttterns and some general demographics of the
author are valid for malicious texts. Since thaifaied corpus is controlled for register, Chaptatso
addresses the question of determining to what exterrelationship between linguistic variation and
social variation is affected by register variatidime scope of the present project is on the foustmo
general and common social variables that can by ssdied on every individual: gender, age, sbcia
class and level of education. The study of othgrartant social variables such as geographicalrorigi
or ethnicity has been abandoned since it would hegeired more resources than what is available for
the project. The four social variables listed abarefrom now on referred to ascial factors

The last step of this dissertation is to transftinfindings of Chapter 5 into a model that can
be used by forensic linguists and by future reseascwho want to expand upon the present work. To
this end, in Chapter 6 the patterns of variatiamfbin Chapter 5 are inserted into predictive regjon
models that show to what extent and with what bélts these patterns of linguistic variation caa b
used to profile the social background of the awgharthe fabricated malicious texts. This type of
analysis not only provides information on the vityiebf previous studies for malicious texts butoals
constitutes a first step towards the developmeatfstematic method for profiling malicious texts.

Finally, Chapter 7 summarises the findings of thiisdy with the goal of providing new

hypotheses and directions for future research.
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2 Literature review

This Chapter consists in a literature survey focheaf the social factors considered for
empirical exploration in the present work: gendgedtion 2.1), age (Section 2.2), level of education
(Section 2.3) and social class (Section 2.4). Hissfature survey covers a large number of sigairiic
studies that provide evidence for a relationshigvben one or more linguistic variables and ondnef t
social factors. For each social factor a separateey of several key studies is presented. The gjoal
each of the surveys is to find out which links batw linguistic patterns and the social factors are
established in linguistics as well as in otherdielvhere these links have been studied empirically.
study was reported in this review only when it citmited either theoretically or empirically to the
understanding of the relationship between a lingujgttern and a social factor. Among the studies
that were reported, a sub-set was selected facation in the empirical part of the present worke
studies that were considered for replication agestbdies that were conducted using linguisticaldeis
that were calculated in a method explicit enoughaaeplicated. At the conclusions Sections of each
of the social factor surveys, a summary of the nliaguistic patterns found is given together with a
list of the linguistic variables that constituteeth and that will be tested in the empirical parthaf

present work.
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2.1 Literature survey on Gender

Gender is perhaps the most studied social factandny disciplines that examine the link
between language use and the social world. Froenageneral point of view, at least two kinds of
‘gender’ can be distinguished: biological gendehioh can also call be defined as ‘sex’, and
sociological gender. However, reflections on thiffecentiation are seldom reported in the literatur
Indeed, even this superficial difference is subjeatisagreement. For example, in their essay, Ring
Bergvall (1998) point out that not just gender also sex could be considered as a socially derived
categorisation. They quote medical referencesuh@déerline the fact that sex is a biological contimu
that develops thanks to many factors and that #lbegorisation of sex in a binary way is a cultural
phenomenon rather than a natural one. The verythiattpeople look for how men and women speak
differently, or perform differently at maths and @o just reinforces the gender polarisation of ¢hes
two categories and it fails to acknowledge thetyetiiat sex is a continuum. This opinion is alkared
by some branches of modern social psychology. 8lyshy Carothers & Reis (2013) confirms the
widely-accepted opinion among behavioural scientistd psychologists that the differences between
males and females are indeed of the continuumrgtber than of the taxonomy type. Considesey
andgenderas continuums rather than taxonomies impliesahatdividual of male (female) sex/gender
categories does not always consistently presenthallbehavioural categories of male (female)

sex/gender. As Carothers & Reis (2013: 17) suggest:

‘there are average sex differences for each “symptof gender, but they are not

consistent or big enough to accurately diagnoseggneembership [...] there are not two
distinct genders, but instead there are linearajrals of variables associated with sex,
such as masculinity or intimacy, all of which amntnuous’. (Carothers & Reis, 2013:

17)

Another challenge to the conception of simple lynalassification of gender has been
presented by Bammaat al. (2012). In this paper, the authors analysed thst finequent words in a
corpus of short messages taken from more than A4.8€rs of Twitter for gender patterns. The results
they obtained confirmed many established findihgs &re also reviewed below. Bamnedral. (2012)
also found a certain number of outliers, that as,efxample, males using female language. However,
instead of treating these outliers as statistibalrmtions, the authors decided to explore thememor
closely. They therefore carried out a second sthdy consisted in the application of a statistical
clustering method to the data with the aim of disitey patterns without the imposition of the gender
categories. The result of this second study sugdehbtt the outliers were typically people thatnit
the corpus had more messages sent to and recedragéople of a gender different from their own.
In other words, the individuals that presented aengendered style were the ones that were motg like

to have in their social networks more people ofrtben gender and that therefore interacted more
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often with people of the same gender. Althoughrésearchers clarified that the individuals thatenor
often interacted with people from the opposite gemiesented the opposite gender’s style, the measo
as to why this relationship was found can be omlydthesised. These ‘outliers’ can present the above
pattern for at least two reasons: (1) they may enfihe opposite gender style simply because they
interact with the opposite gender more often i aaticular genre and therefore learn the languedge
that genre in the other’s gender way; (2) or thrapley the opposite gender style because their patso
gender orientation, at least for that kind of sbicigeraction, lies in the border and they therefprefer

to interact with the opposite gender more ofterthélgh these possibilities were not explored, the
authors could nonetheless conclude that the mesilukeory that should be considered when studying
language and gender is one that conceives gendet asdichotomy of male/female but as the product
of interaction. Gender, in their opinion, shoulddo@&sidered as an action or construction of theqrex
that co-varies with other social variables of thame persona. The authors therefore called for more
research that considers gender and other sociables as combined rather than in isolation froohea
other.

All the issues presented above should be accoumiaay study on language and gender. For
the present literature review, however, the probliendefinition of ‘gender’ is resolved by treating
gender as being either the biological male/fematnttion or the sociological cluster of behaviaur
In fact, the aim of this survey is to assess tlaesof the art regarding the degree of success in
understanding the link between language and geimdependently from which type of gender is
investigated. That being the aim, starting fromdbeial sciences and the main theories of how gende
should be modelled, this review is concerned witlt study in variationist sociolinguistics, corpus
linguistics, computational linguistics and compuseience that involves an empirical experiment or

that propose a theory of the link between languamgkany type of gender, biological or sociological.

2.1.1 Social sciences and sociolinguistics

One of the ground-breaking and most important gi@fevork on gender and language within
the social sciences is Lakoff (1973). Although rhaitheoretical and based on introspective and
anecdotal evidence, this work managed to conselidatesearch paradigm that conceives the two
genders as two different cultures produced by tbegss of socialisation. This socialisation argumen
in turn proposes that society, in the form of pts@n peers, exerts pressure on the individuattelkbp
a certain cluster of behaviours and language sadesrding to the individual's characteristics énd
does so mainly by using language itself. Lakoffi3@proposes that gender is a category which gociet
takes great care to distinguish socially and tloeeefinguistically as it is based on evident bidtad)
factors.

In her discussion, Lakoff (1973) lists a numbetiguistic features that she presupposes are

characteristic of one or the other gender. In lpgrion, female gender lexicon contains a more thgho
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taxonomy of adjectives and a ‘weak’ set of expletparticles. At the syntactic level, Lakoff (1973)
mentions a higher frequency of tag questions arideptorms of request for females, such as
declaratives with rising intonation. In generalkb#f (1973) concludes that all these features ate n
just characteristic of female language but thay gignal powerlessness and lack of commitmens. It i
because females are generally identified with tivsequalities in Western culture that they therfi
themselves adopting the above-mentioned stylesrahwnication.

After the publication, Lakoff's (1973) claims emitably called for more empirical
investigation. One of the first studies carriedwithin this framework was Crosby & Nyquist's (1977
These authors designed three experiments aimedtatg Lakoff's (1973) proposals, which involved
the analysis of speech samples produced by: (1dsdyaconversation; (2) recorded inquires at an
information booth; (3) conversations between clearid police personnel. In two of the experiments,
Lakoff's (1973) ‘female register’ features wereeed found to be more common in females than males.
However, since the use of these features was alsicydarly influenced by social role, the reseaish
concluded that ‘female register’ is more likelyti® the result of social roles rather than gendsreal
Indeed, they expand on Lakoff's (1973) hypothesisplboposing that females employ the ‘female
register’ more often because they are often associith those powerless social roles that often
employ it.

A very similar conclusion was reached by a studydemted by O’'Barr & Atkins (1980). The
researchers started their investigation from trseplation that manuals for lawyers had speciai@ect
on how to treat female witnesses during a couat. ffihe entries in these manuals state that sorastim
females can be treated differently from males &adl ¢ertain facets of their behaviours can be tsed
affect jurors. Incidentally, these manuals’ degwips roughly coincide with Lakoff's (1973) ‘female
register’. In an empirical exploration, O’Barr & ks (1980) analysed the speech of male and female
witnesses in court searching for Lakoff's (1973ttees. The result of their analysis pointed oat th
the females as well as the males regarded as hetptmya low social status were equally using these
features. The authors therefore hypothesised lieateal effect proposed by Lakoff (1973) is actuall
a correlation between ‘female features’ and povseriess in western culture. As conjectured by Lakoff
(1973), females were on average scoring higher thales on this ‘powerless style’ and this is
explained by the researchers by the fact that wdmdrthemselves more often than men in powerless
social situations. According to this study, themqpdmenon that is measured by linguistic analysimts
the degree of ‘femaleness’ but the degree of ‘ptiulaess’, which is, incidentally, likely to be
correlated with gender. O’Barr & Atkins (1980) thaigoport Lakoff's (1973) hypothesis and Crosby &
Nyquist's (1977) experiment. However, their analysias not replicated in the present study as its
methodology was rather subjective and difficultéplicate.

Coming from an analogous perspective, Poole (1&@)ducted a series of structured
interviews to find out whether gender can be regduas similar to social class in determiningdbde

of an individual. This notion afodeused by Poole refers to Bernstein’s notiorlaborated/restricted
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code(Bernstein, 1962), which is further explored in likerature review section on social class. Poole’s
(1979) argument is that if social class can beidensd as having a powerful force in socialising an
individual in respect to language, then genderaisaition is also likely to have an influence. Afte
collecting elicited spoken data, Poole (1979) ragisgriminant function analysis on a large set of
variables previously used to measure codes. Shalfthat one discriminant function distinguished
groups by class and that another function sepageaders. Poole interpreted these results as giving
further credit to Bernstein’s hypothesis, as wsllpaoviding evidence that the same mechanisms of
socialisation that apply to social class might lse aalid for gender, thus providing more evidetwe
support Lakoff's (1973) initial ideas. These fingensupport another study carried out by Poole (1976
few years before in which the researcher foundiaireffects in a study of a different data set csiimgy

of 80 first year university students.

Research conducted in Australia by systemic fonetilinguists, such as Cloran (1989), seems
to support the findings above. Her work can be ednilised within the general paradigmaooidal
variation (cf. Section 1.1). This paradigm is based on omalttn the sociology of Bernstein and his
notion of code and on the other hand on Hallidaystemic functional linguistics. As also proposgd b
Lakoff (1973), Cloran (1989) posits that genderlsathought of as one of the possible social graygi
that are being installed in the mind of the childidg the process of socialisation. Gender is floeee
a culturally dependent social construct based orin#ial biological distinction of the sexes. As
systemic functional linguistics suggests, sociahstaucts like gender or social class are mainly
constructed and passed to the new generationsgthtanguage and they contribute to the personality
of the new social individual. However, it is notgsible to find a single linguistic component that
performs the job of passing social constructs,esthe task is spread more generically across laggua
as a whole. More specifically, it is the patternirigertain meanings often produced in a certairieod
that shapes the minds and it is therefore in tlaengrar, ‘the powerhouse of meaning’, that these
different clusters of being, behaving and sayirggfaund (Halliday and Matthiessen, 2004: 21).

After reviewing the literature and establishingtth@ale and female children are generally
treated differently by their parents, Cloran (1988) up a study to find out to what extent thithes
case. The empirical experiment that she reporemisnalysis of speech produced by 24 dyads of
mothers-children divided into socioeconomic growpsch was recorded during daily activities across
nearly a month. The language was coded using asgstem of semantic options devised by Hasan.
The variables were then examined in a principalpament analysis followed up by an ANOVA. The
results showed that certain linguistic behaviouifeigntiated mothers of boys from mothers of girls
Specifically, the mothers of boys exhibited a mooatrolling behaviour and encoded points of view
less often. In general, Cloran’s (1989) findingsenv@ line with previous research and confirmed twha
the authors expected to find. Cloran’s (1989) stoolyld not be included in the present work as no

thorough explanation of the coding system is givgithe authors.
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Following a similar paradigm, Mulac & Lundell (199donducted a study to find out whether
culturally stereotyped gender styles appear evavriting and whether there is a conscious percaptio
of these styles in lay people’s perception. Theyenmoncerned with writing as they assumed that
written language is less susceptible to largesiglivariation because of the standardisation tffénat
individuals generally receive from formal educatibrthis study, the researchers recruited 148:stisd
from a university in California and asked them titeva description for each of two landscape pasur
that were projected in a class. They then randaalgcted the essays written by 20 males and 20
females within al17-25 age span.

The first part of the study consisted in askirggeBof judges to assign a gender to each of these
anonymised essays. The result of this study seéo&tbw that lay people could not guess the gender
of the writer better than chance. However, whesdlsame judges were asked to rate the personality
of the writer, they gave scores on dimensions sisgocio-intellectual statusr aesthetic qualityor
dynamisnthat were gendered and that mirrored what theoasigtxpected based on cultural stereotypes
regarding gender.

In the second part of the study, Mulac & Lund&B%4) studied the writings of these subjects
in terms of style. Nine coders were trained to gs®the texts for a set of variables that weregdday
the authors as being good discriminators of geadeording to previous studies. The variables were
analysed using a discriminant function analysisjctvhsuccessfully classified the texts with a
reclassification accuracy of 75%. The features Were found to distinguish males and females were
consistent with previous research. Males showe@ msage of terms that refer to quantity or location
whereas females used more uncertainty vatlse€éms to be).and references to emotions. Although
the authors stated clearly that these variablearapgroups with a significant overlap, they paint
out that a difference does exist. Furthermoreatit@ors found a significant correlation betweers¢he
two clusters of gendered features and the perspmthensions that were introduced above. In other
words, for example, texts that present more ‘fehfaktures are more likely to receive a high saore
personality dimensions typically associated wite ftmale gender, such sscio-intellectual status
This is interpreted by the authors as a suggesiiainthe two linguistic styles are primary corretht
with different personalities and behaviour pattesind only secondarily correlated with gender. This
study could not be considered for replication F& present study as not enough information wasgive
about the variables that the authors used.

The theoretical explanation for the differencesnbwas later on re-addressed in Muth@l.
(2001). The authors claimed that the studies sthdse shown that genders are sub-cultures and that
gender is a ‘social system that reinforces behaslaxpectations for group members’ (Muktcal,
2001: 122). Since the difference is in the behavithe differences between the two groups do not
originate from different repertoires of linguisstructures but from the different ways of employing

these resources in the same context. In the asthar'ds:
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‘Boys and girls (as well as men and women) mayeslaacommon vocabulary but use
that vocabulary in dissimilar ways. For exampleghbrmen and women may know a wide
variety of terms for referring to emotional statbst women may be more likely to

produce these terms in interpersonal communicafMnlacet al, 2001: 122).

This theoretical position coincides with Mulac'sL&ndell's (1994) conclusions on the relationship
between personality, behaviour patterns and gender.

Most of the social scientists whose studies wepsrted above worked with theories that
explain the language-gender connection in a sirfalsinion. All influenced by Lakoff's (1973) essay,
the empirical explorations carried out by theseaeshers show that at least some evidence in suppor
of Lakoff's (1973) hypothesis exists. However, amportant criticism that should be pointed out
consists in the fact that the theory of social@atseems to take into account only the cognitive-
behavioural aspect of the construction of perstnalfhere is enough evidence to suggest that
dimensions of personality are not just the redidbaial learning but also a function of genes (@lan
et al, 2004). In other words, the aspects of behauioatr distinguish females or males can be due to
social learning and socialisation but also to inngits of personality influenced by genetic fastdn
this regard, Cloran (1989) specifies that the irbeenperament of the child interacts with the social
background and is managed by the parents accotdirapcial rules. A more accurate theory of
socialisation should therefore presuppose thatitialitemperament is altered according to whidiela

society has prepared for the individual duringgbeialisation process.

2.1.1.1 Labovian sociolinguistics

In quantitative Labovian sociolinguistics, the ursiending of the connection between
variation of linguistic variables and gender hasrbene of the main concerns. Mainly focusing on
phonetic variation, sociolinguists have extensistlydied the differences between males and females
in several societies and cultures. A compreheresinktheoretical review of the research was produced
by Chambers (1992). In this paper, Chambers toidimidl a consistent and comprehensive theory that
would explain why in almost every sociolinguistiady females tend to present fewer non-standard
features and stigmatised forms. In a similar fasidéothe introduction to Section 2.1, Chambers 299
starts his argument by pointing out tiggnderandsexshould be distinguished, witlenderreferring
to the social construct, as in the hypothesesqutard by Lakoff (1973), ansexdefining the human
biological parameter. Even though those two din@rssoften coincide, the author points out thad it i
very important to understand the real nature ofridependent variable. Chambers’ (1992) idea is tha
there are two sources of variatigender-based variatioandsex-based variatiarThe former kind is
dependent on the access that one of the gendets sasial roles, social mobility and social netksor
in a particular culture. The gender that has maeess will develop a well-rounded sociolinguistic

competence and a more comprehensive repertoirariains. This will allow them to benefit from the
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advantage of adapting the speech to the situdtioour society, because of the socialisation they t
receive, it is females who develop the highestltewd competence. On the other hand, in other
societies, where the gender roles are reversednibe exactly the opposite.

However, Chambers (1992) also acknowledges thatadern western societies this gender-
based variation hypothesis fails to predict theavaur of middle-class individuals. For this social
group it is still possible to find gender differesceven though the social mobility is rather simila
Furthermore, Chambers (1992) adds that anothet f@hshould be covered by a valid sociolinguistic
theory is the vast body of psychological and netiesgific research on the differences between males
and females. According to this research, the lddateralisation of the faculty of language in fdeg
gives them a clear advantage in verbal skills. damncile these positions, Chambers (1992) proposes
a second hypothesis, tlsex-based variatignwhich predicts that women present a higher lefel
sociolinguistic competence given by their tendetwye superior to men in terms of verbal skills.
Chambers (1992) is however careful in pointingtbat the magnitude of these differences is small an
that therefore the individual differences oftenr@egne the group differences.

Together with Chambers’ (1992), a similar comprelie review of the sociolinguistic
research is Wodak & Benke (1998). These authorslede that most of the studies seem to show that
women use more standard forms than men for phowatiables and that this finding applies across
languages and cultures. However, as opposed to I@har(l992), the authors are not too optimistic on
the status of the theoretical explanations of finiding. Even though the cultural explanation appea
to be more sensible than the biological explanatioey insist that it is still a naive way of expiag
a complex phenomenon like language behaviour. W&dBknke (1998) call for an explanation that
can take into account the social context and gideplogies.

This position is also maintained by Eckert & McCeliGinet (1992). These authors raise the
point that much of the research in social sciemckesaciolinguistics starts from the underlying ilbgy
that sex or gender are variables that are addedd tige picture. Quite often sociolinguists claslfi
individuals as being, for example, middle classphale plus forty years old. The authors’ posiign
that it is thecommunity of practiceather than the addition of these classifiers th#itiences the
linguistic forms that are acquired and thereforeduis a particular context. The differences between
the genders that are typically found are moreyikelbe a result of the fact that these two granggmage
in different activities and are exposed to différearieties, for example, ‘men are more likely than
women to be members of football teams, armies baadds of directors [...] women are more likely
to be members of secretarial pools, aerobics dass®l consciousness raising groups’ (Eckert &
McConnell-Ginet, 1992: 472). This argument shows Bonplistic a pure variationist research can be
at times and raises the point that gender is apsdtin the interaction. It is implied thereforettheal
linguistic differences can be only found in the gbexity of these interactions. An objection to this
argument is, however, that it is entirely possibla the direction of the correlation is invert&ihce

men and women present on average different oriengtpreferences and perhaps language, then they
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are more likely to enjoy different communities o&gtice. The solution to this problem is to be fdun
in controlled experimental empirical research anteplications on many data sets.

It is important to note that the research so favdnationist sociolinguistics focused almost
entirely on a phonological, phonetic or syntacticiable for which it was possible to establishetiint
ways of saying the same thing in accordance with_ttbovian sociolinguistic framework. Little work
has been done on relative frequencies of linguigatures. These forms have not been studied
traditionally and other disciplines like computab linguistics and corpus linguistics are only now
exploring their correlations with social dimensioiwever, as it is shown in the sections below,
traditional sociolinguistics’ position regardingethvoidance of frequency variables can to somenexte

be challenged.

2.1.2 Corpus linguistics

As opposed to the general sociolinguistic approacipus linguistics studies reviewed in this
section focused more extensively in the analysfsenfuency of linguistic features in large corpofa
naturally occurring texts.

A small but significant first contribution to théusly of gender within corpus linguistics was
Biberet al.(1998). In a section of this book, the authorsdligith a corpus of letters written by males and
females across time to verify empirically whethertain claims relating to gender styles are aceurat
Their corpus consisted of 276 personal lettersidiged across centuries and grouped accordireto t
recipient (Fto M, Fto F, M to F and M to M). Thest claim that the authors tested was the alleged
high frequency of emphatics in female writings.héligh there was no mention of statistical testing,
the authors concluded that women did use more einpleams than men, in particular in the20
century. It is worth noting, however, that evenulo the total corpus consisted of 276 lettersitier
20" century group only 14 letters were written by féesa

The second test that they carried out consisteetifiying whether the variable Dimension 1
successfully separated the two gender groups. BGiimerl is a linguistic variable found by Biber
(1988) as a result of a factor analysis adoptestudy the variation in speaking and writing in the
English language. This variable has two polesa(iigh score corresponds to the Involved pole, iwhic
includes linguistic features such as mental vasbaouns, demonstratives and sentence relatives; (2
a low score corresponds to the Informational pofeich includes linguistic features such as nouns,
high average word length, adjectives and prepasitigVhen analysing the corpus of letters using this
variable, Bibert al. (1998) found that women were more Involved tham iawed, consequently, men
were more Informational than women. The researcilssfound a particular accommodation effect,
since males tended to be more Involved when writinigmales than when writing to other males.

That Dimension 1 seems to be a good discriminaitgender is also supported by Heylighen

& Dewaele (1999). In an attempt to reconcile sdvinalings of sociolinguistics, these researchers
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suggested a hew way of measuring a concept thatdidfine adeep formalitythat indeed overlaps
with Biber's (1988) Dimension 1. The authors defileep formality as ‘[the] attention to the form for
the sake of unequivocal understanding of the peeaiganing of the expression’ (Heylighen &
Dewaele, 1999: 3). They argue that deep formadisimilar to the concept of ‘formal’ in mathematics
that is, ‘context-independent’ and ‘non-fuzzy’. $tly, the authors review a number of studies shgwin
that deep formality is pervasive and possibly tl@mnsource of linguistic variation in a large numbe
of languages, if not even universally. Secondly #uthors move to an assessment of how deep
formality correlates with situational and persotyatimensions. In their empirical studies, the auth
found that there is a difference in deep formaliiyween males and females, with females being less
formal than males, and found this difference tolgppen across languages. However, the researchers
found that this difference disappeared in formaltimgs, such as essays, as the situational aspect o
these genres was a better predictor of deep fagntalin the gender of the authors. For an explanati

of this phenomenon, the authors cite psychological sociolinguistic evidence of women being
generally more Involved in conversations as oppdsaden being more Informational. The authors
also propose cognitive explanations by citing retethat supports the hypothesis that women and men
tend to present different cognitive orientationsasrrage. Although still a speculation for the aush

a summary of the justifications for such differengiven by them is the following:

‘women would be more sensitive to the immediatéad@nd physical context, whereas
men would tend to consider problems in a more tiehavay [...] this would explain
women’s involvement in the social context of a cmnsation, and the concurrent

reduction of deep formality in their speech’ (Hghien & Dewaele, 1999: 30).

The findings that Heylighen & Dewaele (1999) predartheir report are compatible with the rest of
the literature review and they indeed offer a carhpnsive reassessment of the picture. The value of
their report is to provide a theory that explairgignificant finding of modern corpus linguisti¢he
seemingly universal opposition between Informatior@ainst Involved/Interactional features
represented by Biber's (1988) Dimension 1. Howeakhough the adoption of the concept of deep
formality to explain Dimension 1 would be temptitigere is not enough empirical research to accept
many of the claims put forward by Heylighen & Deweagl 999). In this study, therefore, Dimension 1
and deep formality, as well as all the other simitaiables, are treated separately.

Similar results related to Dimension 1 and/or deemality are found again by Schmid (2003).
The researcher carried out an analysis of the spiaks in the British National Corpus (BNC), aiignin
at verifying whether the two genders do live infeliént cultures, as per Lakoff's (1973) hypothesis.
The methodology consisted in obtaining the relatieguencies of a number of words that the author
or previous literature considered as being ‘gerdiefss anticipated above, the results are condisten

with the findings obtained by other authors, wightiles using more hedges, colour words and temporal
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adverbs and few abstract nouns if compared witlesn&urthermore, in a final remark, Schmid (2003:
218) concludes that

‘much more than men, women seem to be engagedr.what is usually regarded as
prototypical spontaneous speech [...] [that is,] higlolvement in the interaction and

little spatial, temporal and emotional distancens®n the speech participants’. (Schmid,
2003: 218)

This, the author continues, is found also in theetgnd frequency of parts of speech that are uged b
one or the other gender, with males using a moneimal style than females.

This general Involved-Informational dichotomy artd tcorrelation with genders already
pointed out by other researchers was found aga@nrétent study by Saibt al. (2011). The authors
analysed a part-of-speech tagged version of thpuSasf Early English Correspondence consisting of
more than two million words of personal letters darced by about 660 writers of both genders.
Although designed for historical linguists, the mas was nonetheless suitable to a sociolinguistic
investigation on genre and gender variation regagrthie frequency of nouns and pronouns.

Saily et al. (2011) confirmed in their study that males usedenmwuns and fewer pronouns
than females and that this finding was statistcsilgjnificant for every span of time between 14h8 a
1681 except for one year. Consistently with Bibeal. (1998), independently of the gender of the
writer, the personal letters addressed to males weemd to use a higher frequency of nouns than the
personal letters addressed to females, although fthding could not be tested for statistical
significance.

The research presented by Saifyal. (2011) confirms once again that males tend tcausere
Informational or nominal style, whereas femalegitenuse a more Involved, pronominally rich style.
However, as the researchers admit, the analysisi@taontrolled for the writers’ social class aadd|
of education, their relationship with the sendett topic of the letter and this striking differerfoeind
could therefore be at least influenced by theseoéimel social parameters. The fact that lettersived
by males consistently showed a more nominal stglddcconfirm the fact that the accommodation
between interactants in language interaction heragignificant even for writing and that therefaris
important to take into account the recipient of tcbenxmunication.

Within corpus linguistics, a slightly differentea of research which was included in this
review as regarded to be significant regardingatem®ing, abusive or malicious texts is the study of
swear words. The seminal work in this area is Mci(2006), whose comprehensive research not only
included a history of swearing in British Englisht lalso a theory-supported investigation on howeswe
words are used in contemporary society by diffesaial groups. For his analysis, McEnery (2006)
used a sub-corpus of the BNC comprising ten miliiamds of transcribed speech equally distributed
across age, sex and social class of the speakdien Ahalysing the corpus for correlations between

swear words and sex, the author found no signifidé#ference between males and females in the
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general frequency of swearing. However, when examginhich types of swear words the two
categories used, McEnery (2006) did find a sigaificdifference in terms of the intensity or type of
swear words used. Based on the observations abtipeis and on a scale of offence elaborated by the
British Board of Film Classification, it seemed tihaales tend to use stronger swear words more often
and females tend to use weaker swear words mosen.oRurthermore, the investigation of the
grammatical categories in which these swear wgsdsear showed that males and females significantly
vary in the way they employ their swear words, withles using more adverbial boosters (‘fucking
awesome’) and emphatic adverbs/adjectives (‘heirigcklid it’) and females using more general
expletives (‘oh, fuck!), premodifying intensifyingiegative adjectives (‘the fucking idiot’) and
idiomatic set phrases (‘give a fuck’) (McEnery 20@@). However, as McEnery (2006) notes, this
difference can be due to the fact that the strangwsar words show a tendency to appear in the
adverbial boosters and emphatic adverb/adjectitegoaes independently of sex. That being so,
although it can be concluded that a significantedg&nce between the sexes is found in terms of the
intensity of swear words and grammatical categiris not possible to conclude whether the real
correlation is between sex and intensity or sexgrachmatical category.

An interesting exploration that McEnery (2006) docts is on the interaction between the sex
of the speaker, the swear words used and the siwe dfearer. When considering same-sex dyads of
speaker and hearer, swearing happens more fregtieat in cases in which the dyad consists of two
individuals of different sexes. A more thoroughlgsis revealed that indeed the different combimetio
of dyads (F-F, M-F, F-M, M-M) show preferences tloe use of certain swear words and avoidance of
other swear words. For example, words suchlasdy, bitchor cow are more likely to be directed at
females by females, whereas words sucfualking gay or arseholeare more likely to be directed at
males by males (McEnery, 2006: 33). In generalpjtears that females are less likely to hear swear
words in language spoken to them and, quite siamfly, more less likely to hear strong swear words
Since males/females produce stronger/weaker sweasdswbut also hear and are targeted by
stronger/weaker swear words, the conclusion thd&récy (2006) draws is that these two phenomena
are likely to be linked. McEnery (2006) also stutdibe interaction of sex, age and social clasglaad
use of swear words. However, this discussion wéllthe object of the following sections on the
respective social variables.

McEnery (2006) not only examined how swearingratsied across social parameters but also
tried to explain the variation observed in termssotial theory. The author describes the gender
differences found as an effect of Bourdieu’s ‘thyeof distinction’. As the author suggests, Bourcéseu
theory could be summarised in one claim: ‘featwfesulture are used to discriminate between groups
in society, establishing a social hierarchy based series of social shibboleths’ (McEnery, 2006: 9
Applied to the language of swearing, this modepsuts the hypothesis that swear words are a symbol
that conveys social information. Since the sevetteeentury, the middle class started to distinguis

themselves from the other social classes througtatleidance of swear words, which in turn slowly
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became associated with the lower classes (McE2&36: 11). As McEnery (2006) suggests, after
years of hierarchical associations with certaiartandcovertprestige, the lack or presence of swearing
is used as a symbol to project an identity in dgci€he connection between variation in the use of
swear words and social categories such as genderdiing to this theory is therefore one of social
distinction. Males and females vary in the kindswkar words used because they choose to use or
avoid to use certain linguistic symbols of sociararchy that are connected to the prestige witichivh
they are willing to identify themselves.

McEnery’s (2006) findings are however in contragh the findings of Raysoat al. (1997),
who showed that swear words were more common ie sgech in their 10 million word sub-corpus
of spoken language of the BNC. Incidentally, Raysbal. (1997) also confirmed previous findings
related to the more Informational character of nggeech by noticing that male speakers were more
likely to use numbers, determiners and the prelpogif as opposed to the more Involved character of
female speech, characterised by more pronounsoRaysl.(1997: 6) concluded that their data ‘bear
out the hypothesis that male speech is more faatuhtoncerned with reporting information, whereas
female speech is more interactive and concerndd agitablishing and maintaining relationships’. A
tendency was noted by Raysenal. (1997) for women to use more proper nouns in gerand
specifically to refer to people. Males were founstéad to use proper nouns to refer to places.

The conclusions generated by the studies reviewtdd section were confirmed in larger data

sets by computer scientists and computational istguas outlined in the Section below.

2.1.3 Computer science and computational linguistics

The computational field has recently produced matudies that try to categorise texts
according to the gender of the author. Howevesdlstudies generally do not propose explanatians fo
the differences and are therefore just limitedridihg correlations. Although their lack of expléinas
results in a lack of the necessary validity thatuldoallow a generalisation to other cases, the
computational studies are useful as they havesiisaivn advantage the large size of their datazssads
the sophistication of techniques.

For example, Koppedt al. (2002) analysed some texts from the BNC using inadearning
algorithms using as variables 405 common functiordw, all the parts of speech and the most common
part-of-speech two-grams and three-grams. In #rginmentation on the selection of the variables, th
authors claim that these features are independienhtent and therefore they are more likely tateep
the style of the authors. On a corpus constitute&@6 fiction and non-fiction documents from the
BNC equally distributed in gender groups, the maehearning algorithm performed much better in
classifying the texts by genre rather than by genles was a predictable result, given that widely
established that the features that the authors $eleeted significantly vary with genre (Biber, 898

When controlling for genre, the classification algon for gender achieved about 80% accuracy. The
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features that the algorithm isolated as being ndistinctive of one gender or the other are gengerall
consistent with the Dimension 1 polarisation ddsatiabove.

In a similar study, Argamoat al. (2003) analysed an analogous sample taken frenBNC
consisting of fiction and non-fiction documents.eithaim was to verify whether gender differences
could be found even in formal written documentseiflsorpus included 604 texts equally divided by
genre and controlled for authorial origin for aalatize of 25 million words. Their analysis constsin
a frequency count of basic and most frequent fonatvords, part-of-speech tags and part-of-speech
two-grams and three-grams. The counts were proddsgse machine learning algorithm aimed at
classifying the texts by author gender. The resudtee compatible with Koppelt al (2002) findings,
as their algorithm obtained an accuracy of 80%eitms of features, the results were consistent with
Biber'set al (1998) proposal: males were more Informationailistusing more determiners and
prepositions, whereas females were more Invol\egs tising more pronouns. Moreover, the authors
also measured other variables used in Biber's (IB88ension 1 obtaining a perfect compatibility fwit
the hypothesis put forward by Bibet al (1998). Another result of the study that is cotiigpa with
Koppel'set al. (2002) work is that these variables do not justigjuish males and females but also
fiction and non-fiction texts. This finding can lexplained by the fact that these variables load
significantly on Dimension 1 and that this factastibeen shown to account for a significant amofunt o
variance in English texts as well as in other laugps (Biber, 1995).

Other studies support the hypothesis that thesdtsd®ld even for informal genres. Schigr
al. (2006) obtained results that are compatible witlpg@et al. (2002) and Argamost al. (2003) in
a more vast corpus of 300 million words of blogsitffied for age and gender of authors. As shown
previously, even for blogs on average females ptedea higher frequency of pronouns and negations,
whereas males presented a higher frequency ofndietenrs and prepositions.

Newmanet al. (2008) found similar results after examining aeotlarge sample of texts. The
authors collected data sets from previous studmgsthen analysed them with their own computer
program, the Linguistic Inquiry and Word Count (LG) This program classifies the words of a text
for their grammatical and psychological meaninddmnking at its own internal dictionary. Although
rather linguistically naive, the program has besms to produce consistent results if the datasset
sufficiently large to correct the inevitable mistakthat the program produces when tagging a text. |
Newman'set al. (2008) study, LIWC was used to analyse a collactbtexts that included: written
texts composed as part of psychology experimentsrgpfrom universities in the US, New Zealand
and England (in the form of: stream of consciouspdsries, short essays, free responses to qugstio
or description of images); full texts of fictionabvels; essays written for university evaluationd a
transcribed free conversations from research irgers, In total, the data set amounted to almost 46
million words produced by 11,609 participants. gsstnMANOVA the authors concluded that some of
their LIWC variables were statistically significaarid showed a gender effect. However, the effeet si

for many of the significant variables was consitdgrdow. Interestingly, the highest effect sizesave
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found for the features that have been extensiveliced to vary between males and females, that is:
frequency of pronouns, frequency of prepositioosglwords and frequency of articles.

When controlling for context of production, the laats found that in conversation the effect
sizes were higher than in other contexts. Condigt&ith the findings of other studies, the authors
concluded that the reason for this difference @explained by the fact that the less formal threed
the greater the opportunity for the person to espthemselves and to select the topics and stgle th
prefer. Overall, the authors conclude, the studyfioms many if not most of the studies conducted
recently.

Although the findings in this section all pointttee same direction, a strong criticism of certain
assumptions of all these studies was suggested drying & Paolillo (2006). As most of the
computational studies are almost entirely lingaititeory free, they inevitably fail to account fmme
of the basic understanding of how language worksh ss the fact that genre differences signifigantl
influence language variation. Based on previousiecap and theoretical literature on gender and
language, Herring & Paolillo (2006) developed algtaimed at verifying two hypotheses: (1) whether
males and females write blogs posts differently] &) whether, in general, authors of the blog sub-
genre ‘diary’, whose purpose is to report and controa their life events, write differently than hats
of the blog sub-genre ‘filter’, whose purpose igd¢port and comment on events external to theair lif
More specifically, the authors tried to replicdte findings presented in Koppatlal. (2002) and similar
studies in which males are found to present mdi@nmational features and females more Involved
features. Using the sets of words provided by Kbppal.(2002), the authors examined 127 blog posts
equally divided by the two genders and the two geibres ‘diary’ and ‘filter’ and concluded that the
main effect found was related to genre, rather tfender.

The relative frequencies of the words found in Kalfspet al. (2002) study to distinguish
between males and females were actually distinmgshetween ‘diary’ blogs and ‘filter’ blogs in
Herring & Paolillo’'s (2006) study. Since, howevdrese two sub-genres of blogs were skewed
regarding the gender that preferred them, the asimi to be drawn is that females use more ‘female
words’ because they are actually writing more wittieir preferred blog sub-genre of ‘diary’ andttha
therefore, males use more ‘male words’ becausedheactually writing more within their preferred
blog sub-genre of ‘filter’. This explanation is cpatible with the present knowledge available on
linguistic variation and the pervasiveness of gamealso in line with theoretical research in slogy
and sociolinguistics, for which a division betwdemales and orientation towards relationships and
people on one side and males and orientation t@aabjgcts and information on the other is postdlate
(Herring & Paolillo, 2006: 3). It is also the authbopinion that if Koppeékt al. (2002) were to employ
a more thorough sub-genre division of their datatsy would eventually find that their gender effe
would be indeed a genre effect. This study hasntbét of suggesting a linguistically motivated

understanding of the reason as to why differenetsden males and females are found.
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2.1.4 Some considerations from neuroscience and psycholog

In this Section, the focus of the survey moves tdwathe main findings obtained by
neuroscience and psychology. The reason for tlaagsh of field of study lies in the attempt to ceeat
a picture of the situation that is as wide and c@hensive as possible. This Section thus repont® so
of the key review papers that outline the mostifigant findings on the relationship between gender
and the mind.

Within neuroscience, males-females differenceséntrain have been extensively studied for
years. In a review of the research, Springer & Belu(1997) summarised the findings by stating that
females are on average better at performing veabls, whereas males are better at visual-spadsied t
These conclusions were drawn from a large collaaifoexperiments that involved males and females
across several years. The tasks that involve lgggymoficiency (e.g. verbal fluency, speed of
articulation, use of grammar) see females scoriggdn than men. On the other hand, men achieve
better results in tasks that require visual-spattalities (e.g. maze performance, picture assembly
mental rotation). According to the review, this haslo with the fact that the hemispheres of ttaerbr
are on average organised differently in males anthfes.

However, in the quest of understanding the natéithese differences, since the analysis of
brain activity, composition and chemistry are indosive, some researchers have hypothesised that
the differences are indeed given by socialisatitects (Kaiseret al.,2009). This explanation can also
explain why there are inconsistencies in the figdjras the independent variable might not be bicdbg
sex but sociological gender. Whatever the explanadf the patterns is, however, researchers agree o
the fact that these differences are around ondharfra standard deviation in magnitude and that
therefore there is a very significant overlap bemvehe two genders (Springer & Deutsch, 1997,
Cosgroveet al., 2007). The differences can be found only whenelasgmples are compared, as
individual variation is usually considerably infhtel.

A further point raised by research in neuroscigsdbat these differences might actually be
connected with hormone levels. Male and female boes’ role in affecting the male or female
patterns of behaviour in mammals has already besmughly established. However, research hints
towards the possibility that the different hormoaés correlate with different cognitive orientaiso
For example, some studies found that female indalglthat for some reason received higher levels of
testosterone in early years tend to produce higioeres in visual-spatial abilities tasks. Other
experiments show that females perform better diataability tasks in the phases of their age where
there is a higher level of oestrogens and proges¢erThe correlation therefore seems to be between
levels of testosterone and visual-spatial skill®©oa side and levels of progesterone or oestrogeths
verbal skills on the other.

However, this argument appears to be rather coamtsal. Some studies that showed these

correlations failed to be replicated. In a moreergceview of the research on the influence of lwores

33



Literature review

on cognitive tasks, Halagt al. (2005) concluded that, although differences in dherages in the
performances in cognitive tasks between malesemdles are evident, these seem not to be dependent
on hormone levels. The conclusion on this topithat the effects of hormones on cognition are
unknown, with certain studies finding effects ariden studies failing to replicate these effectseréh

are many possible explanations for these contmagicbutcomes and, even though the general
agreement is that there is some influence, at tesept stage the extent of this influence is still
unknown.

For the purposes of the present study, it is istarg to note that there is some weak indication
that testosterone can influence Dimension 1 featlsing LIWC, Pennebaket al. (2004) studied
how injections of testosterone influenced the wgtstyle of two individuals. The researchers found
that the injections of testosterone were signifigacorrelated with a decrease in the rate of usdge
pronouns and other socially relevant categorieswands, such as feeling and communication verbs.
These features, as indicated by the review ofitbeature above, are part of the Dimension 1 Inedlv
pole and have been generally found to be indicatifemale gender in many experiments. Even though
these findings have not been replicated yet antianekto generalise due to the small sample ubed, t
results do point to the predicted direction.

Within psychology, researchers have investigated réhationship between the use of first
person pronouns and depression. This link is glwerhe fact that depressed people tend to act a
strategy of rumination about themselves more dftam non-depressed people and tend therefore to
use more first person pronouns (Retlal, 2004; Pennebakest al, 2003). This strategy of rumination
was found to be more often employed by females thales in a study by Fast & Funder (2010). In
this study the researchers linked the use ofiesson pronouns to tendency to depression for fsnal
and tendency to narcissism for males. They alsechthhat in general it was females who used
significantly more first person pronouns.

This body of research adds another perspectivedonider picture. If the use of personal
pronouns is linked to rumination, depression and&cissism or even testosterone levels, then it is
possible that the measurement of frequency of pnasidcs only secondarily and incidentally linked to
gender. If this link is found to be valid, it couytdovide an explanation as to why the differences i
other studies explored in this review found limidtect sizes in the linguistic variables betweeian
and females. A hypothesis that could be formul&edat the real differences in the linguistic pets
adopted by people depend on their personality ambionone levels and that genders are different to
the extent that on average different genders amaepto different personality orientations and/or

hormone levels.
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2.1.5 Discussion

This literature survey has pointed out severalpeatves. In general, however, all the studies
considered for empirical exploration for the préseork can be summarised under three main linguisti

patterns of variation. This classification is presel in Table 2-1 below.

35



Literature review

Table 2-1 - Summary of the studies reviewed for gender. Variables in bold represent variables that increase if the gender is female whereas underlined variables are variables that increase
if the gender is male.

Study Genre of data N of Average or Year of Summary of linguistic variables Country
participants min-max text data
length
Pattern 1: Rapport/report orientations
On average, males prefer a nominal report discourse orientation whereas females prefer a clausal/deictical rapport discourse orientation. These two
orientations could be due to socialisation effects or average biological differences in brain organisation or a combination of both effects.
Poole (1979) Structured 96 N/A 1979 uncommon adjectives/ adjectives; personal Australia
interviews pronouns/ total words; I/total words; total
adverbs; I/total personal pronouns; /
think/total words; automatisms; total
adjectives/total words; unusual
adverbs/adverbs; total prepositions/total
words; proportion of of/in and into; language
mazes; ah-disturbances/verbal tics
Rayson et al. Casual N/A N/A 1990 Frequency of pronouns; proper nouns; UK
(1997) conversation numbers; determiners; the preposition of
Biber et al. Personal letters 80 412 1900- Frequency of emphatics; Dimension 1 score UK/America
(1998) 1990 (low for males, high for females)
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Heylighen & Speech 80 N/A 1979 (Deep) Formality (high for males, low for Netherlands, UK
Dewaele (1999) females)
Koppel et al. Formal non-fiction N/A 34,320 1960- Frequency of: pronouns; and; for and with UK
(2002) writings 1974 determiners; prepositions
Argamon et al. Formal written N/A 42,000 1990 Frequencies of: personal pronouns, negative UK
(2003) documents particles; contractions; present tense verbs;
its; determiners; Determiners/Nouns;
Attributive Adjectives; Noun-of; prepositions;
long words
Newman et al. | Conversations and 11,609 300 - 8000 1980- Frequency of: social words, pronouns, third England, New
(2008) general written 2002 person pronouns; words longer than six Zealand, USA
documents (books letters; articles
including: stream from the
of consciousness 1800)
essays, essays
about emotions,
published books
Saily et al. Personal letters 660 200 - 2000 1415- Nouns:pronouns ratio England
(2011) 1681

Pattern 2: Distribution of expletives
Males and females on average tend to produce language in different ways in order to show their affiliation and/or their detachment with certain values
or social groups. For gender, a point of distinction lies in the use of swear words.

Rayson et al.
(1997)

Casual
conversation

N/A

N/A

1990

Frequency of swear words

UK
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McEnery (2006) Conversation N/A N/A 1990 Frequency of: Strong SWs; Very Strong SWs; UK
Mild SWs; Very Mild SWs
Newman et al. | Conversations and 11,609 300 - 8000 1980- Frequency of swear words England, New
(2008) general written 2002 Zealand, USA
documents (books
including: stream from the
of consciousness 1800)
essays, essays
about emotions,
published books

Pattern 3: Powerless register
Males and females on average present a different distribution of power in society, with males being in powerful positions more often than females.
Therefore, since individuals have different familiarities with the powerless registers depending on their sex, the language that an individual produces will
manifest powerless elements depending on their sex.

Crosby &
Nyquist (1977)

Recorded
conversation in
laboratory;
Recorded spoken
requests for
information

122

N/A

1977

Frequency of: empty adjectives; tag questions;
hedges; politeness forms

USA
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All the studies gathered under the first pattene, rapport/report orientatiopsttern agree in finding

the same pattern across many data sets, registbigrae spans: on average, females tend to use more
pronouns, verbs and deictic features whereas ntafes to use more nouns, adjectives and other
nominal and informational features. This oppositonld be summarised by Biber’s (1988) Dimension
1 Involved/Informational poles, with females on @ge producing more Involved discourse and males
on average producing more Informational discouEseen though not all the studies mention an
explanation for this pattern, several propose $hatalisation patterns in modern western sociaty te
to separate individuals according to their sexiff@i@nt roles which then in turn shape their laagge.

The rapport/report roles are therefore responsdrl¢he rapport/report discourse orientations that
two genders on average manifest. Few reviewed estlidi psychology and neuroscience have also
found that characteristics such as tendency toedsjn or hormone levels influence to some extent
cognitive processes, behaviour, and potentiallylage use towards effects that are similar to ties o
found for gender. If this effect is indeed lardeai the gender effect, then it might be the caskthie
rapport/report distinction is primarily correlatem personality and only secondarily to gender. Unti
further experiments are carried out, however, itdspossible to establish which independent végiab
is the primary one.

The second pattern concerns a difference in axpketuse that has been observed in three
studies. McEnery (2006) proposes that this diffeeeould be linked tdBourdieu’s theory of
distinction according to which social groups tend to devdilaguistic ways to differentiate themselves
from other social groups or social values that ttheyot want to be associated with.

Finally, the third pattern is represented by onte study, Crosby and Nyquist (1977), who
propose that average female language productiomaisacterised by politeness features and that these
differences in degree of politeness are dependetiteunequal distribution of power in society.

In conclusion, the review of the research on lagguase and gender generated three patterns
of linguistic variation correlated with gender.@mapter 5, the presence or absence of these aigern
tested in the data set collected for the presadistb understand to what extent these linguistitepns
are found in texts resembling a forensic scendriee present Chapter moves to the review of the

research of language variation with age.
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2.2 Literature survey on Age

This survey covers the most significant findingated to the link between language variation
and age. Similarly to gender, the concept of ‘d@es not been problematized by many studies. At leas
two dimensions of ‘age’ could be said to existi@dgical/chronological age and a social age. Bcker
(1998), for example, criticises researchers thanafeport only the chronological age of the pgrtiots
of their studies and thus consider this aspectefas the most significant. Eckert (1998) clainz th
‘social age’, for which chronological age is just @proximation, is likely to be more significant i
determining linguistic variation than the mere cfological dimension. Socially significant events in
an individual’s life such as certain birthdays {gen or eighteen), religious status changes (lthban
mitzvah), changes in institutional/family/legal tstges (marriage, retirement, naturalisation) tend t
affect the socialisation patterns and thereforeatmguisition and production of linguistic variables
(Eckert, 1998: 156). Furthermore, Eckert (1998:) Eriggests the possibility that social age is ackeh
through which other social variables, such as gewtesocial class, are conveyed. For example,
important social landmarks in society are differantording to which gender class the individual
belongs to. Similarly, although individuals statisir job only when they reach a certain age, dges
threshold seems to be lower for the working classpfe, who therefore have an earlier access to the
linguistic influence of their co-workers’ registeard styles.

In a similar fashion to gender, this literatureiegvis aimed at being comprehensive and will
therefore include any study that looked at thetigahip between language and age, independently on
how age was calculated. As opposed to gender, l@wage as a dependent variable has not been
thoroughly investigated in linguistics researchthvdome exceptions in sociolinguistics where it was
mostly alternation variables that were investigakédst of the research related to age in otherdives
of linguistics focuses on language acquisition atyestages of development. Only few studies are
dedicated to the examination of how language vatiesughout all the phases of life. Interesting
findings in this area were produced by researcimgpsychology and psycholinguistics. In particular,
psycholinguistics has been rather prolific in exgiag their already consistent body of research on
language development and language impairment tddbkine of language faculties in later adulthood.
Traditional variationist sociolinguistics offerslgra limited theoretical contribution to this woras
most of the research carried out within this fieddrelated to phonetic variables and/or alternation
variables. In contrast with the findings reporteddender, the theoretical discussions within tead

sciences regarding the differences in languageuygtamh according to age groups are limited.

2.2.1 Psycholinguistics

The first and one of the most productive reseaielid to be reviewed in this survey is

psycholinguistics. Although in psycholinguistics myastudies analysed the development of language
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abilities in the early years, until quite recemigt many studies looked at the effects that thengge
process can have on the individual, especiallynduate adulthood. The breakthrough research # thi
area was led by Kemper and colleagues, whose ngodficant papers are discussed in this section.

Among the first studies related to language vamaand ageing, Kemper (1987) located her
research within previous findings that indicate thdividuals older than 70 tend to show a decr@ase
their ability of processing left-branching sentesicthat is, sentences that contain embedded or
subordinated clauses before their Predicate. Tinplszof her study was twofold: a longitudinal saenpl
of eight diaries written by eight subjects and assrsectional sample of ten diaries written by ten
different subjects of different ages. The sampteeich individual consisted in the longest diaryyen
for each half-decade. In terms of size, the sampleged between 150 and 1300 words. Kemper's
analysis of sentence types and complexity revehkgtfor both the longitudinal sample and the cross
sectional sample older age corresponded to a decfarequency of relative clauses, that-clauses,
wh-clauses, infinitives, and double and triple edairgs. Moreover, a reduction in the number of
clauses per sentence was noted. With certain tesriass linked to the small sample size, the author
concluded that the difference observed can be mquaas the result of the reduction of working
memory capacity that generally affects the agenagnb

Kemperet al.(1989) continued this research in how syntactrogexity decreases with ageing
by carrying out an experiment aimed at replicatmgprevious findings even across genres. Similarly
to her other study, the researchers’ aim consistagkrifying that elderly adults’ working memory
capacity decrease is likely to influence the degrieeomplexity that they present in language. This
time the experiment involved a larger sample of@0ng adults (from 18 to 28) and 78 elderly adults
(from 60 to 92). Both groups were almost equallgtributed in terms of gender. Most of the
characteristics that could influence sentence cerilyl such as general level of health, vision and
hearing, level of education, employment and pefsomarests were controlled. The participants
produced three samples from three different gemrsesuctured interview, an oral open questionand
short written essay. The analysis resulted in @stimg findings for both level of education and.aye
far as age is concerned, consistently with thearebers’ predictions, the authors found that antbeg
variables analysed the mean number of clausestpeance and the frequency of left-branching clause
significantly decreased with age. The researchsedaund that this decrease was equally spreasacr
the life span, rather than affecting the partictpamly from a certain age.

The authors proposed two explanations for the mdiffees found, expressing their view that the
most likely explanation of the effect can be indeedombination of the two explanations. The first
explanation would theorise that, with age incregsimorking memory decreases and therefore the
production of complex sentences is to a certaimegegnpaired. This effect can be reasonably assumed
since the measurements of sentence complexity megatively correlated with the scores that the

participants obtained in a working memory capatgst. The second explanation, however, proposes
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that this difference in language is not the restitmpairment but the effect of a linguistic styldderly
subjects avoided complex sentences because tigiidtic experience suggested to them that these ar
the kinds of sentences that are more difficultridarstand. To confirm this hypothesis, the reseasch
presented the essays written by the participarasaies of judges. The essays written by eldeliyts
were indeed considered the clearest and most stitggeessays overall. Furthermore, a correlatien te
showed that the judges’ positive opinions were ificantly negatively correlated with the level of
complexity of the sentences of the essays that judgged clear and interesting.

Kemper contextualised these and other findingsiwighwider theory in Cheung & Kemper
(1992). The authors examined a data set consisfiogal narratives produced by elderly adults aged
60-90 years. The researchers then tested a sériggatheses using a structural equation model in
order to verify which theoretical model can suctdispredict the interrelations between age, wogki
memory, verbal abilities and linguistic complexifyhe most fitting of the proposed models was the
one that explained Linguistic Complexity as a measient that is comprised of three factors: Length,
Amount of Embedding and Type of Embedding. The rhogleealed that Linguistic Complexity was
positively correlated with measures of working meynmapacity, thus confirming that more working
memory needs to be available when producing mongptex sentences. Since elderly adults tend to
suffer from working memory decrease, they consetlyigend to produce less complex structures. The
authors also found that measures of vocabulary peseively correlated only with level of education
and not with age, thus showing that vocabularyoisaffected by the ageing process. Kempsral.
(1989) finding regarding the reduction of left-bchmg clauses in elderly adults’ language is thoeef
explained by this theory as being the effect ofitkih availability of working memory. Since left-
branching clauses are more difficult to manipulétey require a type of effort that is easily awuld
when the working memory is even slightly impaired.

Kemper and her colleagues continued the serietidfes on language production and ageing
on several different samples and found results eitsip with previous research. In Kemper & Sumner
(2001) the authors examined speech samples gatftered 00 young adults (18-28) and a sample of
100 old adults (63-88). The participants were subpk to a battery of verbal fluency and working
memory tests. The researchers analysed the langaagdes by looking at two measures of linguistic
ability that were found to vary with age and coyeitabilities in previous studies. Both of these
measures related to some extent to grammatical leaityp

The first measure was Development Level, or D-LeVeis variable is a measure of clause
complexity based on which type of clause is produ€dause types that are known to be developed
later by children score higher than simpler clau$ée second measure was Propositional Density, or
P-Density. P-Density is ‘a measure of the extenwlich the speaker is making assertions (or asking
guestions) rather than just referring to entit{@ownet al.,2008: 3). It is approximated to how much

information is packed in a sentence, relative ®rthmber of words. Since propositions roughly equal
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the number of verbs, adjectives, adverbs, prepositiphrases and conjunctions, usually P-Density ca
be calculated computationally by counting theséspairspeech.

The analysis pointed to older adults presentingter vocabulary and higher type-token ratio
and to young adults presenting a higher working orgroapacity and using more complex sentences,
measured with a complexity index that included Dxleand P-Density.

Two more thorough and wide-ranging studies oné¢taionship between ageing and these two
linguistic variables were Kempet al. (2001) and Kempegt al. (2001). These studies were based on
a large scale longitudinal experiment often reférre as the Nun Study. This study involved the
participation of two convents of nuns in a seriesxperiments on ageing, dementia and Alzheimer's
disease and on how these factors influence cognahilities. The Nun Study offered a unique
perspective as it allowed the researchers to exahow cognitive faculties gradually decline witleag
It also allowed the researchers to test hypothesgarding the influences of dementia on language
production. Among the tests that have been cawigtgd Kemper and her colleagues analysed the
language that the nuns produced in autobiograptigmg their life. A total of about 150 nuns
participated in the study from age 17-32 to ag®U8Every year the participants were assessed by a
battery of tests designed to study the effectslpfidimer’s disease on cognitive function such astsh
term memory and visuospatial ability. Furthermdtee participants provided the researchers with
autobiographies of their lives at the time theygal the convent as well as two, three or four other
times at different stages of their lives until 8rel of the study. Participants that at any stage ve2ind
to present signs of dementia were analysed infardift group from the ones that did not show any
evidence of dementia. The language samples weneati@ysed for D-Level and P-Density. Both these
measurements were scored manually for the laseteiences of each sample and presented good inter-
coder reliability scores.

The results were consistent with previous researcthowing that for both the group that
showed signs of dementia and the group that ditheoé was a significant decrease of D-Level and P-
Density with age. For the group that presentedssifiliementia, the scores for these two measurement
were on average lower and the rate of decreaseagéhwas steeper. Based on previous literature that
pointed to similar conclusions, the authors suggkghat low scores on D-Level and P-Density in
younger age can to some extent predict developmwiedementia in older age. Although level of
education was shown not to influence significatitlgse two linguistic scores, significant differesice
for the scores were found between the two convé@his.authors argue that this might point to the fac
the different intellectual lifestyle between theotaonvents can be of some significance.

The Nun Study provided a large data set that weshok-examined by other researchers or
within other research paradigms. Kemper hersekddat the data set from a linguistic-oriented poin
of view in Mitzner & Kemper (2003). The aim of tipaper was to understand how ageing and dementia

effects on language production differ accordingheomedium of production. A sub-sample of the Nun
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Study was therefore selected for which both spakeeh written texts were available. This sample
consisted of 118 nuns aged between 78 and 91 s€hisf subjects was also assessed with a series of
tests aimed at measuring cognitive abilities ardathility to perform daily activities. The reseach
applied the same methodology employed in Kengteaal. (2001) and examined the same linguistic
markers.

Not surprisingly, the authors found that writtemdaage and spoken language differed
significantly for almost all the markers tested.eyhound that written texts presented more left-
branching clauses, higher type-token ratio, longtsrances, more clauses per utterances and fewer
sentence fragments. The P-Density of the writtempdas was higher than the one for spoken samples
but the D-Level for written and spoken samples natssignificantly different. In terms of the effect
of age and dementia on linguistic production, teeearchers found that written language was more
likely to manifest the linguistic impairment thapoken language. However, this impairment was not
correlated with age, as found by Kempatral. (2001), but only with working memory capacity.
Independently of age, the subjects that manifeatéalver score on the cognitive ability tests also
produced more main clauses, fewer right-branchiagses, higher type-token ratio, shorter utterances
both in terms of number of words and number of s lower P-Density and lower D-Level scores.
Except for the finding on type-token ratio, thessuits largely confirm the findings of Kemper and
other researchers in different studies. The lack significant age effect can be explained by #ut f
that the sample they used consisted of old achdtshtad already abundantly passed the stage imwhic
impairment usually manifests. It is hypothesisedh®y researchers that ‘the age-related decline may
slow down or asymptote in late life’ (Mitzner & Kemr, 2003: 471). This study thus confirms that
working memory decrease has a more significantvasible effect on language production of written
texts. Furthermore, this study strengthens thetipasthat the decrease noted in previous studies
regarding language complexity with age is indekelyi to be related to working memory capacity.

Among the studies conducted by Kemper on languadeageing, another finding concerned
the processing of noun phrases. Kengiexl. (2011) carried out a laboratory experiment withydQng
adults (mean age: 21) and 40 old adults (mean&)eon the production and planning of complex
sentences. The sample of participants was assedtbea battery of tests aimed at measuring working
memory capacity, processing speed and vocabulaey. [Ehe participants were shown fragments of
sentences on a computer screen and asked to ceriptesentences while also tracking a rotor. The
subjects were shown a simple noun phrase subjecshple verb phrase (e.g. ‘John transferred’) at
the centre of the screen and they were asked t@letenthis sentence with another noun phrase
functioning as a direct object (e.g. ‘some plamdi)s a prepositional phrase functioning as indirect
object (e.g. ‘to Lee’). The second noun phrasenaadomly chosen to be complex or simple. Complex
noun phrases included embedded sentences, modfie@mbedded prepositional phrases, whereas

simple noun phrases consisted of simply a nouinodigh all the subjects were more likely to shié th
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complex noun phrases at the end of the senteraey, atlults were significantly more likely to do so.
Older adults who also scored lower in the testsvimking memory capacity and vocabulary were even
more likely to shift the complex noun phrases atehd of the sentence or fail to complete the serte
altogether.

The explanation for this phenomenon lies in thé tlaat working memory decrease impinges
on the ability of keeping in mind and tracking therticipants of a clause. In an experimental sgttin
such as the one of Kempatral.(2011) in which the participant is asked to detdigrart of their working
memory capacity in tracking an object, this eff@as even more evident. Older people or individuals
with lower working memory or vocabulary levels amere likely to find this task difficult.

Although all of Kemper’'s experiments seem to sugtfes same findings, it is likely that not
all the possible explanations for the observededes in grammatical complexity and P-Density were
considered. Kemper and her colleagues tended totlgpise that the decrease in production of
grammatically complex sentences is related to wgyknemory capacity because a number of studies
showed that older people that experience decreas®iking memory find grammatically complex
sentences harder to process. This explanatiomi®reed by the fact that in the Nun Study the atgh
found that P-Density and D-Level decreased morepstan cases of individuals with symptoms of
Alzheimer’s disease. Furthermore, all these fingiog the decrease of language abilities are censist
with neurological evidence of age-related detetioreof the fronto-striate loop in the frontal Iabef
the brain (Harleyet al.,2011: 138). The review of the literature producgdHarleyet al. supports
Kemper’s predictions that Alzheimer’s disease spegilthis process of cognitive impairment related
to the deterioration of the frontal lobe. Sinceftiomtal lobe is related to language production, amokre
specifically, in the production of grammar (Penneya2011: 29), Kemper’'s assumptions seem to hold.

However, in Kempeket al. (1989), the researchers mention that the diffexen sentence
complexity found could be also due to differenylss’ adopted by older adults. In later works the
authors seem not to expand on these observatioes wdnducting further empirical work. The two
short text samples that Kempadral. (2001) present to the reader show that the diffas between the
same text written at age 19 and at age 80 coutddmrded as stylistic differences. As Kemper notes,
it seems likely that the text written by the pap#nt when she was 19 is more emotionally concerned
than the one written by the same participant whenvgas 80. The fact that two styles were chosen
could have therefore resulted in different scomrs¥-Level and P-Density. Statistically speaking, a
correlation between D-Level and tests of workingmogy capacity does not mean that low D-Levels
scores are caused by low working memory capacite relation of causation between the two is
imposed by the theory the researchers are usiniga&t another explanation of the data could be tha
ageing sees a working memory decrease and atrieetgae an increased likelihood of adoption of a
more Informational style. In a smaller scale regiiien of Kemper's studies, Labov & Auger (1993)

found no effect of age in the complexity of synita= longitudinal sample of 12 adults’ speech. Aavar
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of the differences in methodologies and contekis,authors’ tentative but sensible conclusionas th
much depends on topic and text-type. In conclusadthough the ‘style’ option is less theoretically
supported than the ‘working memory’ explanationiapt it seems that a more linguistically sound
analysis of language and context of productioneisessary to understand the causes of the observed
decline of grammatical complexity with age.

A final note on Kemper's study regards P-DensithisTmeasurement has been widely
successful in many studies in being able to disistgindividuals affected by Alzheimer’s disease by
healthy individuals. The potential of this measugetris important and some researchers have tried to
find base-rate knowledge of the distribution ofsthieasurement for clinical purposes. In a similar
attempt, a problem with P-Density was found by $p€ret al. (2012) study. The researchers analysed
635 texts produced by 127 women longitudinally frééhto 60 years old. These women answered a
guestionnaire including an open response five tiwidsn this time period. In this sample, the autho
found that for P-Density the within-individual diffence in scores was significantly higher than the
between-participants scores. Although they did firad any age effect, this was predicted by the
literature, as P-Density was noticed to decreasgela in people older than 60. The researchers
concluded that at the present moment P-Densityatdmused for clinical purposes as it is unknown
how much within-individual variation should be exfed. The authors also raised a concern regarding
text length. Many studies that took into accouréhsity used texts of any length and sometimes
analysed only a short fragment. As Spemtel. (2012) showed, however, the last batch of resonse
which was characterised by a lower than averagddegth presented a variance in P-Density that was
68% higher than the other variances. As expectedetore, limited text size resulted in inaccurate
estimation of the variable. At the moment it is nolwn how long a text should be for a reliable
estimation of P-Density. However, since the calootaof P-Density involves the counting of some
basic parts of speech, perhaps future studiesasirtol Biber's (1993) work on the reliability of
measurements of parts of speech in corpus lingsigtill help to improve the accuracy of P-Density
measures.

Although the present survey largely focused on Kemamd her colleagues’ findings, a number
of other studies carried out by several researdhdependently replicated many of the effects regubr
above. For example, after analysing a larger saowisisting of short descriptive essays produced by
240 participants (age range: 80-86), Bromley (199dreed with Kemper’'s conclusions that older
people produce less sentences presenting compiéaxsgs well as less subordinating conjunctions.

More recently, Engelmaegt al.(2010) replicated the Nun Study measurements ofRsDy on
a new study named Precursors Study, which involwedical students of an American university.
Engelmanet al. (2010) successfully confirmed that low P-Densityyoung adults’ writing was
correlated to the development of Alzheimer’s disemslater life. The researchers also propose the

possibility that P-Density can be considered a®gyptocognitive reserverl his concept was elaborated
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in gerontology to account for socioeconomic differes in the development of Alzheimer’s disease.
As the authors point out, ‘those with greater cbgaireserve will maintain better function at sianil
levels of brain disease due to an increased cgpswicompensate for damage. Educational or
occupational attainment, literacy, and 1Q scores ammonly used proxies for cognitive reserve’
(Engelmaret al, 2010: 706).

Another more recent replication of Kemper’s stunaidifferent data set found results that are
compatible with previous findings. Rabaglia & Saltke's (2011) collected language samples
consisting in elicited short texts from about 9@iles from 18 to 90 years old. The participantsever
subjected to a battery of tests aimed at measwaggitive abilities such as processing speed and
working memory capacity. After running an explorgtdactor analysis on several lexical and
grammatical variables, the authors found that taatdrs emerged that represented respectively lexica
complexity and grammatical complexity. They alsorfd that these two factors were correlated with
age in the predicted direction, that is, lexicamptexity increasing with age and grammatical
complexity decreasing with age. In particular, ghammatical complexity result was replicated even
in a sentence completion experimental task condumtea sub-set of the participants.

In an attempt to find the cause of these chan@esatithors statistically controlled the two
factors for age and examined the correlations efféictors with the results on the cognitive aleti
tests. They found that lexical complexity was digantly correlated with the vocabulary test. Since
the vocabulary test is a proxy to crystallised wdmowledge, the authors proposed that as people ag
their knowledge of the world increases and, theesfthey are able to express more concepts with
refined and more specialised vocabulary. As forgteemmatical complexity findings, however, the
authors concluded that there is no definitive expalmn and that there are at least two possilslitie
either the decrease in grammatical complexity reetated to some other cognitive ability that was n
measured in this study, including, perhaps, a laggtspecific working memory capacity; or the
decrease is caused by a social-behavioural faliis latter term was used quite vaguely by theansth
and included at least two phenomena: the decrdadihdod that elder people are exposed to more
complex syntax; and the fact that for older pedipdee is a greater gap with the school years. wilit
be shown below, this explanation for the decredsgrammatical complexity fits well with other
findings in social psychology and computationabliistics. Among the social-behavioural factors,
another explanation that could be hypothesiseledssame as the one that applies to the increase in
vocabulary size, that is, the increase in worldvidedge. As Kempeet al. (1989) found in her study,
older people tended to produced essays that wegretl and better to read. Perhaps the loss of
complicated syntax could be due to the understgnafithe older and more experience individuals that
complex syntax is not easy to understand for theeghearer. Furthermore, it is likely that if more
words for complicated concepts are available, tkes complex syntax is needed to express the same

concepts. This inverse correlation between lexmahplexity and grammatical complexity was
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proposed by Halliday as the opposition betweendabensity and Grammatical Intricacy (Halliday,
2004). Quite puzzlingly, Rabaglia & Salthouse's1@0did not verify whether P-Density decreased
with age. Although this study is rather thorouglhhe theory and in the explanations, the lack tditke

on the methodology of the analysis does not allowaurate replication in the present study.

Finally, not all the studies in psycholinguistias language variation and ageing focused on
sentence complexity. Byrd (1993) tested the hymmbehat elderly adults’ general decrease in higher
cognitive abilities can affect efficient writing pfose texts. The author analysed short essaysoot a
300 words written by 200 subjects, equally dividegoung adults (mean age: 20) and old adults (mean
age: 68). The essays represented three kinds sé mraered in increasing difficulty of composition:
narrative description of a place, a comparisonyessmad an argumentative essay. The subjects were
also tested for their cognitive abilities throughadtery of vocabulary and working memory tests. Fo
all the variables analysed, the researcher fousidgbnre effect was stronger than age. Howevemwhe
inserting as predictors the scores on the cognilhibity tests in a multiple regression, the anialys
showed that the low levels of degree of cohesiothéntext are predicted by low working memory
capacity and old age. Contrary to other studigge-tpken ratio was not found to vary with age miyo
with level of education. The author’s explanation this finding was based on a three-fold model of
composition writing. In a model of writing that cesponds to the three stages of planning, tranglati
into words, and reviewing, the planning proceskectéd in the measures of cohesion seems the stage
most affected by decrease of working memory ancetbee by age. Unfortunately, Byrd (1993) did
not test Kemper’s measures of sentence complaxitys own data set and did not mention how his
study fits within the other body of research onéffect of decrease of working memory on language

production.

2.2.2 Social Psychology

As opposed to the psycholinguistics researcheratem of examining the link between
cognitive abilities and language, research on s@sigchology focuses on the studies on personality
and social behaviour. The only study reported i field is Pennebaker & Stone (2003).

The researchers collected a large sample of ingiledconsisting of more than 3000 subjects
from eight to 85 years old. This data set was d¢onst of data sets coming from previous studies
carried out across English speaking countries. ddta sets consisted of: 1239 essays on emotional
disclosure; 877 essays on superficial topic, sscplans for the day; 326 interviews; and 809 wgitin
tasks dealing with an emotional event or experie@ceaverage, each individual contributed with 1151
words. This data set was analysed with Pennebak&®&C programme. All the scores for each

linguistic category were statistically controlleat §ex and genre.
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The finding of the study only partially confirmetet initial hypotheses. As predicted by
previous studies in social psychology, older age associated with more positive emotion words and
less negative emotion words and also with fewerdworelated to time. However, contrary to
expectations, concern on the past was not found iadded, significantly more present and future
tenses were found as opposed to past tense veghs Aontrary to expectations, a measurement of
verbal ability such as the frequency of words lartan six letters showed a significant increasd wi
age. Moreover, first person pronouns were notioattop with age. It is important to note that aithb
many of these results were highly significant, atradl of them presented a small magnitude.

The explanations given by the authors regardinggffiedings are related to social psychology
theories. As people get older, they tend to useregative emotion words and more positive emotion
words and this provides further evidence to theelyidiccepted finding in psychology that levels of
neuroticism and depression tend to decrease withTdg fact that the use of first person pronouas w
found to decrease is consistent with this theomg dorrelation between the use of first personquaos
and neuroticism and depression was already notibeisurvey of gender. The finding related to words
longer than six letters was surprising and evenensor as it was the finding that reported the ldrges
magnitude. However, since the use of long wordsoiselated with level of vocabulary knowledge
(Pustet, 2004), the fact that the frequency of laragds increases with age is not surprising, as
vocabulary knowledge was also shown in other stadgcrease with age. Furthermore, as the authors
admit, the sample that was used for the oldesigemap was likely to consist of better educated and
healthier people than a true random sample of dpeillption for that age group and this might have
skewed the results. Finally, the most surprisimgliig was related to the higher use of future tense
and present tenses as opposed to the hypothesisettpses. However, no psychological explanation
was proposed by the authors to account for thidirfiotn Overall, Pennebaker & Stone's (2003) study
has the advantage of bringing another point of veewthe study of language and ageing.

Although the problem with the magnitude of the tesand the rather naive linguistic analysis
that they employed do not make a strong argumetiéir conclusions, Pennebaker & Stone’s findings
seem to be indeed consistent with the literaturgpensonality and ageing. In a large-scale study on
more than one million and two hundred subjectsp otal. (2011) measured correlations between
scores on the self-assessed Big Five dimensiopemsonality and age with the aim of testing the
hypotheses and preliminary findings already idediby previous literature on a larger data setn'So
et al. (2011) study found that the personality dimengidiNeuroticism significantly decreased with
age and that on average the scores on Neuroticisra igher for women, as already noted in the
section on gender. Furthermore, they noted thatrétiecalled Openness to Experience had a positive
correlation with age, although smaller in magnitduden the one for Neuroticism and less widely

replicated by other studies than the finding onggcasm.
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These findings are relevant to the present workesiley seem to tie up several aspects
together. As reported in the section of gendergtigea link between high rate of first personainmuns
and high scores on the Neuroticism dimension. Hee that the ageing process was reported by this
study and other studies as a factor that tendsdioce the predisposition to Neuroticism in indiaiu
can be an explanation of the fact that Pennebak&tdhe (2003) found low rates of first person
pronouns and negative emotion words in their deitalisdeed, in Sotokt al. (2011) study, the finding
on the decrease of Neuroticism was among the tia¢ptesented the highest magnitude.

On the other hand, the researchers found thatdii€Ctpenness to Experience increased with
age. This finding can provide an explanation to #pparent contradictory result obtained by
Pennebaker & Stone (2003) that older people wene rikely to use words longer than six letters.
Openness to Experience is the trait of persongddy corresponds to intellectual activity and sgsce
The fact that this trait increases with age caanpvhy older people reduce the number of firsspa
pronouns as well as increasing the number of lomgeds. Furthermore, the positive correlation
between Openness to Experience and deep formality; (herefore, Biber’'s (1988) Dimension 1) has
already been found by Heylighen & Dewaele (1999 series of studies. This finding creates another
link between personality, language and age. Thimection is related to the correlation between age

and Dimension 1 found by computer scientists wisateported below.

2.2.3 Computational linguistics

Among the social variables examined in computatidimguistics studies, age is rather
common, although not as common as gender. As segefider, however, although the computational
studies have the advantage of working with larga dats and sophisticated software, these studies
often lack theoretical explanations. The only stuglyorted in this survey is the study of Scldeal.
(2006), already reported in the survey on gendsas 3tudy was conducted on a vast data set comgrisi
about 1,500,000 blog posts authored by about 71a5€fors. Since these blog posts were harvested
automatically, the authors were automatically dfeesbaccording to the gender and age they reported
in their blog. The researchers examined the cofpuboth content and style features and aimed at
verifying whether male and female as well as d#fférage groups wrote blog posts in different ways
and/or about different topics.

Based on their observations of gender, the aufloorsd that ageing corresponds in a similar
fashion to an increase in Informativeness or, Ireotvords, to a shift towards the ‘male style’.idsa
machine learning algorithm, the researchers cooitcectly classify the age of an unknown blog post
with an accuracy of about 70%.

Although this section presents only one studysiimportant to note that this finding is

significant in linking other variables presentedther sections. Indeed, Biber's (1988) Dimension 1
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Informativeness pole is another formulation of higéxical Density, which was shown to be in a
negative relationship with Grammatical Intricacy, urn a proxy to many of the grammatical
complexity variables considered by Kemper and loleagues. Furthermore, Dimension 1 is also a
proxy to lack of pronouns, less adverbs and intemmsi The significance of this study lies therefar

the fact that many of the results obtained by oshedies were replicated in a completely differsmd
vast data set in the guise of the opposition batweérmational and Involved discourse within

Dimension 1.

2.2.4 Corpus Linguistics

Within corpus linguistics, the most important cdmition to the present work in relation to the
study of language and age is the work of MCEnefp@2 on swear words already introduced in the
section on gender. Starting from previous litegiconclusions that swear words are markers of
identity for teenagers, McEnery (2006) investigatesl relationship between use of swear words and
age in his own corpus of swearing derived fromgpeken section of the BNC. He found that indeed,
for both males and females, the frequency of sweads decreased with age. More specifically, the
frequency of swear words reached a peak at 25randthere it slowly decreased.

Taking into account the strength of the swear wtrd, same pattern held. Younger people
tended to use stronger swear words than older eeBpice the grammatical category and the strength
of the swear words are related, this finding cao &le extended to grammatical category. In general,
for grammatical category, the main finding was #@&t individuals were more likely to use the Idiom
type, one of the weakest categories, and avoidPérsonal type. The category Personal, which is the
category that typically contains the strongest sweaads, in McEnery’s data set decreased with age
until disappearing after 60 years old. As McEnestes, however, it is clearly not possible to esshbl
whether the pattern found is a pattern relatedyrg or a change in general culture trends. Adso,
specified for gender, it is important to understémat this age effect is interrelated with gendaat a
social class effects.

A relevant study on the border between sociolintgrgsand corpus linguistics is Barbieri
(2008). The author’s intention was to explore th#gyning of lexicogrammatical items at differegea
stages, thus aiming at filling the gap of tradiibsociolinguistics, which has often ignored this
dimension of variation. Barbieri examined a sangblhe American Conversation corpus consisting of
400,000 words of casual conversation divided in $wie-corpora according to age, the 15-25 (younger
speakers) and the 35-60 (older speakers) age grobpsnethod that the researcher used consisted in
a bottom-up approach that did not impose any thieatenodel. Barbieri applied a key word analysis

in order to find the words that occurred signifittamore often in the sub-corpus of younger speaker
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as opposed to the sub-corpus of older speakersreHudts she found are generally consistent with
McEnery’s (2006) findings.

In terms of swear words, as already pointed oetytiunger speaker group used swear words
more often. These words and other slang words asicbol, dude man bucks boozewere at the top
of the key word list for the younger speakers gréigpfound within social psychology by Pennebaker,
in Barbieri’'s corpus the younger speakers used pesson singular pronouns more often than older
speakers. Older speakers, on the other hand, hisdgerson singular and plural pronouns as well as
first person plural pronouns more often. Modal gewere found to be more frequent in the older
speakers’s sub-corpus, except for the modafsshall andneed to The fact that older speakers were
found to use the modalill more often than the younger speakers could betsefupiece of evidence
for Pennebaker & Stone's (2003) argument that adgeakers tend to shift their focus to the future
tense.

The most interesting and intricate findings conedrthe use of adjectives and adverbs. In the
younger speaker’s sub-corpus more evaluative adisctvere found, such asazy, awesomgshitty;
hot This group was also more likely to use intenssfi¢hat is, ‘adverbs that boost the meaning oéioth
clausal elements’ (Barbieri, 2008: 71). The kinfistensifiers used were also distinctive to aaiar
extent. For example, younger speakers were maely lik usereally thanveryto intensify. In relation
again to adverbs, younger speakers seemed alagdorfthe more common, informal and innovative
epistemic stance adverbs, suclkiasl of sort of probably, actually, as opposed to the more traditional
certainly, usually, typically, which were favoured by older speakers. Althodgh $tudy was conducted
on a corpus of American English, Barbieri cites wwek of Raysoret al. (1997) on the spoken sub-
corpus of the BNC that found compatible results. the sake of the present work, the list of words
found by Barbieri was expanded using the list pfediby Raysoet al.of British equivalent adjectives
and adverbs (e.ploody, massivebrilliant).

The explanation that the author proposed for thiesings considers the fact that all these
features are to some extent related to the noticstamce. Swear words, slang, intensifiers, stance
adverbials, modals and evaluative adjectives dmdaahents that interactants use to express ttaice
with other interactants in communication. It segherefore that ‘through the active use of a much
wider variety of stance-linked devices, Americamtyoare able to convey a more overt, explicit, and
salient stance than adults do’ (Barbieri, 2008: F8iythermore, it seems likely that younger spesaker
tend to use the elements that are linguisticallyemonovative, as opposed to the more traditionalis
markers preferred by older speakers. This can ée, $er example, in the kind of epistemic stance
adverbs used by the two groups. The same phenonoamosiso explain why older speakers use more
modal verbs, which represents the traditional wayarking stance. Finally, it is also likely thatuts
and older adults seem to be less prone to dispklinfys and attitudes and, when doing so, theytend

use less vague and innovative means.
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2.2.5 Discussion

Although the quantity of the reviewed research gamia not as wide as for the one for gender,
some interesting findings were reported. The varstudies reviewed above could be grouped in four

general patterns of language variation. The reviestadies organised by pattern are summarised in

Table 2-2 below.
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Table 2-2 - Summary of the studies reviewed for age. Variables in bold represent variables that increase with age whereas underlined variables are variables that dectease with age.

Study

Genre of data

N of
particip
ants

Average or
min-max text
length

Year of
data

Summary of linguistic variables

Country

Pattern 1: Syntactic complexity

Syntactic complexity at the clausal level decreases with age and this often corresponds to an increase in lexical complexity. This effect could be due to
either a decrease in working memory capacity with older age or to a shift in the way information is packaged due to increased experience with language.

syllables/words; logarithm of word frequency for
content words; type-token ratio

Kemper et Oral interviews, oral open 108 N/A 1989 average number of clauses per utterance; frequency USA
al. (1989) guestions and written of left-branching clauses
essays
Byrd (1993) Narrative descriptions, 200 300 1993 number of cohesive ties per sentences; number of New Zealand
comparison essays and cohesive ties per sentence weighted by intervening
argumentation essays sentences
Kemper et Speech samples 200 N/A 2001 average sentence length; D-Level score; P-Density; USA
al. (2001a) type-token ratio
Kemper et Written autobiographies 150 N/A From D-Level score; P-Density USA
al. (2001b) 1930 to
1996
Pennebaker Emotional disclosure 3000 1151 2000 Relative frequency of: words longer than six letters USA, New
& Stone essays and interviews Zealand,
(2003) England
Rabaglia & Descriptive essays 900 N/A 2011 number of embedded clauses; number of USA
Salthouse subordinate clauses; number of left-branching
(2011) clauses; words longer than 5 letters; ratio
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Pattern 2: Dimension 1
Older age is correlated to a higher use of Informational features and with less frequent Involved features (using Biber’s (1988) terminology).

Pennebaker Emotional disclosure 3000 1151 2000 Relative frequency of: first person pronouns USA, New
& Stone essays and interviews Zealand,
(2003) England

Schler et al. Blog posts 37,478 N/A 2004 Relative frequency of: personal pronouns; negations; N/A
(2006) determiners; prepositions

Pattern 3: Realisation of stance
Generally speaking, younger people tend to use stronger linguistic stance than older people. This pattern could be either due to language change or to
change in personality, life-goals and attitude with ageing (Bourdieu’s theory of distinction).

McEnery Conversation N/A N/A 1990 Frequency of: swear words UK
(2006)

Barbieri Conversation 139 N/A 1990 Relative frequencies of: swear words; slang; USA
(2008) evaluative adjectives; innovative stance adverbs;

modal verbs; traditional stance adverbs

Pattern 4: World-view change
As people get older their view change towards more positive feelings and towards looking to the future. This effect could be due to an average decrease
in neuroticism and depression that naturally happens with age.

Pennebaker
& Stone
(2003)

Emotional disclosure
essays and interviews

3000

1151

2000

Relative frequency of: negative emotion words; past
tenses; words related to time; positive emotion
words; future tenses

USA, New
Zealand,
England
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The most replicated pattern is the one firstly eixaoh by psycholinguistic research — the
decrease of syntactic complexity with age. Evemdh four of the studies were conducted by the same
group of researchers, the review pointed out tltesame findings were reproduced by other researche
using different data sets. These findings genenatlicate that ageing is characterised by a deerieas
the complexity of sentences produced. The mostlwigecepted explanation for this finding is that
there is a correlation between sentence complexithworking memory. The correspondence between
ageing and sentence complexity is therefore a seoater correlation given by the fact that working
memory capacity decreases with age. This explamhtis been challenged with another linguistically-
based explanation. Indeed, the decrease in syptaplexity has often been found to correlate to an
increase in lexical complexity, which could indieahat it is a style shift rather than a memory
deficiency that underlines the linguistic patte®ince older age corresponds to more experience of
language use, it is possible that experienced uskdanguage are more capable of packaging
information in smaller and more easily parsablengisu

This explanation would also fit the second pattested in Table 2-2, the increase of nominal
complexity. The finding that older people have leiglnformational scores on Dimension 1 could also
suggest that the implementation of a more syni@ttisimplified but lexically rich and nominal sgyl
by older and more experienced adults is responéibl¢he apparent decrease in complex sentence
production.

A third pattern that can be noted regards the namagt of stance. In corpus linguistics, two
studies were reported in which it was found thatftequency of swear words is affected by age. More
generally, Barbieri (2008) concludes that the yasmgroup she studied was more likely to produce
stronger and more innovative elements of linguistznce.

The final pattern included in Table 2-2 is conndcte the previous pattern. In social
psychology it was found that there is change iguistic attitudes across life-stages that is likiely
reflect a change in a more positive perspectiveatds life. An established finding in psychology is
that older adults are on average less prone taedsgjon and neuroticism. This relationship was found
in language in the form of fewer negative emotia@rds and more positive emotion words.

In conclusion, the review of the research on lagguase and age can be summarised in four
general patterns of language variation, of which @nstrongly supported by many studies that have
been carried out in the past. In Chapter 5, thegmee of these patterns is tested in fabricateitimas
communication to understand to what extent thesguistic patterns are found in texts resembling
typical malicious texts. The present Chapter mdawdbe review of the research of language variation

and level of education.
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2.3 Literaturesurvey on Level of Education

As opposed to the research reviewed for gendeagegdthe directly relevant research on level
of education is rather limited. The most significAndings related to level of education origin&tam
research in language development and teachinggifdras first language. However, the majority of
the work in these areas was not concerned withinfin@ut how certain markers of linguistic
development are maintained or changed throughieuafid/or with further education. Although a leap
needs to be taken to expand these markers to abtparofiling, the present work takes the stahes t
the markers that distinguish communicatively priefit school children from less communicatively
proficient school children are also likely to digfuish communicatively proficient adults from less
communicatively proficient adults. The extent toieththis is the case is an empirical question ithat
answered after the analysis of the data of theeptegork in Chapter 5.

Other markers in this survey are taken from somthefstudies that were considered in the
section on age where the authors reported the ¢dwalucation of the individual as a control vakéab
Some of these reported correlations regarding igtigwariables and level of education can be réggr

as hypotheses of how level of education affectguage use.

2.3.1 Teaching of English

The studies here reported are taken from the stfidhe teaching of English as a first language.
These studies typically examine how the Englisiglege is taught from primary school to age 18 and
measure the proficiency of students in communigatising English.

The first study to be examined in this section @bén's (1967) large scale report of a
longitudinal study of American school children. #dtigh Loban’s findings are not recent, this study
has the merit of being one of the first works asisgsthe problem of formalising the acquisition of
linguistic competence for school children learnkgglish as a first language. Loban’s (1967) study
was also one of the first studies to show findilmgdicating differences in achievements between
different socioeconomic classes. Loban’s study easlucted over 13 years ago and it involved 211
school children that were examined for the whateetthey spent in formal education from kindergarten
to age 18. The students were assessed each ypar nage of tests, including oral interviews,desdt
listening ability, written language tests, and &3ts. To study the linguistic differences and th&iges
of development, the students were also groupedrdiogpto the marks that they received from the
teachers.

One of the most important finding in this study whaat the average length of communication
units increased almost linearly with years of etiooa A communication unit was defined as an
independent clause plus its dependent clausequglthvarious adjustments were made by the

researchers to accommodate spoken language. Wbgpiny students according to their proficiencies
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at school, Loban found that the average lengthoofrounication units for a student was an excellent
approximation to the student’s evaluation of largguskill by their teacher. Furthermore, although th
measure increased with years of schools, studetitdomer marks were always producing scores that
were lower than the ones produced by studentshigtier marks.

Loban investigated this finding more thoroughly dhecking for differences in terms of the
number of clauses and dependent clauses per coetioni units. He found that, although there was
no significant difference in terms of which kindglependent clauses were used by the high profigien
students and low proficiency students, there whiglly significant difference regarding how many
dependent clauses were used per communication witlit,an advantage for the high proficiency
students. Loban also found that the use of subatidip connectives (e.oweverbecausealthough,
therefor§ were learned more quickly, used more frequentlg ased more accurately by the high
proficiency group as well as by the higher socioeroic groups. Finally, assessment of non-standard
English features by ethnicity and social class stthat high proficiency students were more likely
to avoid non-standard features of English.

Similar findings relative to syntactic complexityere found in a study by Hunt (1971). Two-
hundred and fifty school children were selecte@sEdifferent grades and asked to rewrite the same
passage constituted of simple sentences in a bettein their own words. The same task was subdhitte
to 25 skilled adult writers and 25 firemen that hagén away from formal education for 10 years. Hunt
found that the number of subordinated or embediZertes used to package the fragmented information
given in the experimental passage increased witlrsyef schooling. More linguistically mature
individuals used less and less often immature @svaf combining information such as coordinated
clauses and instead adopted subordinated clause®iomore advanced compression strategies, such
as noun phrase packaging. Hunt proposed that agmmrdximation measure for establishing linguistic
maturity is the average length of the terminabliésu(t-units). This linguistic construction is dedid as
Loban’s ‘communication unit’, that is, an indepentdgause plus its subordinated or embedded clauses
In general, Hunt found that clause length and t-lemigth increase with linguistic maturity and that
these are positively correlated with 1Q.

It is again Hunt (1983) that expands on t-unit aesie by exploring how t-unit variables are
connected to each other. As the author reportsesem length has been often regarded as a reliable
measure to assess language development in schiioseHowever, since then, sentence length has
been found to be too dependent on an author’s tifier than competence. Indeed, skilled writens ca
manipulate punctuation to create shorter senteandsslow the pace of reading to obtain certain
rhetorical effects. As seen in the two studies abtunit length as opposed to sentence lengtiyo®d
approximation to communicative competence. Howeber combination of these two elements in a t-
units per sentence ratio allows the measuremeamt@her component of literacy development, that is,

the ability to punctuate. Being able to punctuatéowing the Standard English pattern is equal to
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maintaining a ratio sentence to t-units of roudghlgr, in other words, to maintain a good pace betw
clauses and breaks. This is a skill that is acdurdy late in formal education and mastered coteple
only by skilled adult writers (Hunt, 1983: 102).

Hunt also notes that in mature elaborate writt@tsteunits do not just contain the main clause
but also a number of subordinate clauses. Consigfigin this, Hunt found evidence in the literature
that the number of clauses per t-unit grows with ¢bhool age of individuals and reaches its peak in
skilled adults. Although it does seem the case thalt length increases because more subordinate
clauses and embedded clauses are produced, Huggsssidghat t-unit length also increases because
clause length increases with education. More matuiters not only adopt more subordinate or
embedded clauses, but also write clauses thahaagarage longer. Research reported by Hunt (1983)
supports the hypothesis that the contribution g Ibunits for skilled adults is not simply given the
number of subordinate clauses but also by the higlaese length. The interaction between all these
measures sheds light on how linguistic maturitgdbieved and assessed in formal education. Skilled
writers are supposed to be able to produce on gedomg t-units, possibly punctuating them as one
sentence, with some subordinate or embedded clauskgspecially using long clauses. However,
although this does not necessarily imply that deskiwriter always writes using this pattern foryan
genre or for any rhetorical purpose, research prethat they would be competent and comfortable in
doing so when this is needed.

As Hunt suggests, however, the average lengthunits-is mostly influenced by the amount of
long or short t-units produced. Therefore, rat@ntsimply examining the average score, it is also
important to notice the quantity of long and shianits produced. Furthermore, Hunt reports thateo
studies also showed that these differences areeméled by the 1Q of the students, with high 1Q stusl
more likely to approach skilled adult's competeroener. This effect is noted in particular regagdin
clause length. Individuals with higher 1Q tend tmduced longer clauses and less subordinate or
embedded clauses than their respective averagedf3.p

A problem with Hunt's two studies is that not &letlinguistic productions require high clause
length or high t-unit length and therefore in nibtlege linguistic situations the linguistic matyriof an
individual should be measured by how long theiusks or t-units are. Since the average scores for
both clause length and t-unit length are unavoidgblng to vary depending on the register, it igap
the researchers’ judgment not to generalise erusigdor different registers.

Regarding the measurement of t-unit length or atiesisures relative to the t-units, it is worth
noting the research of Witte & Davis (1980). Natigihow t-units as a linguistic tool was often used
by researchers, the authors set an experimentstomeether there is intra-author stability in the
production of t-units. In a limited study of 43 legle students tested on three texts per studeghein
descriptive and narrative discourse modes, thevasitbund no statistical support of the hypothtsas

t-unit length is constant within authors or witliiscourse modes. Although the study was preliminary
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in nature, the researchers concluded that muchstandd be expressed when adopting t-units as there
is no evidence that this measure is constant wébthors. Witte & Davis' (1980) research was lichite
not only by the small sample size but also by #ut that the first year college students were notigh
familiar with the registers to represent a real @anfrom the population of the two discourse modes,
as the two authors admit. Although not many otksearchers seem to have addressed the problem of
the stability of certain measures such as t-ungtle, it is important, as Witte & Davis (1980) segy

to take into account register variation and thaddiad deviation of the variables tested when dgalin
with multiple samples from different authors.

Within the section on teaching of English it iscafmssible to locate the studies conducted on
readability, of which Dubay (2004) offers a commesive historical review. The importance of the
research on readability should be traced to rebeantied out by the US army on assessing inteltige
job success and literacy with a view to structhegrttexts according to their typical readershiptheir
research the US army found that measures of ligeaad readability correlated with intelligence, hwit
knowledge and with years of education achieved.oSinsimultaneously to this strand of research,
Kitson (1921) noticed that significant differeneeserms of average sentence length and averagg wor
length between magazines influenced the kind afeesiip and therefore the kind of social groups tha
would read a certain magazine. These findings sigdethat there was a correlation between the
average sentence length and word length encourttgradocial group and its social status.

Both the U.S. army research strand and the psyghoksearch strand gave a start to a series
of studies aimed at finding a readability formufattcould predict the readability of a text. Afyears
of research, the proposed formulae grew in complealthough the addition of more variables only
slightly increased their efficiency. In general,wawer, researchers found that the number of
morphemes and the number of syntactic branche8dnwbrds were the useful variables to measure,
respectively, semantic (lexical) complexity andtagtic complexity and to give an estimate as to the
overall complexity of a text. Since the number afrphemes is highly correlated with the number of
syllables, and since the number of syntactic brasdh highly correlated to sentence length, thet mos
successful readability formula ended up being usbmbination of syllable counts and word counts.
The most famous of these formulas is probably thedh Reading Ease score, calculated as a function
of word and sentence length (Flesch, 1949).

Most of the literature reviewed in this section &mdhe section on ‘age’ seems to confirm at
least theoretically that word length and senterogth are two measures of, respectively, lexicdl an
syntactic complexity. Since it is possible to assuhat a person can produce only language that they
can read, then the scales provided by Flesch (1&#9pe added to the list of variables that artedes
for the present study regarding level of education.

This section ends with the review of a multi-lingfic study conducted by Berman (2008), who

reports on a series of experiments carried outsacmountries and languages on the processes
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underlying text construction across age and edutgthases. The sample considered by Berman
consisted in 80 participants with a middle classkgeound divided between school children aged 10,
13, and 17 and graduate school university studeged between 20 and 30. These subjects were asked
to produce four texts: a narrative and an expgsgpoken text and a narrative and an expositoryemri

text. All the texts dealt with the same topic: gesbs between people. The analyses of these samples
were divided in several layers, from the assesswiete quality of writing or appropriateness oé th
text type to the analysis of grammatical and ldxfeatures. Many of the features were found to
correlate with level of education. However, the onigy of these features were not calculated in g wa
that is possible to replicate. Some of the varigldeich as the scale of discourse constructionprel
subjective assessments of the texts. For the presmk, therefore, only the variables that can be
replicated are taken in consideration. These aee Wriables that account for the lexical and
grammatical levels.

For the lexical level, Berman looked at three Ja@ga that are possible to replicate in the
present work: word length in syllables; lexical siéyn defined in the Hallidayian sense as the
proportion of content words in the text; and thepartion of words from Romance and Germanic
origin. The author indicated that there is a refahip between scores on these variables andwvéke le
of literacy of the subjects, although no exactistias are reported on the magnitude of the effects
the level of significance obtained. These lexicaiables were also correlated with each other oth
English and in the other language tested, Hebrdw. duthor suggest that a hidden factor, perhaps
lexical knowledge, can be regarded as underlyingehvariables and correlating with education and
cognitive development (Berman, 2008: 755).

For the syntactic level, Berman examined five Ja@ds: clause density, defined as the mean
number of words per clause; noun phrase heavimessed as the combination of four different
variables: average length of noun phrases in wantage number of dependent nodes, depth of noun
modifiers, and number of types of noun modifieh& proportion of relative clauses; the frequency of
use of the passive voice; and the frequency offimite- subordinations. As for the lexical variables
these variables correlated with literacy developmen

In conclusion, Berman proposed that several liriguigariables, including the lexical and
syntactic variables listed above, are an approximdab cognitive development and literacy leveleTh
correlation of these variables with literacy segmriadicate that with education and with age indiils
shift their focus from material, specific and redaship-based concerns to more abstract, genedal an
entity-based concerns (Berman, 2008: 736, 7555 fype of mind attitude not only improves the
socio-cognitive faculty of individuals but requiraskind of language that is more elaborate both
lexically and syntactically and therefore more orgg towards nouns and other nominal parts of $peec

or grammatical patterns.
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2.3.2 Psycholinguistics

The Section on psycholinguistics studies on languatd level of education includes only a
series of studies already covered in the sectioagmin which some collateral findings on level of
education were noted when examining the relatignisbtween language and age.

The first of those studies is the work on languelg@nge across age and genre carried out in
Kemperet al. (1989). In the section of age it was reported thase researchers found a correlation
between decrease in working memory capacity inag/d and decrease of number of clauses per
utterance and the frequency of left-branching @au3his effect was found in a sample of 30 young
adults and 78 elderly adults who provided both spaknd written samples. The authors, however, also
divided this sample according to level of educatioarder to avoid the influence of this variableem
analysing age. Even though studying level of edanand language use was not their goal, the asithor
found that better educated adults were more liteefyroduce longer utterances in terms of wordsgemor
right branching clauses and fewer main clausesrefsrted previously, the essays written for this
experiment were submitted to a series of judges¥atuations of interestingness and clarity. Quite
surprisingly, level of education resulted to beocampredictor of both interestingness and clafitye
most significant predictor of these two variablessywon the other hand, age. The authors do nat go t
great lengths to explain the effect of level of @tion, as that was not their goal. However, they
mention that people with more years of educatiodee to score higher on the vocabulary test. Thus,
if individuals with higher education have a largeicabulary, they can also be able to express their
ideas with a more packaged and detailed lexis heretore avoiding a more complex syntax. This
explanation is rather tentative but it does fitwitie rest of the literature reviewed in the préseation.

Just quickly mentioned in the section of age, Beysl (1991) study incidentally found
interesting results related to level of educatibime sample that the author took for analysis cteis
in 9 brief descriptive essays produced by 240 adtdim 20 to 86 years old stratified for gendevele
of education and occupational status. The lastyar@ables were assessed in the form of two scores
from 1 to 5 and, since they were highly correlatbey then were summarised by one single score
named ‘status’. A linguistic analysis of the sanmiptticated that lexical variables were likely t@gict
the status of the participants, as opposed to syoteariables, which, on the other hand, were more
likely to predict the age of the participants. leativariables such as text length, number of words
longer than 10 letters, average word length andrkbsch readability score predicted a combination o
status and vocabulary level, as tested with a udeap level test. The author argues that this could
indicate that the said variables are correlatet wivocabulary factor that is a function of vocaloyl
knowledge and educational status.

Another study within this series is Byrd's (1998akysis of written language and ageing. The

sample that the author examined consisted in sssdys of three kinds (harration, comparing and
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argumentation) produced by 200 subjects. Thes@stshjvere assessed with cognitive tests as well as
stratified for social variables. In terms of occtipa and education, the subjects were ranked ogials
position scale from 1 to 7. Independently from tiicourse mode, the author found that a multiple
regression could predict education level and tlhessan the cognitive test on vocabulary from thpety
token ratio and from the mean rarity scores fothalwords in a text. Byrd’s explanation consiats.i
tentative proposal that high education facilitates phase of writing that consists in translating t
mental plan of the text in lexical and syntactimis.

Finally, Mitzner & Kemper's (2003) examined writtend oral autobiographic narratives from
118 nuns aged between 78 to 91 that participatdideifNun Study for linguistic markers of working
memory decline. While doing so, the authors colgdothe sample for level of education measured as
the total years of formal education pursued bydhigiects. They consequently noticed and reported
some correlations between some linguistic markedslevel of education. Although the authors note
that the magnitudes of the correlations were rdthey subjects with more years of education tended
to produce longer utterances, more clauses peantie, and less fragments per utterance than s$sibjec
with less years of education. The authors did mop@se any explanation for this finding. However,
the fact that well-educated individuals producedtagtically complex utterances seems to support

some of the other findings reported in the presantey.

2.3.3 Corpus linguistics

The first study surveyed in this section is Hewigh& Dewaele's (1999) report already
presented in the section on gender as being anotiegpretation of Biber's (1988) Dimension 1. The
measure that the two authors propose, called ‘tepality’, was described in the section on gender
as being a score that determines how deictic dgeXhe authors found this score to vary signifiba
with register as well as with personality and veititial variables, such as gender and level of educa
For this variable, the authors present limited anolvisional evidence from Dutch that educated
individuals as well as individuals from a highecisbstatus tend to produce language that scoteshig
for deep formality than other individuals. The arthexplain that to produce formal language more
cognitive power is needed, as there is more infaondo be processed. That being the case, theauth
theorise that educated individuals as well as iddals with more cognitive power at their dispcea
likely to employ formal language more often thahess. The authors also add that there might be a
correlation between high scores on deep formatitythe personality dimension that measures intellec
in the Big Five personality test, that is, OpenrtedSxperience.

The second and final study reviewed in this Seddviollet'set al. (2010) survey of a number
of linguistic variables. Their study was aimed @tnparing a set of variables in a fashion similaht®

present work with the scope of finding the mosiat#é tools to quantify linguistic features. In the
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process of assessing these variables, the authwnsl Some correlations between certain linguistic
variables and the level of education of the subjétat were participating in the study. Their dsgt
consisted of 400 to 1000 word essays not contréedenre variation written by fifty-five 17 years
old students in Australia for the purpose of amexa

The authors surveyed a number of linguistic markeid tested them on their data to assess
whether there is evidence that these markers apessful at measuring the independent variablés tha
they are supposed to measure. The authors alscatedchfhe results obtained from these markers to a
battery of psycholinguistics tests with which tlhibjects were assessed. Among the five variablés tha
the authors described in the conclusions, two niarkemely, Advanced Guiraud 1000 and P-Density,
presented interesting findings regarding leveldfation.

P-Density is a measure already encountered inuh@ on age, specifically in the research
on linguistic markers of Alzheimer’s disease catieit by Kemper and her colleagues. The density of
propositions in a stretch of language was founfeéacorrelated with its author’'s working memory
capacity and the likelihood for the author to depeAizheimer’s disease later in life. Compatiblythwi
Kemper’s results, in their data set Mokgtal. (2010: 460) found a correlation between P-Deresily
serial recall, a measure of working memory capaéitythermore, the authors found that P-Density
was significantly positively correlated with the mkahat the examiners gave to the essay, thusgyivin
some weak evidence that the education system reveardpositions that are rich in propositions and
in density of connections between them.

The second variable, Advanced Guiraud 1000, igiahla that approximates the measurement
of extrinsic rarity of vocabulary. Molledt al. (2010: 452) define thextrinsic rarity of the vocabulary
of a text as the rarity of the words of that textelation to the language as a whole. The besttaay
calculate extrinsic rarity is to compare each wtwda frequency list of words of a representative
reference corpus. However, a quicker approximatdhis method is achieved with Advanced Guiraud
1000 by subtracting the number of types that oatuhe set of the 1000 most frequent words of a
reference corpus from the total types of the text then divide this number by the square root ef th
number of tokens. This variable not only preseatsttong significant correlation with serial recaild
the mark given by the examiners but also showeidrdfisant correlation with the verbal 1Q of the
subjects (Mollett al, 2010). Extrinsic rarity is contrasted to th&insic rarity of vocabulary of a text,
which is the rarity of words of the text in relatito the text itself. This construct is approxinuabsy
the author through the use of Baayen'’s P, or timebau ofhapax legomendivided by the total number
of tokens of the text. This variable was again tbtm correlate with the verbal IQ of the subjeds a
well as with their score on the Advanced Guirau@QL0

Mollet et al. (2010) analysed their data sets using these twablas as an attempt to quantify
the writer's vocabulary size. However, they adimttextrapolating from the text patterns to projesr

of the writer makes considerable assumptions atbeutelationship between what we know and what

64



Literature review

we write in any given text [...] we must be cauti@mut assuming that any writer displays all his or
her wares in every piece of writing’ (Mollet al, 2010: 438). When attempting to quantify the
vocabulary of their subjects, they therefore thgidy examine both of the aspects that can allovia suc
a measurement, accounting for both intrinsic andresic rarity. The link between these two variable
and level of education is only hinted at in th@search. The authors propose that Advanced Guiraud
1000 correlates with marks on assignments probadtyause extrinsic rarity of vocabulary is highly
rewarded in the education system, either consgionisisubconsciously. However, the correlations
between measures of vocabulary size and level u¢aibn have been also found in other studies.
These relationships point to the possibility thdtigher education is likely to expose individualsat
larger number of vocabulary items than a lower atlan, thus giving them the chance to increase thei

lexicon.

2.3.4 Discussion

The number of studies reviewed for level of eduratvas the lowest among the four social
factors considered for the present work. Some efstiudies actually were included because of their
collateral findings that they obtained while studyother social factors. Nonetheless, the revidiv st
produced a number of patterns of linguistic vasiatassociated with level of education that can be
explored in forensic texts. The studies reviewadatbe grouped in five patterns of linguistic véioa,

as summarised in Table 2-3 below.

65



Table 2-3 - Summary of the studies reviewed for level of education. Variables in bold represent variables that increase with level of education whereas undetrlined variables are variables

that decrease with level of education.

Literature review

Study Genre of data N of participants | Average or min-max text length | Year Summary of Country
of linguistic
data variables
Pattern 1: Vocabulary size
Higher levels of education correspond to an increase in vocabulary size and lexical sophistication
Bromley (1991) Descriptive 240 N/A 1991 | average word USA
essays length; frequency
of words longer
than 10 letters
Byrd (1993) Narrative 200 300 1993 | type-token ratio; New Zealand
descriptions, mean rarity score
comparison of all words
essays and
argumentation
essays
Berman (2008) Narrative and 80 N/A N/A | average word USA
expository length in
speech samples syllables; lexical
and texts density;
proportion of
words from
Romance and
Germanic origins
Mollet et al. (2010) Essays for final 55 400-1000 2010 | Advanced Australia
assignment Guiraud 1000;
Baayen’s P
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Pattern 2: Sentence complexity

Higher levels of education correspond to an increase of sentential syntactic complexity

Loban (1967) Oral and N/A N/A 1967 | number of USA
written clauses;
language frequency of
samples subordinating
connectives
Hunt (1983) Essays, 18 1000 1983 | average sentence USA
newspaper length
articles
Kemper et al. (1989) Oral interviews, 108 N/A 1989 | utterance length USA
oral open in words; number
questions and of right-branching
written essays clauses; number
of main clauses
Bromley (1991) Descriptive 240 N/A 1991 | Flesch readability USA
essays score
Mitzner and Kemper (2003) Written and 118 N/A 1995 | utterance length; USA
oral number of clauses
autobiographie per utterance;
s number of
fragments per
utterance
Berman (2008) Narrative and 80 N/A N/A | proportion of USA
expository relative clauses;
speech samples frequency of
and texts passive clauses;

frequency of non-
finite
subordinations
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Mollet et al. (2010) Essays for final 55 400-1000 2010 | P-Density Australia
assighment
Pattern 3: T-unit complexity
Higher levels of education correspond to an increase of syntactic complexity within t-units
Loban (1967) Oral and N/A N/A 1967 | average t-unit USA
written length; long t-
language units; dependent
samples clauses per t-unit;
Hunt (1971) Rewriting of a 300 N/A 1971 | average t-unit USA
passage in a length
better way
Hunt (1983) Essays, 18 1000 1983 | average t-unit USA
newspaper length; clauses
articles per t-units; long t-

units; short t-units

more deep formal discourse and a higher average clause length

Pattern 4: Nominal elaboration
Higher levels of education correspond to an elaboration of information that focuses on nominal devices rather than verbal devices. This translates into

Hunt (1971) Rewriting of a 300 N/A 1971 | average clause USA
passage in a length
better way

Hunt (1983) Essays, 18 1000 1983 | average clause USA
newspaper length

articles
Heylighen and Dewaele Word - - - Deep formality Netherlands/U
(1999) frequency lists score K

68




Literature review

with social
information
Berman (2008) Narrative and 80 N/A N/A | clause density; USA
expository noun phrase
speech samples heaviness
and texts

Pattern 5: Information distribution
The distribution of information in a text is different depending on how much exposure a person had to formal education. Individuals with higher
education levels tend to maintain a ratio of one t-unit per sentence.

Hunt (1983)

Essays,
newspaper
articles

18

1000

1983

t-units per
sentences

USA
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Out of the five patterns, four represent complesiif different kinds that increase with level
of education. This result is not surprising sirtds intuitive that linguistic competence and coexity
increase with years of formal education. Vocabufarg and syntactic complexity both at the level of
the sentence and of the t-unit are all predictaddeease with level of education. However, thelss
that noticed these correlations often underlinedpitoblem of the confounding factor of level of 1Q.

In the section on corpus linguistics, Heylighen &iele (1999) proposed that deep formality
score is positively correlated with education. 8iadigh score on this variable corresponds tglaehi
degree of nominal elaboration, this pattern alscesponds to a higher average clause length, tiece
size of a clause increases with larger and compubex phrases (Hunt, 1983).

A final pattern concerns the distribution of infation. Hunt (1983) has noted that the strongest
distinction between people with different levels efiucation lies in the way they present the
information. Formal education stresses the impedasf maintaining a ratio of t-units per sentence
almost equal to one since this ratio simplifies pinesentation of information and rewards nominal
complexity.

In conclusion, all the reviewed studies convergmdiicate that higher education corresponds
mainly to a larger vocabulary and secondarily tgo@d command of syntactic patterns that are
distributed adequately across the text. Howevagohlem of previous works is that they consider
formal schooling year or job achievements as actlmesessment of the level of education or level of
literacy of the individual. Indeed, these two fastdo not necessarily coincide, as an individual ca
achieve a certain level of education or literacgeipendently from formal education. Even though,
typically, the level of education achieved is dihgceflected in the language produced, it is expec
that these linguistic variable correlating withééof education are indeed associated with the amou
of reading and writing that the subject experiencatther than directly with their level of formal
education. The correlations examined by the studitgs survey are therefore only secondarilytezla
to level of education, as the number years of fbedacation is just an easy proxy to a more complex
socio-behavioural construct of intellectuality diteracy which can also be self-developed.

In Chapter 5, the presence of these five pattertested in fabricated malicious communication
to understand to what extent these linguistic padgtare found in texts resembling typical foremskts.

The present Chapter moves to the review of thearekeof language use variation and social class.
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2.4 Literaturesurvey on Social Class

The surveying of the relationships between sod&dscand language is a difficult endeavour
since there is no agreement on the definition @fid class’ and, to a certain extent, on the vigliof
this construct especially in modern society. Indeed a single study in the present review used the
same classificatory system to rank the subjecttheifr study in social classes. This diversity of
classification is rather alarming, since it als@li@s that the results of the studies reviewechin t
section are not completely comparable with eaclerottn her review of the literature, Ash (2002)
confirms this uncertainty on the definition of sacclass across many sociolinguistic studies. Her
criticism is directed towards the fact that mangliistic studies did not attempt to understandhtiimn
of social class from sociology before embarkinganrying out the experiments. This problem is even
more alarming as recent research in sociology paint that individuals rank themselves and others i
social classes based on a large number of fadtarsiding the type of family, types of clubs or
fraternities, and behaviour in general, and ndt flus classical indexes of income or occupatiorduse
by most studies (Ash, 2002: 404). Furthermore, xededeveloped by sociologists based on the
perception of education and occupation in soceigh as the Werner's Index of Status Charactesistic
or the Duncan’s Socioeconomic Index, are rarelyleysal by linguists in their work.

In spite of all the differences in social classeres and the avoidance of more recent research
in sociology, as Ash (2002: 402) notes, the irohgarial class as a social factor used in lingaisti
studies lies in the fact that it is one of the abfactors that typically presents the strongefgiots. In a
similar way, Dodsworth (2011: 192) writes that aligh the division in social class as it if werecdade
categories is far from reality, this method hasmhthat linguistic variables pattern with sociasdes
in many languages. Dodsworth (2011: 205) concltigigisa more holistic approach that considers not
only the classical approximations to social clagsdiso elements such as the cultural values of the
members of the communities or their social netwshkuld be considered in the future as a more
appropriate social variable to explain certain diis¢jc variables.

Moves towards these directions were made by a r&dda scale study of social class in Great
Britain: The Great British Class Survey, compileithvthe help of the BBC (Savage al, 2013). The
authors of this study agreed with previous commentshe inadequacy of current models of social
class to account for the phenomenon, and in péatidar its cultural dimension. The authors argued
that a more accurate theory of social class istbaeunderstands it as a multidimensional construct
For this purpose, the authors used Bourdieu’'s thebrsocial capital as a framework for a new
exploratory study of social class. This theory msgs that three capitals are available for indisisiu
in society: the economic capital, or the wealth eredme; the cultural capital, or the degree toohhi
the individual is engaged with cultural goods; ahé social capital, or the connections in the

individual’s social network (Savage al, 2013: 5). The result of their analysis consisted model
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with seven classes: Elite, Established middle ¢clasghnical middle class, New affluent workers,

Traditional working class, Emergent service workarsl Precariat. The picture that emerges is
therefore one in which the famous ‘middle classl amorking class’ have disappeared or transformed
into a number of sub-classes. In the light of thidtidimensional study, the conclusions that can be
drawn is that more recent sociological theory isyimg towards a well-rounded conceptualisation of
social class that includes its cultural values.

Similarly to gender and age, notwithstanding thabjm of defining social class and its nature,
the present literature review includes studiestanrelationship between language and social class
independently from the way social class was defiresl this strategy allows the review to be
comprehensive. The most significant theoretical trdoution to this section comes from
sociolinguistics, a discipline that investigatediabclass quite extensively. A few other studiesrf

corpus linguistics and the study of teaching of I[Ehgas first language are also presented.

2.4.1 Sociolinguistics

The core of this section consists in the revievBefnstein’s theory of code, one of the most
important theories on socialisation and its retahip with language (Bernstein, 1962). Bernstein
proposed that two ways of coding messages areasl@ih society: sestrictedcode and anlaborated
code. A code is defined as the set of principlastgulates the processes of a person’s verbatipig
(Bernstein, 1962: 35). The two codes proposed bydein are different in a number of ways and this
difference depends on the purposes for which theyised in society.

The restricted code is the coding modality used nvtieere is a high degree of shared
background between the speaker and the listenewheace therefore the condition of the listener is
assumed to be known. It is a code typically useddmakers with their peers or close family members,
for example. For this coding modality, the way strmg is said is more important than what it igsai
as the purpose in which this code is used is mosigyof maintaining or building the social relasbrp
in situations in which there is few informationdonvey.

On the other hand, the elaborated code is a codiodality used when there is greater
background distance between the speaker and thedisand where therefore the listener’s position o
previous knowledge is assumedt to be known. In other words, it is a coding magai which the
speakers adapt their speech to the listener antabthey suppose the listener knows. The purpmse f
which this code is typically used is one of dealwith abstract meanings that have to be made eixplic
Thus, for this coding modality the information ceged is much more important than the task of
maintaining or building the social relationship.

Linguistically speaking, the two codes are difféizied by the fact that they have two different

levels of predictability. Because of its social puse, the restricted code is characterised by itetim
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range of lexicogrammatical patterns and it is tfigeeeasier to predict than the elaborated codis In
extreme forms, the restricted code would consigtighly ritualised forms that are crystallised for
particular meanings.

The two codes are normally used by speakers acapidi the context and the ability of
employing the right one is part of an individual@mmunicative competence. There is no difference in
terms of intelligence or personality in employingeoor the other, as empirically verified by Beriste
(1960). In this study, Bernstein looked at the esgoroduced on IQ and verbal IQ tests from two
samples of subjects from middle and working cl@ge results of the study indicated that a diffeeenc
between the groups was evident only in terms adbalelQ but not general 1Q. In the lights of this
finding Bernstein proposes that ‘theodeof expression of intelligence [...] may well be attaaof
learning: in particular, the early learning of sgiedorms, which create and reinforce in the user
different dimensions of significance.” (Bernstel960: 276).

Bernstein suggests that stratification in modegietp exists only in terms of social class and
not in terms of intelligence. Bernstein proposedt tivorking class individuals are limited in their
communicative competence because they rarely hesess to the elaborated code. Mastering the
elaborated code takes more time than masteringetsteicted code and the wealthier and educated
classes in our society have therefore an advan@gs.advantage is then used to maintain higher
positions in society where the elaborated code asenfrequently used. By being exposed to the
elaborated code earlier, middle class childremaoee likely to have an advantage in life.

All the above series of hypotheses are clearlyrétamal formulations in need of empirical
support. Many studies in the second half of th& 26ntury aimed at confirming or disproving
Bernstein’s model and some of these studies aetezhin this section. Bernstein (1962), for exampl
tested his model on a data set consisting of i/ produced by 61 working class and 45 middle
class male subjects between 15 and 18 years ofrhgealivision in social class was based only on the
type of education that the subjects were receiviing analysis of this data set confirmed Bernsgein’
initial hypotheses on the type of production thatuld characterise each social class. The analysis
showed that working class subjects used fewer gawetereen utterances, thus showing less monitoring
and planning of their utterances in the interviesitisg, and a shorter word length. Statistically
controlling for IQ, Bernstein was also able to sttbat these differences were not accounted fohéy t
IQ of the subjects but by their social class al@gthough the first finding is rather questionabkethe
correlation between pause length and better plgnniias not confirmed by psycholinguistic
experiments, Bernstein was still able to show thalifference exists at least in word length, and
therefore possibly in vocabulary mastering, betwinentwo social classes, as predicted by the code
theory.

Hawkins (1969) is a further empirical confirmatiohBernstein’s code hypothesis. The author

set up a study with the aim of replicating previfindings that showed that working class and middle
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class children were different in terms of frequemayd ability of producing adjectives, nouns and

pronouns. The theoretical contribution of Hawkirs this respect is the understanding that these
features are all elements of the noun phrase,cbed ‘nominal group’ in the Scale and Category

Grammar, the older version of systemic functiorahgmar that Hawkins used. With this awareness,
the researcher conducted a study to verify whetteeanalysis of the nominal group can be of help in
understanding the phenomenon. The sample gathgrddatvkins consisted in two spoken tasks

produced by 124 middle class children and 139 wagrkiass children. The social class of the children
was inferred using the level of education and oatiop of the parents. The children were asked to
narrate a story based on a series of pictureshamdasked to describe a painting.

When analysing the nominal groups of these spodes,tHawkins noticed that working class
children were more likely than middle class chitdri® use exophoric reference than anaphoric
reference. This phenomenon was explained by thieoatd be a further confirmation of the code
hypothesis, as the working class children, who weoee likely not to be exposed to the elaborated
code, were coding their language in a way orietuddke for granted that the listener was awatbef
pictures in the narrative text and of the painiimghe descriptive text. The middle class childrem,
the other hand, being more expert with the elakdrabde, were producing texts that were not placing
too much burden on the listener by assuming ttedigtener was not aware of the context and thezefo
producing less exophoric pronouns.

Eight years later, Hawkins (1977) published a ntbogough study of the same data set where
he analysed not only the types of references laat tle nominal group as a whole. In general, his
finding consisted in the conclusion that there wageater tendency for working class subjects € us
pronouns as opposed to nouns. Consistently withdein’s theories of the role of women in working
and middle class, working class girls were found€e more hypocoristic adjectives, that is, adjesti
to indicate a diminutive or affective meaning. Watkclass girls were also more likely to use more
possessive determiners and rankshifted nominalpgr@as genitives. Both Bernstein and Hawkins
explain this finding as being a consequence ofibiking class women'’s greater concern in describing
and dealing with relationships. More specificajated to the structure of the nominal group is the
finding that uncommon adjectives, Qualifiers andgSifiers were used more often by middle class.
The category of Classifiers showed also a significarrelation with the verbal IQ of the subjects.
Finally, first person pronouns linked with express of tentativeness were a characteristic of raiddl
class subjects.

Hawkins (1977) concluded that the findings indicatdifference in terms of verbal strategies
between the two social backgrounds. He definegdmal/strategy the employment of particular sets of
meanings to respond to a particular context. Irstudy, therefore: ‘in a situation where childreerev
required to narrate a story from a set of pictutles,working-class children’s strategy was orierited

the use of all categories of exophoric referenod,a anaphoric third-person pronouns, at the espen
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of nouns. The middle-class strategy was orientecatds the noun’ (Hawkins, 1977: 196). This
difference in verbal strategies consists in a diffiee of use of language rather than competence of
language. Contrary to some misinterpretations eh&ein’s theories, Hawkins specifies that working
class subjects were indeed able to produce noucsngplex nominal groups yet chose not to do so in
the context that he analysed. Bernstein’s notiarodE predicts this behaviour by postulating tbated
background influences the way individuals percdive context, in turn then influencing them in
producing a particular set of meanings. In Hawkiteta, the difference in terms of social classnditl
derive from a deficit but from a different interaton of the context. Whereas middle class childre
thought they were required to show their knowledgeespond in a way that is objectively clear, the
working class children interpreted the task as bap within the relationship between them and the
interviewer, and thus influencing them in producimgre exophoric references and pronouns. This
interpretation of Hawkins’ findings was supportgdive work of Hasan (1990) who showed that middle
and working class mothers in Australia presentdterdint ways of interpreting the context of
controlling their child’s behaviour at home, witlorking class mother being more controlling and less
explicative than middle class mothers. For thisnaineenon, Hasan proposes the teodal variation
and theorises that this concept can be generdbseitier contexts and to other social variables.

In general, Hawkins’ study was reproduced by ottesearchers with conflicting results.
Among the successful replications, Johnston's (L8X@eriment considered a sample of 18 five year
old children for both middle class and working slasckgrounds, with the social class being caledlat
on the basis of the father's occupation (semiexkilbr unskilled jobs opposed to managerial or
professional jobs). Johnston also controlled fabaklQ of the subjects in order to test Bernstein’
hypothesis that codes are not a function of irgefice. The narratives produced by the two groups
differed significantly in a direction predicted biye literature: working class children used more
pronouns and verbs whereas middle class childred usore subordinate clauses and higher total
number of words for the narrative. A more accuiatestigation of the data revealed that middleslas
children were more likely overall to use noun oum@hrases as Subjects of clauses as opposed to
working class children who employed pronouns irs thosition more often. Johnston (1977: 322)
explains that some research on language developravritles evidence that noun phrases are initially
generated for Objects and only later used as Sigbjatthough this could suggest that working class
children are a step behind in terms of languageldement, the author is cautious in clarifying that
there is not enough research to confirm this cl@mthe other hand, Johnston suggests the possibili
supported by Bernstein’s ideas that working cldsislien have reached the same developmental level
but that they choose to use pronouns as Subjectaibe of their coding orientation. Since there were
not significant findings for verbal variables, whiare the loci of propositional meaning, the author
concludes by hypothesising that it is perhaps e réferential meanings, whose loci are the noun

phrases, that social class differences can be found
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A similar version of his study conducted by Frand874) failed to find compatible results.
Two groups of subjects from different social classensisting of 12 boys and 12 girls between 6 and
7 years old did not show any difference in freqyeotcexophoric references when asked to retell a
story originally heard from the experimenter. Fiar{@974) concluded that some differences in terms
of linguistic variables were found between the voups, especially in terms of Standasd Non-
standard English forms and syntactic elaboratiambwuantification of those is provided in the @ap
Similarly, Jenkinson & Weymouth's (1976) replicat¢awkins’ experiment in a sample of 30 working
class subjects’ oral narration of a story. The argtleriticised the analytical choices of Hawkinsriot
considering to ignore certain exophoric pronours #ubjects would have had to almost inevitably
produce given the context. Although this criticisseems to be unfounded, as Hawkins’ study involved
a high number of subjects from both classes inlezpraditions, the researchers’ results of the aialy
of their small sample ‘do not indicate the highdkesf exophora found by Hawkins in younger children
(Jenkinson & Weymouth, 1976: 109).

Among the empirical tests of Bernstein’s theorypled1976) is probably the most thorough
empirical verification. After formulating a serie$ hypotheses on the expected findings predicted by
the theory, the author collected spoken and wristamples of language from 80 first year university
students of an Australian university divided in diel and working class according to the father’s
occupation and level of education. The researchtiteged spoken data through interview and written
data by asking the students to write a ‘life-fogtassay in which the students imagined and desdri
their life in the future. All the samples were exaed through a battery of linguistic variables tivatre
proposed in previous literature to account for difeerence in restricted and elaborated code. Poole
(1976: 84) used 28 variables divided in five categg structural complexity, language elaboration,
verb complexity, personal reference, and linguistgptitude (this category only applied to spoken
language).

A univariate statistical analysis of all the singhiables for spoken language revealed that all
the categories presented significant differencethénpredicted direction, empirically confirmingr fo
this data set that middle class students presentd@dher degree of elaboration than working class
students. The first function of a discriminant ftion analysis of the variables divided the two abci
classes in the direction predicted by Bernsteigjzothesis.

For written language, less unanimous results witaired. In the univariate analysis most of
the variables did not result in significant diffeces among the groups as happened for the spoken
language analysis. However, some of them preseaigadicant results, namely: the Loban weighted
index of subordination for the ‘structural complgkicategory; the ratio uncommon adjectives-
adjectives, the frequency of adverbs, and the &eqy of unusual adverbs for the category ‘language
elaboration’. No differences were significant fdher categories. These results suggest that written

compositions by middle class students seem to presigghtly more syntactic elaboration but
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significantly more variation in terms of modifietssed. This finding is in line with Bernstein’'s
prediction that the elaborated code is more likelyoe less predictable than the restricted code. A
discriminant function analysis of the data set tesuin one significant function that clustered the
middle and working classes using the following &hles: frequency of adverbs, Loban weighted index
of subordination, the ratio uncommon adjective®etiljes, and the ratio I-total personal pronouhe T
author concluded that both results give strong stpi the code theory proposed by Bernstein,
although the differences in production of spokemgleage were more evident and significant than the
differences in production of written language. Ame criticisms reported below argue, this diffeeenc
between the results in the analysis of code fortwliemodalities could be generated by the fact that
written language in general is a contextual coméitjan that requires to a certain extent the emmpkyt

of an elaborated code.

It is again Poole that contributes to provide eiplirevidence of Bernstein’s hypotheses in a
study already reviewed in the section on gendeoleP@979) investigated the relationship between
sex, social class and linguistic coding. As showthe section on gender, the researcher was stfigicess
in finding linguistic variables that provided evide of a code differentiation between the genders.
Similarly, Poole (1979) also finds support for theory of codes for social class. Her sample ctetsis
in interviews structured in several tasks, from djioms with images as stimuli to open questions
gathered from 96 secondary school Australian stisddnawn randomly from schools differentiated for
indices of social status. The results that the ame$er obtained were slightly different and yet
compatible with her study conducted three yearsrieefl he researcher found that middle class stadent
had a higher score on: mean sentence lengthatioesubordinate clauses-finite verbs, mean prb-ver
length, the ratio I-total words and I-total perdopr@nouns and the ratio Ah-disturbances-verbal. tic
Comparing these results to Poole's (1976) prewaes it seems evident that although the variabes a
different, the basic concept is similar, as thedigdtlass students presented more elaboratioradteP
(1976), however, this elaboration consisted mastiyspecifications of houns or clauses, whereas in
Poole (1979) this elaboration is more evident ia $iyntax. This difference is probably due to the
register differences between the two data setsth®ngossible explanation for the diverging finding
could be the different grades from which the sasplere gathered. If that is the case, social class
differences would therefore consist not only in and one only form of elaboration but in the concep
itself of elaboration, which is then realised inmigas ways according to the linguistic maturitytioé
subject.

Another empirical exploration of Bernstein’s the@ylum & Cowling's (1987) study of social
class through the lenses of systemic functionajuiistics. The researchers analysed fragments of
sociolinguistic interviews gathered in Australia tbe Sydney Social Dialect Survey produced by a
sample of 24 subjects divided in two age categdadslts and teenagers), three social classes (MC,

UWC and LWC) and gender. Plum & Cowling analysezl\tarbal groups observed in these interviews
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with a view to exploring modality as well as to wieatent choices such as the selection of present o
past tense can be said to be influnced by soceddgoaund. The authors were clear in stating that th
data was not collected with the aim of answering garticular research question and that therefore
some of these results could be influenced by the thva interview was conducted. Plum & Cowling
(1987) found that social class was stratified adiogy to Halliday's classification of modality in:
“always” — “usually” — “sometimes”. In turn, thesiaree forms of modality were typically realised in
the verbal groups of their sample by, respectivetgsent tense — modality — past tense. In accoedan
with Bernstein’s theories of the different typesnodanings expressed by the social classes, itean b
argued that the context of recalling past eventlsramrating them orally is an occasion for the scigj

not to express the same meanings. For lower worklags subjects, the researchers noticed the
expression of universality realised through a rnamnausing the present tense. Middle class subjects
on the other hand, tried to narrate in past tethses, possibly conveying the meaning that the nedrat
events do not necessarily happen for everyonesiwtty they were narrated. Finally, the upper waykin
class situated itself in the middle of the two lsjng modality more often to express that the events
only “usually” happens in the way they were nawmlate

An indirect verification of Bernstein’s theoriestiee work of Labov & Auger (1993) already
reviewed in the section on age. Aware of Kempez&earch on the syntactic competence decrease in
older adults, the authors devised an experimenecian determining its causes. Using sociolinguistic
interviews of subjects participating in a longitoali study, Labov & Auger concluded that no differen
can be observed in terms of reduction of syntactmplexity in their sample of 12 subjects at defar
stages of their lives. However, at least for astiiesample of 10 subjects from Montreal, the reseas
note that ‘the social class of the speaker prowdx a consistent and major determinant of coniglex
(Labov & Auger, 1993: 121). Judging social clasghmy occupation of the subjects, the authors noted
that there was no overlap of scores between thestibegroups when counting how many dependent
clauses are used per t-unit, with professional earlproducing more than lower middle or working
class subjects. A slightly less significant resudis obtained when counting how many left-branching
clauses were produced per t-unit. Although the @stldo not attempt to propose an explanation for
this finding as their experiment was designed tmtlanguage and ageing, this finding indirectly
confirms the proposal of Bernstein as it shows ddiai class group of speakers producing more
elaborate language in a fashion similar to the gwpmnt conducted by Loban 26 years before.

Some evidence for Bernstein's hypotheses beirid o in Hebrew is presented by Berman
et al. (2011). Although the authors do not cite Bernsthinectly, their findings that 80 children of
different socioeconomic classes differ significgnth the way they develop their writing style is
evidence that Bernstein’'s theory might also applgther cultures. The authors found that ‘high SES

children produce more nouns in general, while lo&SSchildren produce more verbs in general’
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(Bermanet al, 2011: 180). This finding is compatible with Beteig’s predictions and with a number
of studies reviewed in this section.

Bernstein’s theories mainly influenced the researthlanguage and social class in the sixties.
Apart from sociolinguistic research on sociolingigislternations, especially for phonetic variables
research on discourse variables or discourse stgebeen almost abandoned lately. However, atrecen
investigation of Bernstein’s hypotheses is Macdalé3002) analysis of adverb usage and social.class
The sample gathered in this study consisted intiShosubjects from two studies. The first sample
consisted in sociolinguistic interviews producedli2yspeakers whereas the second sample consisted
in recorded conversations produced by 33 speaBeth. samples were divided in social class on the
basis of occupation, education and residence. Mag42002) investigated the use of adverbs in these
two samples with the aim of confirming or disprayione of Bernstein’s claims that a component of
the elaborated code as opposed to the restrictidis@ more frequent use of uncommon adverbs. The
analysis of the two samples revealed that in gémeiddle class subjects uttered more adverbs and
more adjectives than working class subjects.

In the light of these findings the author examittezlfunctions that adverbs had in his data set
in order to verify whether Bernstein’s hypothesiaswvalid. The author's conclusion was that
differences in discourse styles are evident ind&i but that these differences seem to resideein t
way stance is expressed. On one hand, the midaile speakers make clear their stance using adverbs
and evaluative adjectives in a way that Biber &dgian (1989) named ‘involved, intense conversational
style’. On the other hand, working class speakepsess their stance by letting the hearer inféoin
the details of the content of their message. Maga(2002) concludes that these differences do not
support Bernstein's theory on how adverbs are bgexbcial classes. However, looking at the findings
from a different perspective, this emphasis fouplacaulay on having the hearer infer meaning from
the wordings of the speaker is a feature that Beimsnentioned as being part of the restricted code
Although it is not clear what definite conclusiooan be drawn from Macaulay’'s study, it seems
possible to argue that Bernstein’s code theory allpe excluded entirely as an explanation to adcoun
for the findings.

Another study carried out by Cheshire (2005) seteneenfirm Macaulay's (2002) hypotheses.
Cheshire's (2005) work consisted in an analysiBeinformation structure of a series of socioliistia
interviews gathered from working and middle clafitedn years old children in three English towns.
The researcher analysed the discourse-new erititiegluced by the speakers and noted down how
these were introduced in the discourse. The maitirfg of her research consisted in noticing that
individuals from middle class, and in particularlesa were differentiated by individuals from worgin
class, and in particular females, from the amodintesv information introduced in the form of bare
noun phrases used in unmarked canonical clauststhei first group of individuals producing fewer

instances. This finding was interpreted by the au#is indicating a tendency for male middle class
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individuals to be more explicit in terms of refiece and for having an orientation to discourse ighat
more oriented on the hearer, rather than on thakspgas opposed to working class females. This
finding mirrors Macaulay's (2002) conclusions tlla¢ typical discourse style of working class
individuals consists in presenting the facts to hlearer without making stance explicitly. Cheshire
(2005: 498) adds that this difference between tatems is related to the degree of collaboratiat t

is expected by the receiver of the communicatidath working class individuals expecting the hearer
to draw their own conclusions. Cheshire (2005: 488htions research pointing to a similar orientatio
being present in cultures that have received Ettlgosition to written genres. In English culturéddle
class individuals are the social group that is neagiosed to written genres and this group theragore
the one that is more likely to present a compatiideourse orientation.

Not all the empirical verifications of Bernsteirtede hypothesis were successful in finding an
effect. Poole (1973: 108), for example, concludeat tthe factorial organization of linguistic codin
abilities for the middle-class group was not moiféecentiated than that of the working-class group’
after comparing the result of two factor analyseswo sets of written data produced by middle class
and working class children.

Likewise, Rushton & Young (1975) in a pilot studiyfifity 17 years old students’ writings
found evidence of differences in style but could canfirm the hypothesis that middle class students
and working class students were actually distingedsby two types of codes, as the working class
subjects could switch from register to registereasily as the middle class subjects. The authors
conclude by citing a strand of research that preptisat perhaps the modality of writing is in itsel
contextual configuration that demands an elaboretele, and that therefore the coding differencas ca
be only found in speech.

This same opinion seems to be endorsed by Poo&3)18 her meta-analysis of previous
studies regarding social class differences in amitanguage production. After thoroughly reviewing
thirteen studies for the effect size found anddhalytical choices taken, the author concluded that
drawing any conclusions as to whether a real eféegsts is difficult because of the different
methodologies employed by every researcher. Alth@ing noted a small effect size at least in the UK,
the author stated that ‘there is no clear evidéoca strong association between socioeconomiasstat
and written language’ and that there is only ‘lexitsupport for a weak relationship between
socioeconomic status and written language’ (Pd®&83: 370).

In conclusion, there is some indication that codliffgrences between classes present a strong
effect only for spoken language, as the contextmafiguration of spoken language offers the
possibility to the speaker to choose between tleedodes. In written language, however, the typical
contextual configuration already requires beingliekpregarding meanings and the effect of the

differences between the two classes tends to bk sma
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2.4.2 Teaching of English

In this section Loban's (1967) survey is reporfegipreviously seen in the section on level of
education, Loban’s survey was a significant milestdor quantified studies on English as a first
language acquisition. Loban examined the writted apoken language produced by 211 school
children for the whole time they spent in formalieation from kindergarten to age 18. The sample was
stratified for social class using the Minnesotal&ad Parental Occupations, a scale based on the

average of the occupation category of the subjget'ents. In general, Loban reports

‘the subjects’ socio-economic status to be cleeelgted to the ratings of their written
compositions. [...] In every year studied, those dgig-economic groups |, Il and IlI
always receive higher ratings on their written cosipons than do the subjects in socio-
economic V, VI, and VII. Thus the evidence on meanores makes quite obvious a clear
relationship between socio-economic status andigieoty with written language’

(Loban, 1967: 102; emphasis in the original)

In terms of linguistic variables, the study showattthe high proficiency group tends to be
constituted mostly by children having a high soclaks background. In other words, the same markers
that according to Loban predict level of educatima also very good predictors of social class. As
shown in the level of education section, theseatdes consist of the length of communication uhg,
elaboration of syntax and the use of subordinatomnectives. Loban proposes that this finding might

support Bernstein’s code hypothesis.

2.4.3 Corpus linguistics

Already reviewed in both the section on gender agel Raysomrt al. (1997) analysis of the
spoken subsection of the BNC reveals interestiffgrénces between social classes. To differentiate
between social classes, the authors adopted tleenschsed in BNC based on the occupation of the
subjects. The authors then grouped the first tba¢egories’ speech and compared it to the otheethr
categories using a key word analysis. The lisigsfiBcantly different words obtained points toiatpre
compatible with previously reviewed studies. Lowecial classes tended to prefer pronouns in general
and in particular third person pronouns, as propaiyeHawkins (1977). The middle class speakers, on
the other hand, used more adverbs, possibly useshipathic reasons or for expression of modality,
as found by Macaulay (2002). Low social class spesakhowed a tendency to report speech by using
the verbsay as well as to use swear words significantly mofterothan higher social classes.
Unfortunately, the authors do not attempt to prepears explanation for these findings.

The final study surveyed in this section is theeadly reviewed analysis of swear words

conducted by McEnery (2006) also reviewed for geadd age. His analysis of the BNC spoken corpus
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revealed that there was a significant differencéveen individuals from different social class
backgrounds as categorised within the BNC and tis&irof swear words. In terms of simple frequency,
the number of swear words increased as the ramisgcial class decreased. In terms of strength of
swearing, a slight alteration to this pattern wased by McEnery (2006), with speakers of classes A
and B, or upper/upper-middle classes, using strosigear words than the speakers of the class just
below, C1, the lower middle class. This phenomenas explained by McEnery as being a result of
hypercorrection. The analysis of the grammatical efsswear words used pointed to the frequent use
by lower social classes D and E of all the typesepkfor Predicative Negative Adjectives (‘thisfil

is shit’), Literal (‘we fucked’) and Pronominal (&vgot shit to do’) type, which were more typicalfof
and B classes. As explained in the previous suptbgsexplanation suggested by McEnery, supported
by Bourdieu’s ‘theory of distinction’, is that swe&ords are a symbol that conveys social infornmatio
The classes are therefore indexed by the kindsvefiswords they used and the social stratification

arises as the individuals in the classes want hweptheir membership.

2.4.4 Discussion

This literature survey has pointed out severalpmtves on the relationship between language
production and social class. In general, howe\thastudies considered for empirical explorafion
the present work can be summarised under four limguistic patterns of variation. This classifiaati

is presented in Table 2-4 below.
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Table 2-4 - Summary of the studies reviewed for social class. Variables in bold represent variables that increase with social classes whereas underlined variables are variables that decrease

with social classes.

Literature review

Study Genre of data N of participants | Average or min-max text | Year of data Summary of Country
length linguistic variables
Pattern 1: Syntactic complexity
Higher social classes use more complex syntax. This is likely to be caused by their greater familiarity with complex grammar
Loban (1967) Oral and written N/A N/A 1967 average t-unit USA
language samples length; clauses per
t-units; frequency
of subordinating
connectives
Poole (1979) Structured 96 N/A 1979 average sentence Australia
interviews length; ratio
subordinate
clauses per finite
verbs
Labov and Auger Sociolinguistic 10 N/A 1984 dependents USA
(1993) interviews clauses per t-units;
left-branching
clauses per t-units
Poole (1976) Life-forecast 80 N/A 1976 Loban weighted Australia
essays index of
subordination
Johnston (1977) Spoken narration 36 N/A 1977 frequencies of: England
with eliciting subordinate
pictures clauses
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Pattern 2: Referential precision
Higher social classes show higher precision in referencing entity in discourse than lower social classes. This end is achieved through the use of complex
noun phrases. Conversely, lower social classes are more likely to use pronominal forms and exophoric references.

Hawkins (1977) Spoken narration 263 N/A 1977 frequencies of: England
with eliciting nouns; uncommon
pictures adjectives;
classifiers;
qualifiers;
pronouns;
exophoric
references
Poole (1979) Structured 96 N/A 1979 mean pre-verb Australia
interviews length; frequency
of I; ratio I per
total personal
pronouns
Macaulay (2002) Sociolinguistic 45 N/A 1997 frequency of Scotland
interviews adjectives
Johnston (1977) Spoken narration 36 N/A 1977 text length; England
with eliciting frequencies of:
pictures noun phrases as
Subject; pronouns;
verbs; pronouns as
Subjects
Poole (1976) Life-forecast 80 N/A 1976 ratio of Australia
essays uncommon
adjectives per
adjectives
Rayson, Leech and Casual N/A N/A 1990 frequencies of: UK
Hodges (1997) conversations second person
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pronouns;

personal

pronouns; third
person pronouns

Pattern 3: Use of expletives

The use of expletives and their strength varies with social class. Higher social classes are less likely to swear often and/or use strong expletives.

McEnery (2006) Conversation N/A N/A 1990 frequency of swear UK
words; strength of
swear words
Rayson, Leech and Casual N/A N/A 1990 frequency of swear UK
Hodges (1997) conversations words

Pattern 4: Stance types

Social classes are different in the types of stance that they select. Lower classes prefer to anchor their statements to the present time and are less likely
to express stance overtly. On the other hand, higher classes tend to anchor their statements in the past and to express stance overtly

Rayson, Leech and Casual N/A N/A 1990 frequencies of: UK
Hodges (1997) conversations adverbs; verb say
Plum and Cowling Sociolinguistic 24 N/A N/A frequencies of: Australia
(1987) interviews past tenses;
present tenses;
modal verbs
(upper working
class)
Macaulay (2002) Sociolinguistic 45 N/A 1997 frequencies of: Scotland
interviews adverbs
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Poole (1976)

Life-forecast
essays

80

N/A

1976

frequencies of:
adverbs; unusual
adverbs

Australia
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A first pattern of variation that characterizesiabclass is the different ability to produce
complex syntax. In the studies reviewed in thisdowuistics Section it has been found that thesmo
promising strand of research comes from the panadifjcodal variation proposed by Bernstein and
the difference between elaborated and restrictddscd he empirical findings related to the diffexes
in syntactic complexity seem to be compatible viddrnstein’s theory. Many studies were seen to be
able to replicate the claims put forward by Benmstath different degrees of accuracy thus suggesti
that there is some truth in the claim that thedmsgies in which elaborated and the restrictedsade
used is different between the classes.

However, although first studies on Bernstein's ¢odariation focused on grammatical
complexity, the most striking differences in teraiscode elaboration and social class were observed
in relation to the use of the noun phrase. Sinyiltwl gender, a correspondence was noted between
nominal and pronominal styles on one hand and higbeial classes and lower social classes on the
other hand. This correspondence is noted in thensepattern of Table 2-4, the pattern of referéntia
precision. Indeed, rather than the noun phrasevasoi, it was most commonly found that it is the
type of phoric reference commonly used by the to@ad classes that is seen to vary consistenttyy wi
lower social classes using exophoric reference® roften.

The last two patterns consist of studies conduatigsin corpus linguistics. On one hand, it
was found that a low frequency of adverbs thatespstance is a characteristic of lower sociakekas
Higher social classes are more likely to expremscst directly. However, the opposite is true imter
of swear words. When negative stances are prdear;, social classes seem to more likely to employ
expletives whereas higher social classes tend ¢tidahese means, as per Bourdieu’ theory of
distinction.

Even though social class is most of the times podefined, the review still suggests that
differences between social classes can typicalljobad, especially when occupation is taken into
account. In Chapter 5, the presence of these fattenps is tested in fabricated malicious
communication to understand to what extent thesguistic patterns are found in texts simulating
typical forensic scenarios. The literature reviewsocial class is the last review of Chapter 2. fidrd

Chapter focuses on the methodologies employedéocollection of the data sets.
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3 The data sets

After having presented the literature review of iba 2, before applying the knowledge
gathered from this review to the analysis of thiad&ts considered for this study, Chapter 3 explai
the methodologies adopted for data collection arjest selection. As described in Section 1.2, this
study aims at testing the variables collected thinatine review of the literature of Chapter 2 oratad
set of fabricated texts that simulate typical malis texts. In order to validate the data set bfi€ated
malicious text, a second data set consisting dfmedicious text was collected. The first two Sens
of this Chapter describe these two data sets. lratthentic malicious texts corpus, Section 3.1
describes the method of collection and the basicrifgive statistics of the corpus. In Section &2,
fabricated malicious texts corpus and the experimarried out to create it are described. This same
Section also presents the basic descriptive statist the set of participants and the definitiohshe
social factors. The last Section of this Chaptescdbes some procedures of data manipulation that

were performed on both data sets before the armlyse
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3.1 The Authentic Malicious Texts (AMT) corpus

The corpus of Authentic Malicious Texts (AMT fronow on) is the corpus of authentic
forensic texts compiled for the purposes of thes@mé study. This corpus contaimalicious texts
which were defined in Section 1.1 #mse texts that are a piece of evidence in a Bicecase that
involves threat, abuse, spread of malicious infdramaor a combination of the above

The data collection for this data set was carrigdusing several resources. The 132 texts of
the AMT corpus were collected from (a) printed b®ak which forensic texts were reported, (b) the
FBI Vault, a repository of old case files that il has digitalised in pdf format or image formata
made public, (c) private collections of lettershgaed by forensic linguists and (d) web searches. A
more comprehensive list of all the AMT texts isg@eted in Appendix 9.1.

While these resources were explored for data, elleation was guided using the knowledge
available from previous studies, especially regaydhreatening texts. The works of Fraser (1998),
Solan and Tiersma (2005) and Shuy (1996) was usgetérmine whether a text contained a threat. Al
these linguists who worked on the pragmatic chareszttion of threats agree on the fact that thahev
though there are several syntactic patterns commthreatening utterances, it is difficult or prbba
impossible to determine whether a text is threagpby the language alone, since it is mostly thieaex
linguistic context of the utterance that makes»a tiereatening. Solan and Tiersma (2005: 204), for
example, cite several real cases in which a gestuaet with no language uttered were considered as
threats. The linguistic vagueness typical of treemtd their extensive linguistic overlap with other
speech acts probably arises from the intended vegseof the threatener who can in this way in a
second moment retract the threat. Fraser (1998)itded three conditions for the felicitous realigat
of a threat that were later expanded by Solan aedsiha (2005: 198), who also added a fourth
condition:

(C1) the speaker has the intention to commit (or haveesme commit) an
act;
(C2) the speaker believes that the outcome of thissaatfavourable for the
addressee;
(C3) the speaker intends to intimidate the addressee.
(C4) the actis intended to be taken seriously
These four conditions above were used as guidelm@gsdge whether a text was threatening, since,
even though it is impossible to know with certaititg speaker’s intentions or beliefs, it is stidbpible
to speculate on these four conditions given thaestrof the case. Ultimately, however, it was the
context of the case in which the text was involireat determined whether the text was included¢o th

corpus. In general, a text was included in the e®ipit was part of an investigation and/or ofianinal
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or civil case that reached the court, and if thid tvas also abusive, threatening or spreadingcioal
information (or a combination of these three malisi acts). The breakdown of the contribution oheac

source to the corpus is represented by a pie th&itjure 3.1.

Figure 3.1 — Pie chart representing the sources of texts for the AMT corpus

Web searches
13%

Books N
6%

As Figure 3.1 shows, the majority of the texts wanlected from the FBI Vault. This repository déf
was manually scanned in search of malicious texdseaery time a text was found this was copied into
a plain text file and its details recorded on aeadsheet. In order not to skew the corpus, only a
maximum of three texts per case were chosen sw aid the influence of a single author’s style to
the overall corpus.

The second most common source of texts was thiatprcollections of a number of forensic
linguists operating in the UK and in the USA whoreveontacted and asked to provide malicious texts
for the present research. The forensic linguiséé tesponded provided several texts with different
levels of confidentiality that were anonymised #meh copied from their original format into plaext
files.

Web searches were also carried out with the ainfingfing publicly available authentic
malicious texts. Using a search engine the follgwiey words were inserted: “threatening letter”,
“abusive letter”, “threatening email’. Although neokey words could have been added, such as
“ransom letter” or “poison pen letter”, for reasafdime this was not possible. The ‘Images’ seattio
of the results of the search engine was also sedrchn scans of original letters or emails. Evémet

a malicious text was found, this was copied inptein text file and its details recorded on a sgsbaet
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Finally, the least common category consisted obé¢htexts publicly available from books.
Forensic linguistics textbooks such as Olsson (R0@&3e searched for malicious texts and every time
a text was encountered this was copied into a pdaitfile and its details recorded on a spreadshee

The corpus consisted in total of 38,994 tokend) ait average text length of 295 tokens (min:
28; max: 1602; SD: 272.2). However, 27 texts wéarter than 100 tokens and they were therefore
dropped from the analysis. This choice was takeml&#sugh most of the features are normalised by
text length, the calculation of the relative freqcies is not always accurate if the text is naitregly
long. The required length for a variable to be aatmly measured varies depending on the rarithef t
feature in the language as a whole (Biber, 199@).vEery common linguistic items, such as nouns or
verbs, even samples of 100 words can be enoughltalate a reliable estimate of their frequency.
However, for rarer features such as sentencevesatit is likely that samples of thousands or iomik
of words are necessary. Since the average texthiéogthis corpus is already low, a threshold 00 1
tokens was selected, as previous empirical stuthesshown that multidimensional analysis can be
carried out for such short texts (Biber & Jone€)53)(cf. Section 4.1 below).

The data collection for the AMT corpus focused aglish texts only. This corpus was created
for the purpose of comparison with the corpus bfitated texts. Since the subjects who produced tex
for the latter were all native speakers of an Egliariety (cf. Section 3.2 below), an ideal corigumar
corpus should contain only texts produced by natpasakers of an English variety. However, since for
the majority of the texts in the AMT corpus thedrmhation about the real author is unknown, thigesp
of the corpus could not be controlled using rebafplethods. In the absence of any reliable system to
determine the native language of an unknown waitet in the absence of information on the author,
the approach taken for the selection of textsHerAMT corpus was therefore an inclusive one. @f th
105 texts that met the condition of having at |48 tokens, however, one text presented enough non
standard linguistic features to indicate that iswet produced by a native speaker of any English
variety. Even though it was not possible to detamthe degree of certainty for this conclusiors thi
text was nonetheless conservatively discarded.

The final number of texts considered in the AMTm was therefore 104, for a total of 36,792
tokens and an average text length of 354 tokens: (b@0; max: 1596; SD: 278.5). The date range of
the texts spanned from 1937 to 2013.

3.2 TheFabricated Malicious Texts (FMT) corpus

The corpus of Fabricated Malicious Texts (FMT fraow on) is a corpus of experimentally

generated forensic texts compiled for the purpadfestudying social variation for the present
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dissertation. In its final version, the corpus iad® up of 287 texts produced by 96 subjects fota t

of approximately 87,000 word tokens (average: 3d8;: 97, max.: 994, SD: 108.96). The FMT corpus
is sub-divided in three sub-corpora, one for eaabkTthat the subjects recruited for the experiment
were asked to write. The experiment task was dedigm simulate three scenarios that resemble three
malicious forensic texts: Task 1 simulated a forteat of general complaint for a holiday that diat n
go as expected and it contained a threat of suieghbliday company if a compensation was not
received; Task 2 simulated a text addressed téthee Minister of the United Kingdom in which
complaints about the economic crisis were commu@dcas well as a threat of not voting for the Prime
Minister's party again if nothing was done to charibe situation; Task 3 simulated a threat with
possibility for abuse from an anonymous employaetds their newly appointed abusive boss. A copy
of the Tasks that were given to the subjects Bgpendix 9.2.

When recruited, the subjects of the present exmaisnwere informed that the participation
involved filling in a questionnaire with basic imfoation about themselves and a one-hour-and-a-half
writing task conducted in an experimental settingsa University room. The subjects were also
informed that their time and travel expenses wagldompensated with a participation fee of £10. The
guestionnaire that the subjects filled in is repicatl in Appendix 9.3 and was presented to them at
first. The subjects were then presented with ttpeement tasks and asked whether they wanted to
handwrite or type on a computer. Only 26 of theipgants chose to handwrite as opposed to type.
The subjects were then told that they could dramftheir past experiences for their writing andever
reminded that they could take as much time aswated. The participants also signed a consent form
that explained that the data that they provideth¢oresearchers would be treated confidentiallys Th
consent form is reproduced in Appendix 9.4. In getig participants, it was attempted to recruit
subjects by paying attention to the social factanssidered for the study and described in Sectidn 1
gender, age, level of education and social classichieve this aim, many social groups were sampled
such as: students from a British University, Pold&cers in training, homeless individuals suppadrt
by a charity organisation, and members of one ef whiting groups arranged by a recreational
organisation for retired and semi-retired peopkct®n 3.2.1 below describes the methodology used

to measure the social factors in which the FMT uaerig stratified.

3.2.1 The social factors

This Section explains the methodology used to deter the values of these social factors for
the subjects that participated in the experimeait ¢fenerated the FMTs. Furthermore, in this Section

the distribution of subjects by social factor iseMned in order to test for skeweness of the sample
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The discussion presented in Section 2.1 pointstimatt an important distinction is present
betweensexandgender For the present study it was however chosen msider only the subjects’
biological gender that was reported by the subjdwmselves in the questionnaire. This choice was
taken for two reasons. Firstly, all the studiessitered for replication in Chapter 2 used the lgjalal
distinction in sexes. Secondly, for reasons of saw time it was not possible to elaborate a Byste
to identify and classify the social gender of théhar to use together with the biological classifion.

In the rest of the present work, for simplicity asmhsistency with the previous studies reviewee, th
term ‘gender’ is used. The distinction betweenaicand biological gender is retained theoreticatig
discussed in the light of the findings of the lirgdic analysis.

For the two same reasons for which only biologigender was taken into account,
notwithstanding the importance of distinguishinglbdgical/chronological age from social age, only th
former was taken into account for the present stlilg social factor ‘age’ simply corresponds to the
biological age of the authors self-reported ingestionnaire and measured in years. The reason for
this methodological choice is two-fold and consisteith the similar decision for gender: firstiyl a
the studies reviewed in Chapter 2 only accountediaogical age and, secondly, the scope of the
present work did not allow the development of desof social age that could be reliably used far th
analysis.

Level of education was treated as a three-groupgoaical variable. In total, three solutions
were trialled. The first solution consisted inefigroup categorical variable using the same caiego
that appear in the questionnaire used with thagjaaits (cf. Appendix 9.3). However, this solution
suffered from a lack of cases in the highest amebsd groups. Another solution using a two-group
categorical variable was trialled, using on the bard subjects with a degree and on the other hand
subjects without a degree. However, this soluti@s \abandoned since it obscured the differences
between undergraduate students or individuals jughan undergraduate degree against individuals
with postgraduate degrees. Finally, a three-gralptisn was adopted and considered satisfying as it
allowed to maintain the difference between subjadts a postgraduate degree and subjects with an
undergraduate degree only while also maintainiogresiderable number of subjects per category. The
final categorical variable consisted thereforéhmeé groups: ‘below undergraduate’, including sciigje
whose highest education level achieved is belowratergraduate degree (N = 50); ‘undergraduate’,
including subjects whose highest education levhleaed is an undergraduate degree (N = 15); and
‘above undergraduate’, including subjects whosddmsg education level achieved is higher than an
undergraduate degree (N = 28). For three subjeatad not possible to determine the education level
as they did not provide this piece of informatidimese subjects were excluded for the analysis of

linguistic variation and level of education.
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The last social factor considered for the studsoisial class. Many ways of describing social
class have been employed in several disciplinesSaation 2.4 describes at length the complexity of
measuring this social factor. For the present witw,categorisation in classes adopted was borrowed
from the studies reviewed in the literature survdyest of the studies in the survey considered the
subject’s occupation and/or the subject’s paredsupation as a proxy to their social class. T@aot
for social class in the present study, a Sociak€ladex (SCI) was calculated using the same class
categories adopted in the classification of thea dzdtthe British National Corpus and outlined in

McEnery (2006: 27). Each of the BNC classes wasrgavscore in the following way:

= A - higher managerial, administrative or professionScore 6

= B -intermediate managerial, administrative or pssfonal — Score 5

= C1 - supervisory or clerical, and junior managemalministrative or professional — Score 4
= C2 - skilled manual workers — Score 3

= D - semi- and unskilled manual workers — Score 2

= E - state pensioners or widows (no other earnasyal or lowest grade workers — Score 1

A special class with score 0 was added for studeintse it was not possible to categorise
students in any of the categories used for the BIW&.final SCI, however, was calculated by averagin
out the score of the parents of the subjects agnl dlveraging out this average with the subjectisesc

as per the formula below:

(Father BNC score -|2- Mother BNC Score) + Subject BNC score

2

SCI =

For the students, only the average SCI score opénents was used. An example of a calculation is
displayed in Table 3-1 below.
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Table 3-1— Example of calculation of SCI

Occupation | BNC | Mother’s BNC | Father's BNC | Average | SCI
Subject . . .
score | occupation | score | occupation | score | family
score
Factory 2 Housewife | 1 Driver 2 15 1.75
Authorl
worker

Although many other possibilities could have beelected to measure social class, the SCI
adopted for the present study was judged to bledbereplication of the classic sociolinguistic s\@as
in the light of the studies surveyed in Section Eufthermore, since the students do not have @@y o
occupation, by taking into account the family sedtaevas also possible to include them in the aisly
Although other combinations of occupation or octigmaand education could have been trialled, for
reasons of space and time this was not possible.shivjects did not reveal information regarding one
or both of their parents’ occupation and their abclass index was therefore not calculated. These
subjects were excluded from the analysis of lintigriation and social class.

In order to check for skewness in the sample, hall 4ocial factors were treated as binary
categorical variables and cross-tabulated agaatst ether. Gender is a binary categorical varibjgle
default in this study and was therefore not mamitma for this test. Education was divided in a bina
categorical variable as explained above by separatibjects with a degree from subjects without a
degree; the two continuous variables, age andv2é divided in two categorical variables by slgt
the subjects at the median for each variable (a8®; SCIl =3.7). The cross tabulations between these

variables are shown in Table 3-2 below.
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Table 3-2 — Cross tabulations for all the combinations of the social factors analysed in the present study. A p-value is
indicated only for those cross tabulations that presented a significant difference (p < 0.05) after a Chi-square test

Gender*Education Gender*Age (p = 0.006)
Bar Chart Bar Chart
20 Uni_level 20 Age_category
IC] no degree [ ¥ounger
@ degres @ oider

30

Count

o s

o E] ]

1 1

Count

o . w
E] ] E]
1 1 1

Male

Female Male Female
Gender Gender
Gender*Social Class Education*Age
Bar Chart Bar Chart
304 Class 20 Age_category
OLow O ¥ounger
@High @ oider
304
204
£ £
3 3
8 8 =
10
104
0 0
Male Female no degree degree
Gender Uni_level
Education*Social Class (p = 0.001) Age*Social Class
Bar Chart Bar Chart
20 Class 304 Class
OLow OLow
@rich @rich
304
204
£ £
3 3
S 8
10
104
0 0
no degree degree ‘Younger Older
Uni_level

Age_category
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For the six cross tabulations above a Chi-squestewas performed. As shown in Table 3-2,
the only two skewed social factors in the corpusewagge in relation to gender and social class in
relation to level of education. This result indesathat the sample suffers a bias in the distobubif
authors of different ages across the gender caesyand a bias in the distribution of authors &tdént
level of education across social class. The fastge bias constitutes a problem for the studygesin
most of the young subjects around the age of 2@ ¥emales. This bias in the sample is problematic
because as the literature review in Chapter 2 &asated, some variables such as Dimension 1 are
affected both by gender and by age at the same Tiheelimitations caused by this bias are taken int
account when the results of the study are intezdréthe second sample bias that can be noticegabov
is consistent with the nature of SCI. Since SCI eadsulated on the basis of occupation, it folldinat
subjects with a higher SCI are also more likelyyéawe a higher education than subjects with a lower
SCI. The test therefore shows that to some ext®@isalso takes into account the education of the
subjects even though their level of education watsntluded in the formula for SCI. In conclusions,
the analysis shows that a bias in the data waswdssenly for age and gender, with younger subjects
being mostly females. This bias is considered sahalysis and its implications for the results are

discussed in details in Chapter 5 below.

3.3 Standardization of the data sets

Before the analysis took place, both the FMT aedXMT corpora were manually scanned for
typos and standardised. Although manual intervanigogenerally undesirable, it was nonetheless
judged to be important in the present study siheauhole analysis is fundamentally based on auiomat
processing of data for which any spelling mistakgh as the confusion betwetenandtoo, would
result in a tagging error. The process of standatdin was led using a conservative approach ahd di
not affect any case in which the typo was not uneqally identified as such (e.gasspelled ass
its spelled ast's). A set of further changes was applied to the AMiE FMT texts in order to avoid
any problems with the automatic analyses:

1) Formulaic salutations or closings were removed (e.whom it may conceykind regard$;

2) Anything written entirely in upper case was transfed to lower case;

3) Elements that were clearly omitted by mistake etrdction were inserted in uppercase (¢.g.
would good- it would BE goodt

4) Any mistaken repetition was deleted (g/gu can you can find);.

5) Any multiple emphatic punctuation was transformet ione punctuation mark (eypu have

been warned!!+ you have been warnég!

97



The data sets

6) Single inverted commas were changed to double tiederommas;
7) Lower case first person pronoumwas capitalised;
8) In those cases in which a text was handwritten amndord was impossible to decipher, if
possible this word was substituted with anotherafitbe same part of speech;
9) The data was fully anonymised;
10) Anything that the author of the text marked asiaetation was removed;
11) Continuous emphatic repetitions of a word wermiglated in order not to alter the counts
(e.g. a letter in the AMT corpus repeated the wonge more than ten times);
12) The first letters of proper nouns were capitaligede author did not do so;
13) When the symbol “+” was used by an author in ti@eway as the coordinating conjunction
andthis symbol was substituted with the weanatl
Chapter 4 below starts the analytical part of tles@nt work by describing the comparison between th
AMT and the FMT corpus with the purpose of verifyitheir compatibility. If the two data sets are
linguistically similar, then the findings of the @olinguistic analysis of the FMT corpus can be

extended to real malicious texts.
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4 A comparison between the AMT and FMT corpora

The aim of the present Chapter is to compare thguiazge used in the AMT and FMT corpora
with the aim of establishing to what extent fabiéchmalicious texts are different from authentic
malicious texts. The need for comparison betweernwo data sets arises from the fact that the FMT
corpus is made up of fabricated texts, and theeeday finding that is obtained from the sociolirggiai
analysis of Chapter 5 is valid and generalizable&b malicious forensic texts only if there isdaimce
that the experimental conditions have not influehs@gnificantly the language of the texts. The
validation of the FMT corpus is carried out in tateps. As a first step, the two corpora are contbare
to each other using Biber’s (1988; 1989) multidisienal analysis framework. Using this methodology
it is possible to understand how these two corpelate to other important genres of the English
language and, at the same time, how these two i@gompare to each other linguistically. After this
analysis, the two corpora are also compared to eidehn in order to spot significant differencestfue
linguistic variables gathered during the literatteeiew presented in Chapter 2. This step is useful
it provides an understanding of which variablessigeificantly different across the corpora and why
This step can help to reach conclusions regardmgamd how linguistic variables vary in one direnti
or another so that the findings of the sociolingaianalysis of the FMT corpus can be extendeéab r

forensic data.
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4.1 A multidimensional analysis of the AMT and FMT corpora

In the present Section, the multidimensional ansigpproach to linguistic analysis is applied
to both the AMT and the FMT corpora. Before desoghihe analysis and presenting the results of this
study, the basic concepts of a multidimensionallyarsa are introduced in this Section. The
multidimensional approach is a methodology based epecific type of multivariate statistics called
factor analysis that was introduced by Biber (198&%tudy the most important registers of the Efgli
language. In this work, Biber (1988) pioneeredubke of factor analysis to examine how a number of
linguistic variables extrapolated from a generapaos of English co-vary in order to create dimensio
of linguistic variations. Biber (1988) found thatc@mbination of six dimensions of variations
significantly separate the 23 genres that wereidered for his study. These dimensions are:

1. Dimension 1:the opposition between Involved and Informatiodeicourse. Low
scores on this dimension indicate that a textfisrmationally dense, as for example
academic prose, whereas high scores indicate tiext & affective and interactional,
as for example a casual conversation.

2. Dimension 2:the opposition between Narrative and Non-Narra@amcerns. Low
scores on this dimension indicate that a text is-marrative whereas high scores
indicate that a text is narrative, as for exampheel.

3. Dimension 3:the opposition between Context-Independent Dismand Context-
Dependent Discourse. Low scores on this varialiedte that a text is dependent on
the context, as in the case of a sport broadchstress a high score indicate that a text
is not dependent on the context, as for exampldeswi prose.

4. Dimension 4:Overt Expression of Persuasion. High scores anvariable indicate
that a text explicitly marks the author’s pointwaéw as well as their assessment of
likelihood and/or certainty, as for example in pssfional letters.

5. Dimension 5:the opposition between Abstract and Non-Abstrafdrimation. High
scores on this variable indicate that a text presithformation in a technical, abstract
and formal way, as for example in scientific diseau

6. Dimension 6:0n-line Informational Elaboration. High scorestbis variable indicate
that a text is informational in nature but produceder certain time constraints, as for
example in speeches.

It is therefore possible, having a text, to detemarthe scores for this text for each Dimension
and thus locate the text in a six-dimensional spaade up of these six Dimensions. In this way stext
can be located and compared to each other as svil the other genres of English that Biber (1988)
considered. After constructing this multidimensiospace in 1988, Biber (1989) followed up this
research by using these same six Dimensions toofimdhe main text types of the English language,

where the terntext typeindicates texts that are maximally similar in terai their linguistic features.
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After applying a statistical technique called clnsinalysis, the six dimensions described above wer

found by Biber (1989) to cluster in eight text tgpavhich therefore represent the main patterns of
linguistic variation in his general corpus of theglish language. These text types are summarised in
Table 4-1 below.
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Table 4-1 — A summary of Biber’s (1989) text types

Text type

Characterising Genres

A comparison between the AMT and FMT corpora

Characterising

Dimensions

Description

Intimate Interpersonal

Interaction

Informational Interaction

Scientific Exposition

Learned Exposition

Imaginative Narrative

General Narrative Exposition

Situated Reportage

Involved Persuasion

telephone conversations

between personal friends

face-to-face interactions,
telephone conversations,
spontaneous speeches,

personal letters

academic prose, official

documents

official documents, press

reviews, academic prose

romance fiction, general

fiction, prepared speeches

press reportage, press
editorials, biographies, non-
sports broadcasts, science
fiction

sports broadcasts

spontaneous speeches,

high score on D1, low
score on D3, low score
on D5, unmarked
scores for the other

Dimensions

high score on D1, low
score on D3, low score
on D5, unmarked
scores for the other
Dimensions

low score on D1, high
score on D3, high
score on D5, unmarkes
scores for the other
Dimensions

low score on D1, high
score on D3, high
score on D5, unmarked
scores for the other
Dimensions

high score on D2, low
score on D3,
unmarked scores for
the other Dimensions
low score on D1, high
score on D2,
unmarked scores for
the other Dimensions
low score on D3, low
score on D4, unmarkes
scores for the other
Dimensions

high score on D4,

professional letters, interviewsunmarked scores for

the other Dimensions

type are typically persuasiy

Texts belonging to this tex
type are typically
interactions that have a
interpersonal concern an
that happen between clo
acquaintance

Texts belonging to this tex
type are typically persong
spoken interactions that al
focused on informationa
concerns|

Texts belonging to this tex
type are typically very
technical informational
expositions that are formg
and focused on conveyin|
information

Texts belonging to this tex
type are typically
informational expositiong
that are formal and focusd
on conveying informatior
Texts belonging to this tex
type are typically texts thg
present an extreme narratiy
concern

Texts belonging to this tex
type are typically texts thg
use narration to conve
information

Texts belonging to this tex
type are typically on-ling
commentaries of events th
are in progress

Texts belonging to this tex

—

[N}

bE

e

—

1

—

—

/e

—

—

—

D

and/or argumentativ

Using the knowledge presented in Biber (1988) aibedB1989) it is therefore possible to (1) detereni

the Dimension scores of a new text or corpus; (8) this text or corpus on to Biber's (1988)

multidimensional space in order to compare it ®dther genres of the English language; (3) adsign
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this text or corpus a text type so that it candmagared to other texts or corpora for their genaaittern
of linguistic variation. This approach is takentlwe present work in order to compare the AMT and
FMT corpora both to each other and to other geafréise English language.

In order to plot the two corpora on to Biber's (898989) Dimensions and to assign them a
text type, a computer program for linguistic anayslled Multidimensional Analysis Tagger (MAT)
was used (Nini, 2014). This piece of software s the analysis of Biber (1988; 1989) by udneg t
Stanford Tagger (Toutanoe al, 2003) followed up by the application of the alons presented in
Biber’'s (1988) appendix to calculate the frequeniayie same 68 features used in Biber’s (1988)ystu
The program then plots the analysed text or coopus the six Dimensions that Biber (1988) proposed
and it assigns one of Biber’s (1989) text typeth®analysed text or corpus. The reliability of MAT
for the present texts was tested before the amsalyas carried out. After tagging the AMT corpus, a
manual check of a random 20% of the data was peenrand the reliability for each text was scored
as the number of tagging mistakes divided by tted tumber of tags. The only mistakes accounted for
were those ones that could clearly be identifiedueh. On average, MAT performed well, achieving
an average of 99% correct tags.

The multidimensional analysis of the AMT and FMTrmas is carried out in the present work
in two stages: firstly, the two corpora are comgameeach other for all of the six Dimensions, with
particular focus on Dimension 1, which is the miagportant Dimension of variation in the English
language (Biber, 1988; 1995); secondly, the tw@om are compared to each other using Biber's
(1989) text types.

4.1.1 Biber’s (1988) Dimensions of variation in the AMT ad FMT corpora

The comparison between the Dimension scores oARE and FMT corpora begins with the
assessment of the Dimension 1 score. A comparistiredwo corpora for Dimension 1 is represented
in Figure 4.1 and Figure 4.2, where the two gragdttav the comparison between AMT/FMT texts on
one hand and other genres of the English languadfeeoother. Rather than presenting all the 23agenr
considered in Biber (1988), the present study coegptne AMT and FMT corpora only to a subset of
seven genres: Conversations, Prepared Speechesn®et etters, Professional Letters, General
Fiction, Academic Prose, and Official Documentse Thoice of these genres for comparison was taken
for several reasons: Conversations, Academic PaogeOfficial Documents were selected as they
represent, respectively, the upper and lower booh@mension 1; Prepared Speeches and Personal
and Professional Letters were chosen as they arentist comparable genres to the AMT and FMT
corpora; finally, General Fiction was chosen as tienre is the most general of the fiction genres
considered by Biber (1988) and in this way it sogbossible to compare the AMT and FMT corpora

to a fiction genre.
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Figure 4.1 — Graphs presenting the means and ranges for the AMT corpus compared with the means and range of some
of Biber’s (1988) genres. The genres, from the left to the right, are: Conversations, Prepared Speeches, Personal Letters,
Professional Letters, General Fiction, Academic Prose, and Official Documents

Dimension 1 - Involved vs Informational Production

60.000

50.000

40.000

30.000

20.000

Score

10.000

-10.000

-20.000

~30.000
Conversations Prepared speeches  Personal letters Professional letters General fiction fAcadenic prose Official documents ANMT_100m

Genres

104



A comparison between the AMT and FMT corpora

Figure 4.2 — Graphs presenting the means and ranges for the FMT corpus compared with the means and range of
some of Biber’s (1988) genres. The genres, from the left to the right, are: Conversations, Prepared Speeches, Personal
Letters, Professional Letters, General Fiction, Academic Prose, and Official Documents
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The spread of scores for both the AMT and the Fidipaera is larger than for any other genre
displayed in Figure 4.1 and Figure 4.2, thus pdgs#flecting the fact that the corpora might iraidu
one or more sub-genres. The analysis also sugtpestboth corpora are more Involved than most of
the traditional written genres. However, even thoowst of these texts are abusive and show highly
emotional content, it seems that these texts altensire Informational than the typical spoken
conversational text. When the AMT and FMT corpam@ @ompared, it appears that the FMT corpus
has a greater tendency for texts to appear tovthedivolved end of the cline rather than towalds t
Informational end. A comparison between the twopoaa is presented in Figure 4.3 below using

boxplots.
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Figure 4.3 — Boxplots representing the distribution of Dimension 1 in the AMT corpus
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The inspection of the descriptive statistics arddibixplots for Dimension 1 show that although
the range is quite high, 50% of scores falls withi@ area between 10 and -5 for the AMT corpus and
within the area between 12 and 0 for the FMT carpiiss difference was not statistically significant
using the Mann-Whitney U test. It is possible tadade that the fabricated data is distributed sirtyi
to the data in the AMT corpus although slightlyfigd towards the Involved end of the cline. Thigtsh
could however be due to the different communicasiteations of the texts. Indeed, the FMT corpus
contains an equal number of texts produced in tisieetions that were controlled in terms of
communicative situation whereas the AMT corpus amsta variety of texts that were produced under
a large number of different situations.

For further explorations, the FMT corpus was thenedivided in three separate corpora, one
for each Task. MAT was run on each separate cdrposder to compare the Dimension 1 score of
each Task against the means of the AMT and FMTararpl he boxplots representing the comparison
of the three Tasks to each other for Dimensionelreproduced in Figure 4.4 below together with the
boxplot for Dimension 1 for the AMT corpus.
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Figure 4.4 - Dimension 1 boxplots for the three Tasks of the FMT corpus (left) and the boxplot for Dimension 1 for the
AMT corpus (right)
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Figure 4.4 does confirm that the slightly more Iweal score of the FMT corpus is due to Task 3, the
Task that simulates a threatening letter addresséite boss. Task 1 and Task 2, on the other hand,
have very similar Dimension 1 scores that are iddmenparable to the scores of the AMT corpus as a
whole. This finding could suggest that in a sitoatin which the addressee is known it is more yikel
for a text to be more Involved. To test this aduditil hypothesis, a further test was carried oetAMT
corpus was manually tagged for the personal knaydduoktween addressor and addressee and the
Dimension 1 scores of these categories were comip@rezach other. To classify the personal
knowledge between addressor and addressee, tleeliaguistic context of the case from which the
text was taken was used. The personal knowledg¢agged as: (1highif there was evidence that the
addressor and addressee knew each othemé®)umif there was evidence that the addressor and
addressee did not personally know each other boétheless there was evidence that they were
connected to each other by certain people andévedta particular environment; @idirectionalif

the addressee was a public figure and there wagmse that the addressor knew them only as such;
(4) noneif there was evidence that the addressor and ddeeasee did not belong to none of the
categories above; and @knownif there was no evidence to support any of thevalmategorisations

of relationship from the extra-linguistic contexthe AMT corpus presented 23 ‘no personal
knowledge’ texts, 52 ‘unidirectional knowledge’ tex19 ‘mediun’, 7 ‘high personal knowledge’ texts
and 3 texts for which the personal knowledge betwiegeractants could not be determined. An
independent-samples Kruskal-Wallis test revealati@iimension 1 was different across these different
levels of personal knowledge only when the ‘highspaal knowledge’ texts are compared against other

texts. This relationship is shown in Figure 4.50bel
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Figure 4.5 — Boxplots representing the distribution of Dimension 1 across the levels of Personal Knowledge in the AMT
corpus
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This effect is probably due to the fact that leemimal complexity and more pronominal forms are
adopted in those texts in which there is a morienate relationship between interactants and among
which therefore there is shared background. THereifice between the AMT and the FMT corpus in
terms of Dimension 1 is therefore due to the fhat tn the AMT corpus there were only seven texts
for which there was some knowledge between interéastwhereas in the FMT corpus a whole Task,
Task 3, was dedicated to this communicative siwaff his hypothesis is therefore confirmed by the
additional test on the AMT corpus and by the faet tvhen the personal texts are removed the means
and ranges of the two corpora align with each other

After the analysis of Dimension 1, the most sigifit dimension of variation in the English
language according to Biber (1988; 1989; 1995), gresent Section presents a comparison of the
Dimension scores for the AMT and FMT corpus forth# other Dimensions. These comparisons are

displayed in Figure 4.6 below as a series of bdgplo
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Figure 4.6 — Boxplots representing the distributions of the scores of Dimension 2 (top left), Dimension 3 (top right),
Dimension 4 (middle left), Dimension 5 (middle right) and Dimension 6 (bottom left) for the AMT and FMT corpora
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For Dimension 2, Dimension 3 and Dimension 4, bloéhboxplots and a Mann-Whitney U test
indicated that there is no significant differenesévieen the two corpora. Linguistically, this metrast
in terms of narrative discourse, context-orientsdalirse and degree of persuasion or modalityether
is no difference between the two data sets. Dinoensi and 6, however, presented a statistically
significant difference with the Mann-Whitney U tekinguistically, this difference indicates thatth
FMT corpus presented more abstract discourse anel amline elaboration of information. In order to

diagnose the cause of this difference, the FMT uornwas studied independently for these two
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Dimensions using the same technique adopted alwov@ifnension 1, that is, by dividing the FMT
corpus in Tasks and studying the score of the Damoais for each Task compared to the AMT corpus.
The results for Dimension 5 are displayed in Figuiebelow.

Figure 4.7 — Boxplots representing the distribution of Dimension 5 for the three Tasks of the FMT corpus (left) and for
the AMT corpus (right)
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The graphs above show that the median score foemsion 5 for the AMT corpus lies just
below zero in a similar fashion to the median ssafeTask 2 and 3 of the FMT corpus. An apparently
significant difference lies, on the other handwesin the AMT corpus and Task 1. This difference
makes linguistic sense since Task 1 is a formérietf complaint that is more likely to show high
scores on Dimension 5 than other texts since Diroers measures the degree of abstract discourse
through the use of passive clauses, conjuncts angnalizations. In conclusions, therefore, the
significant difference between the two corpora@amension 5 is due to a higher number of formal
texts such as Task 1 in the FMT corpus.

A similar comparison is carried out for Dimensiom@-igure 4.8 below.

Figure 4.8 — Boxplots representing the distribution of Dimension 6 for the three Tasks of the FMT corpus (left) and for
the AMT corpus (right)
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For Dimension 6, the difference between the camamnot be explained by reference to an
unequal distribution of situational types as it vsaswn for Dimension 1 and 5. In the AMT corpus,
the median for Dimension 6 is just below zero wherthe medians for all the Tasks of the FMT corpus
are above zero. Similarly, the interquartile rafyethe AMT corpus reaches -2 whereas this is never
the case for any Task of the FMT corpus. As suoh,dause of this difference is not immediately
obvious. However, it should be noted that Dimengiomas a weak dimension of variation in Biber’s
(1988) study and it was later abandoned in furttedies because the variance that this Dimension
explained in Biber's (1988) study was low. Thiskaxf power is probably due to the fact that the
variables that load on this Dimension are generallg and they therefore need large data sets to be
studied accurately. The Dimension 6 variables Wgoat-modifiers of noun phrases that tend to occu
rarely in the AMT corpus (the median of all of thegariables, that ighat clauses as adjective
complements, that clauses as verb complenaemnithat relative clauses on object positionsis zero).
Given their rarity, the discussion of this Dimemsise abandoned here as the importance is likebeto
very limited. In the future, if more data is avaik, a better assessment of Dimension 6 can biedarr
out.

The analysis of the Dimension scores thereforavshbat the two corpora are similar to each
other. Differences were noted in Dimension 1 arddision 5 but they could both be explained by the
fact that the FMT corpus contains three times tivalver of texts of the AMT corpus while, at the same
time, the AMT corpus contains a greater varietgafnmunicative situations than the FMT corpus. As
it was seen for Dimension 1, however, once thesgnpeters are controlled, the results are compatible
and they confirm that no important linguistic difaces are present in the fabricated texts when the
are compared to authentic texts. Further evidemwards this conclusion is given by an exploratibn o

text types contained by the two corpora.

4.1.2 Biber’'s (1989) text types in the AMT and FMT corpora

In this Section the application of Biber’'s (1988xtttype classification to the AMT and FMT
corpora is reported. Using MAT, each text of bathpora was assigned to one of Biber's (1989) text
types on the basis of the scores that they praséntehe six Dimensions examined above. Similarly,
a text type was assigned by MAT to the whole colpussing the averages of the Dimension scores.

For the AMT corpus, the automatic classificatiooyitded by MAT points to the Involved
Persuasion type as being the text type of the soagua whole. The distribution of text types resllt
from the analysis with MAT was: 47% Involved Persioa, 25% General Narrative Exposition, 9%
Informational Interaction, 8% Imaginative Narrativ€% Scientific Exposition, 4% Learned
Exposition, 1% Situated Reportage. The first mashmmon text type is therefore the same text type
assigned to the mean dimension scores of the cafpu#nvolved Persuasion text type. The Involved

Persuasion text type was found by Biber (1989)da ltypical text type for professional letters.sThi
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finding thus implies that almost half of the AMTrpas behaves linguistically as a typical profesaion
letter. The General Narrative Exposition text typehe second most frequent text type of the AMT
corpus, even though it is almost half as frequertha first text type. Biber (1989) explains the text
type General Narrative Exposition is a frequent tgge of the English language that involves texts
that present unmarked scores for almost all theeDgions. Finally, 30% of the texts, that is, alnasst
many as in the second most common category, wassified as belonging to other text types.

Similarly to the AMT corpus, for the FMT corpus thetomatic MAT classification also points
to the Involved Persuasion type as being the yg@d of the corpus as a whole. The distributioreat t
types resulted from the analysis with MAT were: 68%0lved Persuasion; 13% General Narrative
Exposition; 11% Informational Interaction; 3% Imagiive Narrative; 3% Scientific Exposition; 1%
Learned Exposition. The distribution of text tyméthe FMT corpus is therefore extremely similar to
the distribution of text types found for the AMTrpas. The fact that in FMT corpus 70% of the texts
could be classified as Involved Persuasion as @epiasthe 50% of the AMT corpus suggests that there
is more internal consistency for the corpus. Tlesult reflects the fact that the FMT corpus was
deliberately constructed to have a controlled iflistron of communicative situations.

Given that the Tasks of the FMT corpus are ratttardnt between each other, the FMT corpus
was divided in one corpus for each Task and thetypr classification performed by MAT was run for
each sub-corpus. For all of the Tasks, MAT assighedame text type of the whole FMT corpus, the
text type Involved Persuasion. The distributionghd text types for all of the Tasks confirm this
conclusion and their compatibility with both the FMorpus as a whole and the AMT corpus. Even
though the distributions are very similar, howeveis clear that Task 3 stands out as being differ
from the other two Tasks. In order to visualises thifference, all the distributions seen so far are
displayed in Table 4-2 below, together with Bibgil®88; 1989) Personal Letters and Professional

Letters.
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Table 4-2 — Distribution of text types for the AMT and the FMT corpora as well as for each Task of the FMT corpus and
for Biber's (1989) genres Personal Letters and Professional Letters.

AMT EMT FMT Task | FMT Task | FMT Task | Personal| Professional
1 2 3 letters letters
Rank (N=104) | (N=287)
(N =96) (N =96) (N =95)
Informational 0 0 0 0 0 o 10%
9% 11% 10.4% 18.7% 26% 50%
Interaction
40%
. A47% 69% 47.9% 55.2% 67% 33%)
Involved Persuasion
0%
o . 8% 3% 15.6% 17.7% 4% 17%
Imaginative narrative
General Narrative | 250 13% 9.4% 0% 2% 0% | 20%
Exposition
0,
N 4% 1% 10.4% 5.2% 0% 0% | 0%
Learned Exposition
0%
—— . 7% 3% 6.2% 3.1% 1% 0%
Scientific Exposition
0,
) 1% 0% 0% 0% 0% 0% 0%
Situated Reportage

As Table 4-2 indicates, the AMT and the FMT corpara extremely compatible with each other in
terms of text types, as they present almost exdlelysame distribution. However, when the FMT
corpus is divided into its three Tasks, it is pbkesto notice that Task 3 is different from all thtter
Tasks and from the AMT corpus. For this Task, tiiual absence of text types that typically belong
to formal written genres as well as the stronggmes of Informational Interaction as a common text
type indicate that Task 3 is linguistically diffatdrom the other two Tasks. By comparing the data
explored in the present work with Biber's (1988829 Personal Letters and Professional Letters it
becomes clear that whereas the AMT corpus and Tasid 2 of the FMT corpus are more similar to
Professional Letters, Task 3 of the FMT corpudaser to approaching a Personal Letter.

The text type analysis therefore confirms that geaeral level the AMT and the FMT corpora
are not different from each other. The most sigaifi difference between the two data sets arises fr
the fact that Task 3 is more similar to a Persbetier than the majority of the texts of the AMTrgos.

At this general level, however, no linguistic diface seems to be due to the fact that the FM§ text
are fabricated as opposed to genuine. In ordeerform the most accurate test as possible, inékxé n
Section all the variables gathered from the litmeatreview of Chapter 2 are tested for significant

difference between the authentic and fabricatea skets.
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4.2 Thevariation of thelinguistic variables acrossthe AMT and FMT
corpora

After confirming that at a general level there assimportant linguistic difference between the
fabricated and the authentic texts, the invesbgatioves to a more fine-grained analysis that amsce
the variables that are considered for the socialstg study. The aim of this analysis is to unacued
explain any difference between the two data sedstartest whether even at this level of detail ¢her
still are no important differences between the weoopora. All the 141 variables summarised in
Appendix 9.6 (excluding the six Dimension scoréeamly explored above), including the ones
considered for the sociolinguistic analysis (cfraduction to Chapter 5 below for more details loa t
variables used for the sociolinguistic analysisgravtested for significant difference across the tw
corpora using an independent-samples Mann-WhitnégstU Even though a variable is traditionally
considered to have a statistically significantetiéhce between two groups when the p-value asedciat
with the statistic is lower or equal to 0.05, givee fact that 135 comparisons have to be carnigd o
this p-value was corrected using the Bonferroniaxiion to avoid Type | errors. Since the p-valfie o
0.05 divided by 135 results in an incredibly snrmalimber, for the present analysis a less smalltiut s
conservative p-value of 0.001 was set as thresfmidstatistical significance. The results of the
statistical tests are displayed in Table 4-3 belotere the variables are organised by linguistic
category.
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Table 4-3 - Variables for which a significant Corpus effect was observed using an independent samples Mann-Whitney
U test. The corpus with a higher score for the variable is identified within parentheses

Forms correlated with Involvedness (Biber 1988 Pronominal variables
contractions [AMT] first person pronouns [FMT]
amplifiers [FMT] third person pronouns [AMT]

Past tense variables

Nominal variables

ast participles [FMT
singular proper nouns [AMT pastp ples [ ]

perfect aspects [FMT]

plural proper nouns [AMT]

predicative adjectives [FMT] Other

genitives [AMT] conjuncts [FMT]

Verbal variables

thatas verb complement [FMT]

suasive verbs [FMT]

Out of the 135 linguistic variables tested, onlyviére significantly different across the two
corpora. The rest of this Section explores theseatizibles more thoroughly to find out explanations
as to why these differences were present.

For the first group of variables, contractions amaplifiers, the distribution is displayed in

Figure 4.9 below.
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Figure 4.9 — Boxplots representing the distribution of amplifiers (left) and contractions (right) in the AMT and FMT
corpora
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Figure 4.9 above suggests that contractions are mw@mmon in the AMT corpus whereas
amplifiers are more common in the FMT corpus. Hosvein both cases one of the corpora presented
a median of zero, thus indicating that these featare rather infrequent. Given this limitationisit
difficult to understand why there is differencewetn the two corpora. However, few hypotheses can
be proposed for these differences. In terms ofiitierence in contraction patterns, it is likelyathhe
experimental condition of the FMT texts is respblesior the difference. In AMTSs, the data suggests
that we can expect roughly one contraction every wndred words. In the FMTs, however, even
though more texts were available, there were almosontractions. It is possible that the experitalen
conditions of the FMT Tasks prompted the subjextvbid contractions as their language would have
been under analysis. In terms of the differencéraquency of amplifiers, the explanation for the
difference could be the same reported in Sectitrl4or Dimension 1, since this feature contributes
to Involved Dimension 1 scores. A higher incidentamplifiers in the FMT corpus would therefore
be related to the fact that the FMT corpus contaioge personal texts than the AMT corpus.

For the pronominal variables, Figure 4.10 shows distribution of first and third person

pronouns for the AMT and FMT corpora.
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Figure 4.10 - Boxplots representing the distribution of third person pronouns (left) and first person pronouns (right) in
the AMT and FMT corpora
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The boxplots above confirm that AMTs were morel{ike employ third person pronouns than
FMTs. This characteristic of the AMTs is likely be due to the number of texts that had harmful
content directed to a third party rather than ®alldressee, as for example, in texts sent toobe df
a company to spread rumours about an employeeahpany. To test this hypothesis, the AMTs were
manually tagged for the direction of harmful comtéhe texts in the AMT corpus were assigned to
three categories depending on the direction ofttineat, abuse or malicious contetdwards the
addresse®f the letter (N = 26)towards a third partfN = 40) ortowards addressee and third party
(N = 28), such as in cases in which the violenbadhvolved the addressee and their family orases
in which the threat was directed to the addresedelee violent act to a third party (e.g. “give the
money or | will kill your daughter”). For 10 textd the AMT corpus it was not possible to classifg t
direction of harmful content for lack of contextfté&x the manual tagging, the distribution of third
person pronouns was checked for statistically St differences using the Kruskal-Wallis testeT
distribution of third person pronouns was indegdiicantly different across the categories of dii@n
(p < 0.001), as the boxplots in Figure 4.11 confirm
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Figure 4.11 - Boxplots describing the distribution of third person pronouns (right) for the direction categories in the
AMT corpus
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Since almost half of the texts in the AMT corpuseviedeed directed to a third party and since
no text of the FMT corpus contained harm directed third party, it seems reasonable to assume that
the difference in terms of pronominal distributidios the two corpora depend on the difference in
communicative situations. Indeed, the medianshiferAMT texts classified as directed to addressee or
to both addressee and third party are compatiktle tve median for the FMT corpus. The different
distribution of first person pronouns can similathg attributed to the different communicative
situations. In Task 1 of the FMT corpus, many scisjehose to recount the holiday from their persona
perspective. Furthermore, the higher incidencérsif herson pronouns is compatible with the faat th
the FMT corpus contains Task 3 texts, since fimtspn pronouns is a variable that increases the
Dimension 1 Involved score.

For the nominal variables, the AMT corpus was fotmdise more proper nouns and more
genitives, as shown in the boxplots in Figure 4\WRereas in the FMT corpus there was a higher

incidence of predicative adjectives.

118



Figure 4.12 - Boxplots representing the distribution of singular proper nouns (top left), plural proper nouns (top right),

A comparison between the AMT and FMT corpora

genitives (bottom left) and predicative adjectives (bottom right) in the AMT and FMT corpora
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be attributed to the experimental character offld's. The higher incidence of references to proper
nouns is a strategy that is often used in the atithgexts, especially in the ones in which thenffait

content is directed to a third party. Indeed, tepbots in Figure 4.13 confirm this hypothesis by
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In terms of proper nouns and, consequently, gegstithe difference between the corpora could

showing that the texts addressed to a third paeyrere likely to use proper nouns.
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Figure 4.13 — Boxplots representing the distribution of singular proper nouns across the direction of harm categories of
the AMT corpus
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When comparing the medians between the FMT corpdgstee AMTs with harmful content
not addressed to a third party, however, a diffeges still evident since in the FMT corpus the raad
frequency of proper nouns was almost zero. In suyniacannot be excluded that the difference in
frequency of proper nouns is the result of the arpental situations of the FMT texts.

Compared to the difference in distribution of pnopeuns, the different distributions of
predicative adjectives is less easy to explain. FNE corpus had significantly more predicative
adjectives than the AMT corpus. Compared to otheables, however, the magnitude of the difference
is rather small and therefore the investigatiothsf feature is not pursued in this work.

Finally, the difference in distribution of past senforms shows that for both variables FMTs

tended to be slightly more oriented towards the, @@scan be seen in Figure 4.14 below.
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Figure 4.14 - Boxplots representing the distribution of past participles (left) and perfect aspects (right) in the AMT and
FMT corpora
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The higher incidence of past forms in the FMT carfsun all likelihood attributable to Task 1
texts, as they all showed a certain degree of tingrdiscourse. This hypothesis can be testeddking

at the distribution of Dimension 2, the Dimensidmarrative discourse, for the FMT Tasks.

Figure 4.15 — Boxplots representing the distribution of Dimension 2 across the Tasks of the FMT corpus
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The boxplots confirms that Task 1 texts tend toeh@wnore narrative discourse than texts for
the other two Tasks. This effect is due to the faat in Task 1 many subjects decided to recount th
events that happened in the holiday while comphgirdbout it. As such, the difference between the
two corpora is attributable to the different distiions of communicative situations.

The last two categories of variables were joinggter for the last discussion and the boxplots
of their distributions are visible in Figure 4.1éldw.
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Figure 4.16 - Boxplots representing the distribution of suasive verbs (top left), that as verb complement (top right), and
conjuncts (bottom left) in the AMT and FMT corpora
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The higher frequency of suasive verbs is correlatithl the higher frequency a@hat as verb
complementsince suasive verbs (eagk, arrange, command, decide, demaa@ very likely to be
followed by a complement clause introduced thgit Since these two variables show the same
patterning in the boxplots, it is likely that thase connected in such a way. The reason why FM8® us
more suasive verbs might connect to the fact thaha three Tasks of the FMT corpus included a
request of some sort whereas not all the AMT tprésented requests. In general, however, the rarity
of these variables and the small magnitude of idr@fecance do not require further investigatioos f
the scope of the present work.

Finally, the last feature, the frequency of conjsnis distributed differently across the corpora
since it is a feature that contributes to a higireon Dimension 5. The significant difference besw
the two corpora for Dimension 5 was already exgloneSection 4.1.1 above.

In conclusion, the analysis of the linguistic valesuggests that no important differences are
present between the two corpora. Only 13 out of ¥8Bables presented significantly different
distributions between the corpora and most of trasiables were rather infrequent. For some of them

such as first and third person pronouns or fopts tense variables, the explanation for the rdiffees
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lies in the difference of range of communicativieigiions between the AMT and the FMT corpora.
Nonetheless, for two variables, that is, the fregyeof proper nouns and the frequency of contrastio

it cannot be ruled out that the experimental sgstire responsible for the difference.

4.3 Discussion and conclusions

This section presented the results of the anafysied at exploring the linguistic differences
between the AMT and FMT corpora to assess whetieretis any significant difference between
fabricated and non-fabricated data. The aim of¢bieparison is the validation of the FMT corpus for
further analysis of social variation. For this pesp, two analyses were carried out: the applicatfon
the multidimensional analysis originally carried by Biber (1988; 1989) and a comparison of the two
corpora for all of the linguistic variables foundthe literature review of Chapter 2. The resuitsath
analyses suggest that the fabricated texts arggmaficantly different from the authentic textsdahat
therefore the results of the analysis of the FMdisdocial variation can be extended to authentic
forensic texts.

The first analysis of this Chapter concerned themparison of FMTs and AMTs on the
Dimensions and text types proposed by Biber (12889). The analyses indicated that both fabricated
and authentic malicious texts fell within the saanea of Dimension 1 and could be classified within
the Involved Persuasion text type, the text typamonly adopted by professional and personal letters
However, further explorations of the AMT corpusigated that the personal knowledge between the
writer and the recipient is a significant factoattlaffects Dimension 1 and, consequently, thettgd
of the texts. When the personal knowledge betwhenirtteractants decreased, a highly significant
difference in Dimension 1 was noted. This effectw@e most significant source of variation between
the two corpora. Indeed, the FMT corpus is almbetd times bigger than the AMT corpus and it
contains almost 100 texts that simulate a commtimesaituation in which interactants personally wno
each other. Apart from this difference in distribatof communicative situations, no differencesever
found that could be due to the experimental coowlgtiof the FMT corpus at this level of generality.

The second analysis went further down the levgjesferality by looking at the differences in
distribution for all the linguistic variables. Of¢ 135 comparisons performed, only 13 were found to
produce highly significant results. An in-depth lgse of these 13 significant variables suggedted t
only two variables might present differences that be connected to the experimental conditions of
the FMTs: the frequency of contractions and thguemcy of proper nouns. For these two variables,
therefore, it might be not possible to generalisg social variation found to real forensic texts.
However, more generally, for all the other variabh® evidence has been found that the experimental
conditions of the FMT corpus has influenced thejexttb to produce language that is significantly

different from the language encountered in a tymcghentic malicious forensic text. In conclusions
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therefore, any result of the analysis of sociolistja variation for the fabricated data can be edttal

to real malicious forensic texts. This sociolingigignalysis is described in Chapter 5 below.
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5 Sociolinguistic analysis of the FMT corpus

Since Chapter 4 has shown that the language dakineated malicious texts is not drastically
different from the language of the authentic malisi texts, this Chapter can now move the focus of
the dissertation to the FMT corpus and to the fmaial factors gender, age, level of education and
social class and on how these social factors afffectinguistic variables gathered from the litarat
reviews of Chapter 2 and listed in Appendix 9.6fdBe describing the analysis, a few remarks on the
methodology of the analyses reported in this Chiagtediscussed.

A first point concerns the linguistic variables simtered for analysis. The literature review of
Chapter 2 generated 132 linguistic variables thatsammarised in Appendix 9.5. However, of these
132 only 67 variables could be analysed in thegmiestudy for two reasons: firstly, some variables
required considerable manual intervention and wdade therefore required an extensive work of
formalisation of objective rules and applicationtisbse rules to the texts that is outside the sobpe
the present work (e.g. identification of left-braimg clauses; abstractness of nouns; measures of
cohesion); secondly, some of the automatic varsallere excluded because they were rarely occurring
in the corpora (e.g. frequency itd, uncommon adjectives, types of expletives). AppeAdb below
lists which variables were excluded and which \@ea were kept for the final study.

Another remark is related to the design of theymisl The aim of the study is to test to what
extent the linguistic patterns found in Chaptereaiso found in the FMT corpus. To reach this @m,
simple strategy would be to take each linguistitgpa listed in Chapter 2 and test whether it i
or not in the FMT corpus. However, this strategy ba strengthened using a more thorough approach
that consists in testing all of the variables gegtidfor all of the social factors. The reason wiig t
strategy is a stronger test is that this methodwaslla more comprehensive assessment of the
presence/absence of the patterns. If one lingysatiern observed in the literature review for soeial
factor turns out to be present also in the FMT datawhile, at the same time, a large number cdroth
linguistic variables do not present significantfeliénces, the validity of said pattern is greatly
reinforced. Furthermore, this more comprehensivalyais allows the discovery of other similar
linguistic patterns that might be related to theeombserved in previous literature even though
manifested through different linguistic variables Appendix 9.6 it is possible to find a descriptiof
all the variables used for the analyses reportatii;mChapter. This list includes (a) the 67 vdegab
gathered from the literature review of Chapter & @n) the variables calculated by MAT for the
comparison analysis of the AMT and FMT corpora.Sehg41 variables were analysed using parametric
or non-parametric tests of significance, dependimgvhether a variable was, respectively, normailly o
non-normally distributed. Depending on the socaltdr, different types of tests were carried oott: f
the categorical variables gender and level of ettutaan ANOVA was performed whereas for the

continuous variables age and social class a ctoeléest was performed. A significant effect was
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noted when the two-tailed p-value resulting frora thst was equal or lower than 0.05. However, in
those case in which the effect was predicted byliteture a one-tailed p-value was considered
instead. Even though for each social factor a taahber of 141 comparisons was performed, for this
analysis a Bonferroni correction was not appliekde Teason for this choice lies in the fact that the
present study is interested in verifying whethés the patterns of variation that are presentrattan
whether any one of the single variables presestgraficant effect. The exclusion of those variable
that do not reach a conservative Bonferroni-coettreshold of 0.001 limits the conclusions tlzat c
be drawn in the light of the literature review. &ivthe limited sample size, if, for example, ordyw
few variables turn out to have a significant effaicthis conservative p-value, then it is veryidifft to
discern any pattern of variation and to concludetiwér it matches or not previous findings. It is fo
this reason that an inclusive approach was chasehé present work.

The analysis for each of the social factors wasezhout both for the whole FMT corpus and
for each Task treated separately. This method wedoged as it allowed to isolate register variation
from social variation as well as to determine whitniables still retain a social effect even when
register variation is not controlled. The analységhis Chapter are divided in Sections, with one
Section dedicated to one of the four social factbhese results in turn lead towards the conclgsion

that can be drawn regarding the application ofwgk to forensic purposes in Chapter 6.
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5.1 Gender

Table 5-1 below summarises all the variables thdtdngender effect by showing the variable
significance levels as well as their effect sinegdse of normally distributed variables. The pnéstéon
of the variables is organised according to theetinajor patterns introduced in the literature rnenvoé
gender in Section 2.1. All the variables that pnéseé a statistically significant difference were
organised in these categories, even in the caseariables that were not gathered from the litegatu
review of gender. The variables that did not falany of the patterns for gender are categoriséaein
general category ‘Other variables’. Because gewdsrtreated as a binary categorical variable dsie t
used was a t-test for normally distributed lingaistariables and a Mann-Whitney U test for non-

normally distributed linguistic variables.

Table 5-1 - Linguistic variables that presented a significant effect for gender, showing: p-value (‘1-t’ indicates a one-
tailed value); Cohen's d for the normally distributed variables only; the gender for which the variable has an advantage.

Task 1 Task 2 Task 3 Whole corpus
Variable
Pattern 1: Rapport/report orientations
On average, males prefer a nomireglort discourse orientation whereas females prefer salaleicticarapport
discourse orientation. These two orientations cbeldiue to socialisation effects or average bicklgiifferences in
brain organisation or a combination of both effects
p =0.023 p =0.049
deep formality 2 d=0.478 d=0235
M M
p =0.025 (1-t)
first person pronouns d=-0411
F
p =0.026 p =0.049
deep formality d=0.467 d=0.049
M M
p =0.030 (1-t)
total personal pronouns d=-0.39
F
p =0.034 p =0.009
common nouns d=0.441 d=0.314
M M
p =0.037
nouns followed byf d=0.37
M
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p =0.049 p =0.027 p =0.008
total nouns d=0411 d=0.402 d=0.318
M M M
p =0.011
genitives F
p =0.030
pronounit =
p =0.035 p =0.025
predicative adjectives F M
p =0.030
third person pronouns =
p =0.006
indefinite pronouns =
p =0.015
average word length in syllables d=-0.50
F
p =0.022
average word length d=-0466
F
p =0.023
words longer than six letters d=-0477
F
p = 0.045 (1-t)
prepositions d=0.201
M
p =0.010
downtoners =

Pattern 2: Distribution of expletives
Males and females on average tend to produce lgegoalifferent ways in order to show their affiicm and/or their

detachment with certain values or social groups.géader, a point of distinction lies in the useswkar words.

p = 0.001 p = 0.004

swear words M M

Other variables

p = 0.032 (1-t) p =0.029 p =0.012
social words d=-0.378 d=-0.457 d=-0.298

F F F

p = 0.020
negative emotion words =
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p = 0.0003 p =0.012
positive emotion words d=-0761 =
F
p =0.037
present participial WHIZ deletion relatives M
p =0.043
Dimension 3 d=0.419
M
p =0.049
time adverbials M
p =0.032
past participles d=-0.45
F
p =0.010
suasive verbs E
p =0.028
lemma SAY M
p =0.049
past tenses E

The table above largely confirms that the linguoigtatterns observed previously in other studies als
apply to the FMT corpus. Even though all the vdealgathered from all the literature surveys were
tested, the ones that presented an effect for gemele almost only the ones for which the literatur
would have predicted a gender effect in other teggs

In general, it can be noticed how the features digtinguish gender in Task 1 are different
from the features that distinguish gender in Taslo@ 3 and that therefore even though most of the
findings of the studies reviewed in the literatare largely confirmed, they are not valid in afjisters.
In Task 1, deep formality is the variable that tiesgreatest gender effect. On the other handagk T
2 and 3 emotional language and swear words are usafel to distinguish the genders. As predicted
by many studies reviewed in the literature surveyender, the effects obtained were small when the
Tasks are all combined together, as it is the itage last column of Table 5-1. However, it is fibke
to observe from this study that when register v@mmais controlled the effect sizes increase
considerably. Under such conditions, higher eff@zés can be observed, thus suggesting that the
smaller effect sizes registered so far in previswslies can be a consequence of lack of control of
register variation. The highest effect size notiapgears in Task 2 for positive emotion words, wher
the Cohen’'sd of 0.761 found indicates that the two genderssaarated by almost one standard
deviation. In the other Tasks, Cohed'scores approaching 0.5 indicated that the diffezezan be
approximated to half of a standard deviation. Geddéerences of this size have been rarely found i

previous studies.
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The findings of this empirical study confirm thetminal forms are more typical on average of
male writing whereas pronominal and verbal fornmes @iore typical on average of female writings.
Although this finding is largely valid for the whekorpus, it is significantly stronger for TaskThe
highest effect size for this pattern is the ondeép Formality 2, which summarises the opposition
between deictic and formal linguistic features. Bos variable, only in Task 1, the two genders are
separated by almost half of a standard deviatidthofgh other nominal or pronominal and verbal
variables do not show such strong effects, theigtesdi direction is found. In th®ther variables
category, the higher values of Dimension 3 for nsaiejects confirm that on average in Task 1 males
used a more refined nominal elaboration than fesneé8énce high scores on Dimension 3 reveal a
discourse orientation that focuses on refined amdext-independent reference, this group of vagiabl
could also be in principle grouped with the moreeagal rapport/report pattern. The only exception to
the general pattern that shows femalesrapgort features on one hand and males @mbrt features
on the other hand is a higher average word lerggtfefnales in Task 3. An example of the opposition
betweenrapport/report discourse found in Task 1 can be observed in Taiebelow, where the

highest and the lowest scoring texts for Deep Fbtyn@F) in Task 1 are shown.
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Table 5-2 - The highest and the lowest scoring texts for deep formality in Task 1. The features contributing to a high
score in deep formality are underlined whereas the features contributing to a low score on deep formality are in bold

MAPO - 71, above undergraduate, male, SCI = 4.8-BF.62

In December 2010 travelled to Malta for one week on one ydur "Super Deluxe" holidays, at a cost of £1500.

The brochure description of the holidgyecifiedthatit would be all-inclusive, in_a 5 star hotel, and that thei@uld be

English (unusual in Malta), and allere extremely surly and unhelpful. The room, on the 14th flowas dirty, smelly,

and_noisy. None of the liftworked. The restauranwasfar too small for the number of occupants_in the hoteid an

five days out of seveit wasclosedby the Maltese authorities because of rat infEstags a result of which all meals for

for each meal, a total of €450. Expenditure ordffow five daysotalled €750.Your local representative, Mr S. Berluscon

evadedall attempts at contact, am@sutterly uselessl. require full reimbursement, within seven days, of the £1p8id

for the holiday, plus €1000 for the expendetailed above plus £100Q compensation for inconvenience antedis.

In_addition,| require compensation for physical and mental trauma, detiails_of which willbe provided after my

discharge from hospital, amechen medical assessmentmfy conditionhastaken place.

ANMAZ2 — 41, below undergraduate, male, SCI = 2.3,D#.44

I amwriting to you today to ask you why my holiday onyour travel packagevas not satisfactory in the aspects of fopd

all enjoyable but some of the tiritewas andthen | will speakabout thesleepingarrangements becauey were not
at all whatl expectedfrom the packagé paid for andthen therewasthe _entertainment whiclvas not entertaining at
all, 1 wish toaskyouwhy you wouldadvertise a holiday thaseemedo bereally nice butwhen| went to the placeven
the travelwas not acceptable because_of the waywere left not knowing where or when we were meant to get off
coaches and/here to go because the stajbu had to show us were not knowledgeable about whate were doing and
where we were going andl am severelydisappointed in this holiday whichl have savedmy hardearned money to
have andl am going to be asking for a refund because of the way nat | wastreated but the waywe were all treated

becausét becameavery horrible experience not_a holiday thavasexpecting and_due to this wish to make a formal

complaint due to the stress and anguiskperienced

The examples above show how in Task 1 male authoeserage tended to be more detached
from the shared context than female authors ant ¢imathe other hand, female authors on average
tended to be more focused on the personalisatidheofliscourse and/or on moving the focus of the
text towards the individuals taking part in theenaiction. The difference between the genders faund
Task 1 is therefore compatible with the differenbserved by Heylighen and Dewaele (1999). From
the texts in Table 5-2 it is clear how DF is higim§luenced by the complexity and quantity of noun
phrases that do not consist of pronouns. Halli@@®4) identified the use of complex noun phrases an
their ability to create detailed taxonomies as ohthe most typical strategy used in the langu&ge o
science. However, the fact that pronouns are irdud DF complicates the interpretation of what DF
is measuring. DF could in fact distinguish both spercentred discourse against object-centred

discourse (when the incidence of nouns againstgonosis dominant) and complex load of information
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against interpersonal concerns (when the incidefia®mplex noun phrases against verb phrases is
dominant). Indeed, these two aspects are intrilhgitiaked, since a higher usage of pronouns has to
be present in texts produced by subjects that gieugith producing highly informational discourse.
For example, in ANMAZ2’s text, the low DF score i®pably caused by their low level of education
and possibly familiarity with the use of writtenntfuage and therefore their reduced capacity of
producing informationally loaded discourse. In ANKIA text a lack of nominal elaboration is
noticeable together with a high frequency of prar®n the other hand, MAPQO's text shows both the
tendency to elaborate nominally and the tendensynply refer to objects rather than to people.

As mentioned above, the gender effect forrdq@port/reportpattern is strongly present only
for Task 1. The fact that there is no effect fosH'8, the most Involved of the three Tasks (cftiSac
4.1) could indicate that the more personal a texbmes the less likely it is to show a gender patte
of therapport/reporttype. In other words, in a register in which indivals are already pressed to be
Involved and person-centred then there is no raomdriation betweerapport andreport discourse,
thus blocking the gender pattern from emerging. B\mv, in Task 3 other patterns of linguistic
variation were found to be gendered.

In the FMT corpus, and especially in Task 3, onrage males produced more swear words
than females. An example of use of expletives igkTais shown in Table 5-3 below, where the two

highest scoring texts for swear words in Task Jrepeoduced.
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Table 5-3 — The two highest scoring texts for swear words in Task 3

TYJO — 30, undergraduate, male, SCI = 4.8, sweabt 3

We're all extremely angry and disappointed with.ybiie feel that you do not value the work we doylou and

you should start to think of changing your way$festvise things might start to happen to your priyper

Your behaviour hapissedmany of us off and we're goingfieck your car up if you don't stop. The way y!

damage to your car will start with a warning likeearly morning spray paint on your bodywork.
Someone will put a nail in your tyre. It couldpipen in the lunch break and at night, you justtdocking

know. Someone will take a jack and smash youtdighnd then if you carry on it will get worse.

put yourshit in everyone else? Well, were not having it aadheone will put your mirrors and bodywork in with

fucking baseball bat if you don't stop.

the company and we're sick to our teeth with yod your abuse. We have worked in the firm for gyVeng time and

make me feel is likghit and | will not take your bullshit anymore. Same will fuck your car up if you don't stop. Th

How can you be sfucking horrible? Were you bullied as a kid and yonog in a bit of power you think that you can

DU

9]

a

MIBO — 40, below undergraduate, male, SCI = 4.5, sweh04

Alright son listen up,
I'm only doing this to give you fair warning. ¥iofucking attitude towards the people who work in the off

is appalling, you are a bully.

Well | have been dealing with bullies my wholelifind have found the easiest and most effectiyetavaort
the problem is to meet it head on. Who do youktlyiou are you jumped up littigrick !

You strut around barking out orders demanding [geoake you drinks fetch your lunch, were youediske
that, did Daddy spank you and belittle you &t tivhere you've got this enormous chip on your Eeudfrom.

Understand me yofucking cock your attitude had better improve dramatically itorould become a ver
expensive and unpleasant place to work. Allowonenfighten you in case your pea sized intelleshodcompute what'
going on.

Thatfucking cock extension that you drive and fawn over, that yeialla nice car how much was that 30,
k, now imagine paint stripper all over the pangtsi'll wake up one morning and its gone from k@dun metal grey.

So it gets repaired and you don't alter next time and my mates takdugking baseball bat to it, | will smas
every window, the light clusters and batter eveaggd, and then just for good measure | will recdate the interior, al

that lovely beige leather sprayed neon green.tt@¢fucker repaired yoicunt!

So just so we understand each other and in caseeymissed the gist of this little note wind yducking neck
in, you'll find that people respond a lot bettenfi not being balled at, people are far more pcode if they feel that you
value what they do. There is absolutely no nedzbtave in the ways you are behaving.

This is not an idle threat unless there is reahge get ready Babbie!

ce

The negativity and aggressiveness surroundingntbesample texts is evident even if the swear words

are ignored. It is possible to contrast these &vopdes above with two highest scoring texts foitp@s

emotion words displayed in Table 5-4 below.
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Table 5-4 — The two highest scoring texts for positive emotion words in Task 3

CHHA - 40, below undergraduate, female, SCI = 2.5epw = 6.60

Parasite

You constantly belittle your employees and bringmh to a desperate wreck. You are a bully who pidigs on those
weaker than you and we have now decided that énisugnough.

Many people have worked so hard at this compaep &efore you joined us. You reap teevards of all our

hard work and whahanks do we get. NONE! Instead we are victimisedliéd, made to feel we are ngdlued. How

aboutgiving somethanks to those who keep you in your position insteadasfstantly kicking people when they are dov

You are nothing but a coward and you will get whatming to you very soon.

First we will start with something which geciousto you. Let say, oh yodovely BMW. How would you
like us to damage some of thagautifully black bodywork that youalue sodearly (unlike your hard working staff).
think maybe if we treated your car bodywdike how youtreat your employees - you might get the gist of howfesd
at the hands of your temper tantrums.

Also, it may also hurt yowearly, if we gave your vehicle a new spray job one avgniHow about Yellow -
for the yellow bellied coward that you are. Wouwtil like that, Mr Cannon??

The above is just an idea of ttevards you may receive from us disgruntled employee®if glo not change
the way in which youreat us. This is just for starters and it will beyiaur bestinterest to modify your behaviou

immediately and give us thiespectandgratitude we deserve.
You have been WARNED!

This letter to you is to let you know that youhbeiour towards your staff at the office will nalger be tolerated|

vn.

h

EMGI — 21, below undergraduate, female, SCI = 4epus= 6.44

| have worked at this company for 15 years. | hpuean incredible amount of effort into makiggre our
customers get the vebestand in turn the company earns as much as posdiblave always feltalued as an employes
here, until 6 months ago when you were electeduastore Manager.

The working environment took a sudden plummet witlur leadership. You domMalue your staff, we
consistently work hard, yet ydeeat us unfairly. You're rude and obnoxious. Yoeat all the female staff in a vulgd
manner that you dismiss when we complain. A paldicmale member of staff you call very offensiwmes, due to hi
weight.

You scream at us and call us names for hittingvbéarget, is it angurprise we are not doinwell with your
constant abuse. You sit in your offipiying games and chatting on the phone instead of daiggeal work. We
constantly hit target with Mr O'Brian in charge, whidecause he worked with us, he lead by exanifgeple work much
better from praise than torment.

You are a bully Mr Jones and your behavigon't be tolerated. We have all had enough, andssrpeompt
changes are made for thetter we will take action.Certain members of staff have suggested violence, whicmalby |

would be completely against, yet with how youreated us | could condone such actions. It is kntswus how much

you value your preciouscar, it would be a shame if the disgusting womis shout at us were to be spray painted all @

its bodywork late one night.
This used to be a place we wesppy to come to every day, now it is somewhere wedirdaeat us with the

respectandcare we deserve, or the whole town will see what itsswe put up with displayed all over ygonide and

=

ver

joy.
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Firstly, the inspection of these samples shows thanhy classification mistakes were made by
Pennebaker’s wordlist. For example, the wertsreatwas mistaken for the positive emotion nowgat
Similarly, the constructiowould like towas mistaken for the positive emotion vearlike. Even though
there were mistakes, it is noticeable how Pennetsakariable could nonetheless approximate a more
positive and polite discourse orientation thahisantrast with the orientation observed in thengxas
containing swear words and a negative and aggeessscourse orientation above. In the context of
Task 3, females tended to focus on the positive@syhat were missing from the job situation and/o
on the positive aspects that were requestedr@sgect and gratitude we deserve, respect andware
deserve Even when describing the car, the two subjedts tlie top scores for positive emotion used
positive attributed, such @seciousor lovely. This focus on the positivity even if in a negatiwloaded
context is in contrast with the focus on negatigtyen by the swear words that is explored in the
section above. The positive emotion words in TaskeBe often used to stress the mistreatment by
focusing on what the boss should have done ratla@rwhat the boss was doing. Male authors, on the
other hand, were more likely to aggressively attdnek boss in relation to what the boss was doing,
often using swear words. By avoiding direct confation and by dealing with the aggressive context
using positive emotion words, it is possible tougr¢hat female authors tended to hedge pragmaticall
by being less direct than male authors. Even tholigipowerless register variables were not tested,
these variables were excluded from the study sthe& calculation would have been too time
consuming for the scope of this work (cf. Appendi%) these findings still present some support for
the powerless register hypothesis.

The lack of swear words and the presence of pesitiwotion words used to mitigate the face-
threatening situation could be indeed regardedhastof hedging at the discourse level rather ttan
the grammatical level. Indeed, it could be argueat the two patterns noted of powerless register
features and the distribution of expletives arehpps part of a bigger underlying pattern of face-
threatening management or politeness. This pobtepattern could be also responsible for the higher
average word length in the female sample. In tlugegsional-like register of Task 1 there was no
significant difference for average word length begw males and females. The difference appears only
in Task 3 and this could be due to the fact thahwerage females were trying to be more formal than
males, although this hypothesis can only be tesiea carefully in the future using more controlled
experimental conditions.

In conclusion, the present study suggests thathitee general patterns of linguistic variation
for gender that were extrapolated from a literaguesey in Section 2.1 are also found in the FMT
corpus. The review of the findings of the empiristldy of the FMT corpus however showed that the
powerless register pattern and the distributiosvadar words patterns can be conflated in one genera
pattern of politeness. In sum, therefore, two galneatterns of linguistic variation for gender were
observed in the FMT corpus: rapport/report discourse orientation pattern that distinguishes,

respectively, female gender from male gender orageemainly in Task 1; andmliteness discourse
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orientation pattern that is more often found in texts produsgtemales in personal threatening letters
such as Task 3.

In terms of the explanation for the patterns obsgrthe analysis supports the hypothesis that
some differences exist on average between the gereither given by biological, psychological or
social effects. Both findings for Task 1 and 3 eoenpatible with Lakoff's (1973) theory that female
gender present a higher degree of powerlessneske@ndf commitment. This socialisation or sub-
culture hypothesis suggested by Lakoff (1973) amehgatible with McEnery's (2006) explanation
using Bourdieu’s theory of distinction is the mékely hypothesis at the present to explain gender
variation in language use, since even neurosctendad psychologists agree on the significant
contribution of socialisation in the creation ofparson’s gender (Kaisest al, 2009). Although
exposure of the genders to different linguistidetsgs can affect their linguistic repertoire, givhat
the sample in the FMT corpus did not present aeydkr gender and social class or gender and level
of education, it is unlikely that access to staddanguage and/or social movement is responsible on
the gendered pattern observed. This study thusostgape hypothesis that the most likely explametio
for these differences are therefore of a socio-tivgmnature, as suggested by Lakoff (1973).

Although it should be clarified that the explanasgrovided in the paragraph above are only
working hypotheses, the empirical evidence founthi present study as well as in other literature
items reviewed in the present work suggest thatigisndo differ on average in the way they employ
language, even though this difference is smallen flor other social factors taken into accounthim t
present study (cf. Section 5.2, 5.3, and 5.4 beléwjure work should focus more intensively in
understanding the real cause of this variatiohgrathan speculating on stereotypes. In accordaitibe
Chambers (1992), although it has not been posisititee present study for reasons of space and time,
in the future sociological gender as well as biadabgender should be considered as the independent
variables. Other factors that could contributehlanguage variation observed should be measared i
future experiments, such as hormone levels, terydEmadepression and/or personality. When these
components are isolated, if the two-culture hypsithis true it is predicted that the sociologicahder
effect would be greater than any other effect. Vdrdication of such fact would provide strong sopp
for the two-culture hypothesis and confirm the natf gender variation in language use. The present
study nonetheless provides evidence of the fattstirae kind of gender variation exists and that thi

variation is found in the interaction between geraidel register.
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5.2 Age

In this section, Table 5-5 below summarises allwhgables that presented an age effect by
showing the variable significance levels as wellheessmagnitude of their correlation. The preseotati
of the variables is organised according to the fogjor patterns introduced in the literature revigw
age in Section 2.2. All the variables that presgatstatistically significant difference were orgeal
in these categories, even in the cases of varidiégsvere not gathered from the literature revadw
age. The variables that did not fall in any of plagterns for age are categorised in the generadjoat
‘Other variables’. Because age was treated as @#ncowns numeric variable, the test used was a
Pearson’sr correlation test for normally distributed linguestvariables and a Spearmarrko

correlation test for non-normally distributed lingfic variables.

Table 5-5 - Linguistic variables that presented a significant effect for age, showing: p-value (‘1-t’ indicates a one-tailed
value) and the correlation coefficient

Task 1 Task 2 Task 3 Whole corpus
Variable
Pattern 1: Syntactic complexity
Syntactic complexity at the clausal level decreag#s age and this often corresponds to an increakxical
complexity. This effect could be due to either ardase in working memory capacity with older agéoaa shift in the
way information is packaged due to increased egpe& with language.
p = 0.00001 p =0.011 p = 0.00001
dependent clauses per sentence r=-0.391 [ =-0.259 [ =-0.229
p =0.0002 p =0.039 (1-t) p =0.002
Fichtner's C r=-0.367 r=-0.181 r=-0.185
p =0.001 p <0.00001 p =0.0002
Baayen's P r=0.338 r = 0.462 r=0.221
p = 0.0004 p = 0.005 p = 0.00002
clauses per t-units r=-0.351 r=-0.282 r=-0.251
p =0.002
average sentence length r=-0.319
p =0.007 p =0.002
short t-units r=0272 r=0.179
p =0.006 p =0.018
Flesch-Kincaid score r=-0.278 I =-0.140
p =0.014
Dimension 5 r=-0.251
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p =0.017
passives r=-0.244
p =0.023 p = 0.047
by-passives r=-0.231 r=-0.117
p =0.023 p = 0.005
average t-unit length r=-0.233 r=-0.165
p =0.036 p=0.037
sentence relatives r=-0214 r=0.215
p =0.037
independent clause coordinations r=-0.213
p =0.018
present participial clauses r=-0.241
p =0.024
conditionals r=-0.230
p =0.039
type-token ratio r=0.211
p =0.031
long t-units r=-0.127

Pattern 2: Dimension 1

Older age is correlated to a higher use of Infoiona features and with less frequent Involvedudesg (using Biber’'s

(1988) terminology).
p = 0.0002 p =0.009
beas main verb r =0.366 r=0.153
p = 0.008 p =0.009
deep formality r=0.269 r=0.154
p = 0.008
predicative adjectives r=0.267
p = 0.008
singular proper nouns r=0271
p =0.010
total proper nouns r=0.263
p =0.013
contractions r =-0.254
p =0.011 p =0.012
deep formality 2 r=0.259 r=0.148
p =0.025 p = 0.050
prepositions r=0.228 r=0.116
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p = 0.029 p =0.033
determiners r=0.223 r =0.109
p = 0.030 p =0.024
total nouns r=0.222 r=0.134
p =0.032 p =0.045 p = 0.030 (1-t) p =0.011
first person pronouns r =-0.219 r=-0.174 r=-0.194 r =-0.149
p =0.041 p =0.047
average clause length r=0.209 r=0.117
p =0.046
synthetic negations [ =0.205
p = 0.009 p =0.024
private verbs r=-0.266 r=-0.133
p =0.027
cardinal numbers r=0.225
p = 0.030
demonstrative pronouns r=-0.222
p=0.034 p=0011
demonstratives r=-0.216 r=-0.149
p = 0.046
quantifier pronouns r=-0.204
p =0.043 (1-t)
Dimension 1 r=-0.176
p =0.022 p = 0.016
total personal pronouns r =-0.235 r=-0.142
p = 0.029
plural proper nouns r =-0.225
p =0.033
indefinite pronouns r=-0.219
p =0.010
WH relative clauses on subject position r=0.262
p =0.025 p =0.033 p = 0.003
analytic negations r =-0.228 r=-0.218 r=-0.176
p = 0.026
common nouns r=0.131
p =0.018
thatdeletion r=-0.140
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Pattern 3: Realisation of stance

Generally speaking, younger people tend to usagérdinguistic stance than older people. Thisgoattould be either

due to language change or to change in personiétigoals and attitude with ageing (Bourdieu'saheof distinction).

p = 0.007
Dimension 4 r=-0.271
p = 0.007
verb bases r=-0.273
p =0.014
total modals r =-0.249
p =0.034
necessity modals r=-0.217
p =0.018
interjections r=-0.242
p =0.048 (1-1)
innovative stance adverbs r=-0.171
p =0.026
suasive verbs r=-0.131
p =0.042
general adverbs r =-0.209

Pattern 4: World-view change

As people get older their view change towards npogtive feelings and towards looking to the futdrkis effect could

be due to an average decrease in neuroticism grdsiton that naturally happens with age.

p = 0.003 p =0.043
past participles r=-0.299 r=0.208
p = 0.007 p =0.016 p = 0.006
total emotion words r=-0.276 r=-0.247 r=-0.163
p =0.034
negative emotion words r=-0217
p = 0.045 p = 0.002 p = 0.002
positive emotion words r =-0.205 r=-0.318 r=-0.185
p = 0.046
past tenses r=0.204
p =0.027 (1-1)
time words r=-0.197
p =0.048
social words r=-0.117

Other variables
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p =0.012 p = 0.003 p = 0.007
tokens r=-0.257 r=-0.301 r=-0.158

p = 0.045 p=0.018

Dimension 6 r =-0.205 r=-0.139

The table above largely confirms that the linguigtatterns observed previously in other studies
regarding the linguistic variation associated vaife also apply to the FMT corpus. Even thoughall t
variables gathered from all the literature surwegse tested, the ones that presented an effeegtor
were almost only the ones for which the literatwoeild have predicted an age effect.

Similarly to what was observed with gender, indnealysis of age it is also noticeable that not
all the patterns show the same effects for allTtheks, thus indicating that register variation has
significant confounding effect. Overall, for age thtirongest effects noticed were related to syiotact
complexity for Task 1 and 2. However, in Task 3 ¢neotional language variables of the world-view
change pattern show greater effects than in othsks.

Similarly to what observed for gender, the effedtitained were small when the Tasks were all
combined together but they increased considerabBnwegister variation was controlled. The largest
correlation observed was 0.462 in Task 2 for BagyBna measure of intrinsic vocabulary rarity. A
preliminary conclusion for age is that it seemsficored that less syntactic complexity at the levkl
sentence is more often employed by older adulievise, Informational features pattern in a way tha
corresponds to findings established in many stugigiswed in Chapter 2, with older adults being enor
Informational and younger adults being more Invdlve

The pattern noted in the literature review of thietactic complexity decrease related to age is
confirmed in the FMT corpus and, more specificaltyTask 1 of the FMT corpus. All the variables
that represent a highly elaborated clausal syrtaxwsa decrease with age, with the only exception
being the frequency of sentence relatives in Tagksample of Task 1 texts for both the high arel th
low syntactic elaboration patterns is shown in €6 below, in which the highest and the lowest
scoring text for Task 1 for dependent clauses getesice are displayed.

Table 5-6 - The highest and the lowest scoring texts for dependent clauses per sentence for Task 1. The texts are here

divided in sentences and the dependent clauses in each sentence are underlined and in bold. Embedded clauses are
marked by angle brackets (<>).

MAPO - 71, above undergraduate, male, SCl= 4.8, DE0S8

(1) In December 2011 | travelled to Malta for oneelk on one of your "Super Deluxe" holidays, at st od £1500.
(2) The brochure description of the holiday spedthat it would be all-inclusive, in a 5 star hotel and that there

would be no extra costs whatsoever

(3) The Malta Palace Hotel was well below 5 standard.

(4) None of the staff in the hotel spoke Englishysual in Malta), and all were extremely surlgd amhelpful.
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(5) The room, on the 14th floor, was dirty, sme#pd noisy.
(6) None of the lifts worked.
(7) The restaurant was far too small for the nunderccupants in the hotel, and on five days dseven it was close

by the Maltese authorities because of rat infesta#is a result of which all meals for those days haa tbe taken in a

restaurant.

(8) The nearest restaurant was 6 miles anenwiring taxi travel at a cost of €30 for each melaa total of €450

(9) Expenditure on food for five days totalled €75
(20) Your local representative, Mr S. Berluscongeed all attempts at contact, and was utterlyessel

(11) I require full reimbursement, within seven slagfthe £1500 paid for the holiday plus €1000 for the expenses

detailed above, plus £1000 compensation for incoienee and distress.

(12) In addition, | require compensation for plegsiand mental traumgyll details of which will be provided after my

discharge from hospital and when medical assessment of my condition has &kplace

ALWH - 20, below undergraduate, female, SCI = 4, D€ $64

(1) Last year | purchased my summer holiday throkghktHoliday, and the service my family and | e®ed, from
beginning to end, was not satisfactory.

(2) Being a <working Mother> the two weeks summer break | ¢etspendwith my husband and two childrenyighat

makes every long hour at work worthwhile but the packagee receivedfrom your company was just awful, and pn

my return to the busy city of London | felt likeeeded another 2 weeks rest <to recover>

(3) On our arrival to the airponvhich was delayed by an hour <because the coachttwe airport <you'd provided>

was unapologetically late> | was appalledo discoverthat, <having overbooked the business economy seais the

plane>, my family and | had the choice of <waitind?2 hours for the next flight> or <to take seats irconomy class>

(4) Although | can't thank you enough for those excellet alternative options, once we'd decided <to not waste

anymore of our holiday at the shambolic Heathrow aport>, our seats in economy class were nowhere nearatheh

(5) My 8 year old son was seated next to a membireoyoung Conservative party.

(6) 1 don't even wisko think about the harm <that he may have caused>

(7) Once we'd finally got to our hote| we discovere@ur rooms hadn't been cleaned since <the last occampts had

left>, the bath wasn't big enough <to drown a mouse=and the radio didn't work .

(8) We also foundhat the all inclusive hotel <you had sold to us, and that we had paid for>>, only provided

breakfast.

(9) My husband and | work hard all yeargive our children the sort of holidays <we nevehad growing up> andto

have this as a product of thatmakes me exceptionally upset.

(10) A holiday is supposed to be relaxing and ealjdy, and this trip left me feeling stressed amghya

(11) Having missold our holiday, and provided nothing bt disaster, we wishto ask for a partial refund of £50Q or

we will be taking legal action.

The two samples show a clear contrast. On one hhediext with a high frequency of
dependent clauses per sentence presented a weadtbrmation, often incidental to the main topic,
and did so using syntactic means of expansiond) ascinfinitive clauses, projected clauses and
adverbial clauses. On the other hand, the text avitbw frequency of dependent clauses per sentence
were more concise and direct and tended to usergnabrather than syntactical elaboration, using

prepositional phrases, attributive adjectives amtinalisations.
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Decrease in complexity of the sentence can be wbdaalso from the negative correlation
between age and Dimension 5, the degree of Abddiacburse. This variable was not predicted by the
literature review to vary with age but the sigrafit result obtained is compatible with the general
decrease in syntactic complexity, since a highes@or Dimension 5 corresponds to a high use of
passives clauses and conjuncts, which correspbedsfore to a higher syntactic complexity.

Apart from the decrease in syntactic complexitgvyus literature noted that the decrease in
syntactic complexity is accompanied with an inceeaslexical complexity. This pattern is indeed
found in the FMT corpus although only for variabteat measure intrinsic vocabulary rarity. The
literature would have predicted that age is alsitpmely correlated with the number of long words (
average word length) and number of rare words, ithatith variables that measure how many rare
words of the English language are used in the tastead, the only variables that showed a positive
significant increase with age were type-token ratid Baayen’s P. This latter variable was introduce
in the study by Molleet al. (2010) in the literature survey on education drid a proxy to intrinsic
vocabulary rarity, that is to say, to how rare vgade within the text, rather than within the laage
as a whole. Since no other variables that measuieal rarity, such as Advanced Guiraud 1000 or
measure of word length were significantly corredatéth age, it is possible to advance the hypothesi
that the lexical complexity that some studies réfds indeed intrinsic vocabulary rarity.

A problem of Baayen’s P, however, is that it isihjgnfluenced by text length. Baayen's P is,
in fact, simply the relative frequency bapaxesAs shown in Table 5-5, the total number of tokens
was negatively correlated with age. Even thoughhm FMT corpus Baayen's P and text length
presented only a medium size correlation €0.602), there is indeed a connection betweesetitwo
variables and their age effect. For example, tigetbe possibility that older people produced more
lexically sophisticated texts just because theylpced shorter texts with more unique types. Sitgilar
it could also be the case that older subjects mithe experience of lexis produced texts that weyeem
varied lexically and that conveyed all the necessafiormation in fewer words. It is impossible to
understand the real direction of these effectsiwitire scope of the present study. In order tonglea
this relationship, further studies should be cdroeit in the future using larger samples and more
sophisticated statistics that can help to idergifshain of causality. For the present study, howete
is still possible to conclude that there is a niegatorrelation between clausal syntactic compjeaitd
age and that this decrease corresponds to an $ectieathe degree of conciseness and intrinsic
vocabulary rarity, given the results for text ldngdaayen’s P and type-token ratio.

The second pattern identified in the literatureieay the linguistic pattern concerning the
increase of Informational discourse with older dgelso confirmed in the FMT corpus. Similarly to
the analogous pattern examined for gender, rdpport/report discourse orientatiopattern, a
difference in terms of Involved and Informationaaburse was found across subjects of differerdg.age
With the exception of only one variablee as a main verpall the variables that are part of the

Informational pole of Biber's (1988) Dimension Icirase in frequency with age whereas all the

143



Sociolinguistic analysis of the FMT corpus

variables that are part of the Involved pole ofdib (1988) Dimension 1 decrease with age. Thiglres
means that the pattern previously shown in the fatagts in Table 5-2 not only characterizes ddfer
genders but also different ages. The same lingdistitures that on average characterize maledbsds
characterize older subject’s texts. On the othadhthe same features that on average characterize
female texts also characterize younger subjectis.t&he claim that there is a connection betwhen t
Dimension 1 poles, gender and age was made byrSzhdé (2006) and is therefore confirmed in the
FMT corpus. These findings also indicate that itaspossible to use Dimension 1 features (tha¢app
both in therapport/reportpattern and in the nominal complexity patternyligtinguish either gender
or age independently from each other, since the samables show an effect for both the socialdiesct
Future studies should aim at untangling theseioglships perhaps using experimental conditions
and/or more advanced statistics.

The only exception found among the Dimension laldes is the frequency &k as main
verh This variable showed a very large effect butim dpposite direction to what was predicted, that
is, there was an increaselas main verlwith age. This anomaly could be explainetefas main
verbwere part of the pattern examined above, the deeref syntactic complexity. Even though the
negative relationship between the frequency of tmpbe and sentence complexity is not well
established, there is reason to believe that tivéeght be a relationship of this kind in the English
language. For example, Bibet al. (1999: 360) found that registers that use mapulede clauses,
that is, academic prose and newspaper articlespdmcause this grammatical pattern helps them to
focus on the relationships between entities ratiaam on the action and events or mental statesthat
expressed by other types of clause patterns. diag bhe case, registers that use more copulaedaus
tend to shift the complexity weight to the noungsa. Furthermore, Bibet al. (1999: 446) also found
that 50% of copulde clauses in the English language consist of nouaggls whereas complement
clauses are relatively rare afteras main verb. This fact is indeed another pie@vmfence that might
suggest thabe as a main veris more common in any text which is concise andclviuses more
nominal complexity and less sentence complexitghsas the texts typically produced by the older
subjects for the FMT corpus.

The third pattern noted from the literature regdrtte different use of stance between people
from various life stages. The expression of staimegacterized by the variables identified by Barbie
(2008) was limited to only the significant effedtionovative stance adverbs that decrease withaage
predicted. Frequency of swear words or frequencyrafitional stance adverbs did not show any
significant relationship with age. However, whemignsion 4 is accounted, then the overall pattern of
a general decrease in the expression of stanaenfgroed in the FMT corpus. Dimension 4 is the
Dimension of Overt Expression of Persuasion whiidbeB(1988) found to be characteristic of genres
that overtly express modality and other stancestemorder to persuade the hearers or readers. The
significant effect that this and other related abkés show for age thus supports the hypothesis tha

there is a significant decrease in overt expressi@iance with age.
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Finally, the last pattern of linguistic variatiateintified in the literature is the change in emotio
words from negative emotions of younger age to mositive emotions in older age. This pattern was
only partially observed in the FMT corpus. A desg& negative emotion words was indeed present
in Task 2 and Task 3 of the FMT corpus. Howevesjtpe emotion words also decreased and therefore,
in conclusion, it seems likely that the generatgratconsists in a general decrease of expresefons
emotionality. The conjunction of this effect to ttiecrease of Informational discourse could poire to
general decrease of Involvedness that correspandgding. Time concerns were also present in a
direction consistent with Pennebaker and Ston@®3R predictions, since less time words were
produced by older participants. However, the pieaticregarding future and past tenses was not
replicated in the FMT corpus since no effect wateador future tenses and the effects of past tense
observed are not consistent across Tasks.

In conclusion, therefore, the pattern of world-vielmange is indeed present to a certain extent
and it mainly concerns general emotionality ratihen just negativity. However, a limitation of this
finding is that the sample of subjects considerad wot completely free from bias. As described in
Section 3.2.1, gender was skewed for age, with femele younger subjects. Therefore, it is not
possible to determine at this stage which soci@bfas influencing the emotional language variable
more significantly than the other. Further tests ¢@ conducted in the future to establish the
contribution to the explanation of variance of émotional language variables by age and gender. At
this stage, however, it is still possible to codeuthat there is a relationship between age and
emotionality in the FMT corpus.

In conclusion, three of the four patterns retriefredh the literature review in Section 2.2 were
also found in the FMT corpus, with the exceptiothef pattern related to the change in world vieat th
was only partially replicated. The empirical wonk the FMT corpus showed evidence of the presence
of another pattern of linguistic variation that idizierizes age: the increase of conciseness. atteyp
is marked by the decrease of text length with agkthe increase in the amount of intrinsic vocatyula
rarity. In summary, the main patterns of variatielated to age in the FMT corpus weretegrease of
syntactic complexitywith age mostly observed in Task ldecrease of Involved discourseith age
characterised by both an Involved discourse andcaedse in emotional language and observed in
different shapes in all the three Tasks, an ineredsoncisenessvith age that is however not found in
Task 3, and the presence of differpatterns of stance realisatiorthat distinguish younger from older
writers in Task 1.

The findings of the present study provide some enwi@ that age differences in the use of
language in the FMT corpus exist and that thederdifices are in line with the findings of previous
studies. There is enough evidence to confirm tiexetis a general tendency for the variables ifiedti
in previous literature to pattern in the prediotey. There is however limited theoretical work tbaih
explain and connect these patterns to provide areohtheory of linguistic variation with age. tiudd

be the case that the majority of these patterndirdeed to each other to form more significant fdte
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patterns. According to Halliday (2004), complexudal syntax is a form of Grammatical Intricacy and
it is characteristic of spoken genres where therkess time for planning and therefore not much
opportunity to produce information in the most gglicomplexity of typical written genres, thathsy,
using more lexically dense language. This relatigmbetween Grammatical Intricacy on one hand and
Lexical Density on the other hand could explain ltbhe decrease of sentence complexity is linked to
an increase in Informational variables. Howeveegrei this link is empirically established, the sea
why this pattern appears to be connected with @ljeesnains a mystery.

Kemperet al.(2001a,b) proposed that the relationship betwaam@atical Intricacy and age
is given by the loss of working memory of olderjgals, since working memory is necessary to produce
complex syntax. Although this hypothesis would seaiid, since older subjects were also the subjects
that produced the shortest texts, the working mgragplanation is not supported by the present work
for at least three reasons. Firstly, P-Density,clwtghould also correlate with working memory, was
not found to have any relationship with age in ahthe Tasks. Secondly, although it is true thdeol
subjects used a less complex syntax, their higteeson Dimension 1 deep formality shows that they
were still able to produce complex texts, althoughng a different form of complexity. Thirdly, the
present study did not find a drop in use of granwahintricate language and/or text length but fhun
a general negative correlation between age ande thee linguistic variables. The most likely
explanation to account for the present findingth@reduction of grammatical intricacy and texglign
is therefore that older subjects tried to be caneisd direct and that they preferred other forms of
complexity, as per the ‘style’ hypothesis suggestge&emperet al. (1989) as a second explanation.

Although in general the above points indicate thas unlikely that the effect noticed for
grammatical complexity and text length is due #ghbject’s loss in working memory, it is not pbksi
to prove this claim in the present study becausevtbrking memory of the participants was not
measured. Kemper's findings were replicated in nsngies using valid and reliable measurements of
working memory and these studies therefore progiddence that an effect of some sort exists. Itdcou
be the case that in older subjects such as theamradgsed in Kemper’s studies stronger effectsbean
noticed that could not be found in the presentystitdorking memory loss and age are likely to be
positively correlated and therefore it is importemthe future to understand the contribution afreaf
these factors in explaining age-related linguigéigation.

A final remark concerns the validity of these fimgl in the light of Eckert's (1998) comments
discussed in Section 2.2. Whether the findings mfeskin the present study are correlated or ndt wit
ageing can be confirmed only using a longituditatlg, as it is otherwise not possible to understand
whether the variation observed is given by langud@mge in general or by the individual’s linguisti
change. The present work suggests that the effietised are not given by language change but by
ageing for at least two reasons. Firstly, the stsidiurveyed in the review included participantsnfro
many generations that lived in different years imithe last century. It is therefore unlikely texactly

the same linguistic features are found varyinghim $ame way even across generations and samples
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that are not connected with each other. Secontligaat for Dimension 1, a reasonable explanation
exists for the ageing hypothesis: Dimension 1 imfational features are linked to literacy and apilit
to write and these two life-long skills are mastienaly with much practice and familiarity with |eed
genres.

In conclusion, although it seems more likely the telationship between Dimension 1 and
ageing is not caused by general language chan@eadiengitudinal study could provide definite
evidence to confirm this hypothesis. It is therefextremely important that such a study be conducte
in the future. Furthermore, in order to untanglke rielationship between working memory and ageing,
future studies should add working memory teststtier subjects and use statistical analysis that can

help to understand if the cause of the linguistitteyns is indeed working memory or style.
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5.3 Level of education

Table 5-7 below summarises all the variables tlzat &n effect for level of education by
showing the variable significance levels as weltresr effect sizes. Since education was treatea as
categorical variable with three categories, an AMOMNMas run for the normally distributed linguistic
variables whereas its non-parametric equivalerd, Krhuskal-Wallis test, was performed on those
variables that were not distributed normally. Ao ainalysis of the FMT corpus as a whole, the non-
parametric Kruskal-Wallis test was used for all tlagiables, since the fact that the same subjects
produced more texts would have broken the ANOVAsuanption of the independence of cases. The
presentation of the variables is organised accgridithe five major patterns introduced in theéitare
review of level of education in Section 2.3. Alethariables that presented a statistically sigarfic
difference were organised in these categories, Vi@ cases of variables that were not gatheoed f
the literature review of level of education. Theiahles that did not fall in any of the patternsl&vel

of education are categorised in the general cage@ther variables’.
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Table 5-7 - Linguistic variables that presented a significant effect for level of education, showing: p-value (‘1-t’ indicates
a one-tailed value); Eta squared for the normally distributed variables only; the level of education for which the variable
had an advantage (BU = below undergraduate; U = undergraduate; AU = above undergraduate; P = variable increased
with education level; N = variable decreased with education level)

Task 1 Task 2 Task 3 Whole corpus
Variable

Pattern 1. Vocabulary size
Higher levels of education correspond to an in@éasocabulary size and lexical sophistication

p =0.002 oot
2:
average word length in syllables n?=0.13 o
P
p = 0.004 S 0.005
2:
average word length n°=0.11 5
P
p =0.017 S oomt
2:
words longer than six letters °=0.09 AU
P
p =0.019 p =0.042 (1-1)
lexical density = b
p =0.028 (1-t) o0
2=
words longer than ten letters n°=0.14 AU
P
p =0.028 (1-t)
mean rarity score b
p =0.043 (1-1)
Advanced Guiraud 1000 AU

Pattern 2: Sentence complexity

Higher levels of education correspond to an in@edsentential syntactic complexity

p =0.001 S 0,006
2=
P-Density n*=0.14 y
u
Dimension 5 p 5
P=0042 p = 0.00005
2:
coordinating conjunctions n°=0.06 U
u
p =0.010 p =0.005
relative frequency adind BU, U U
p = 0.047 (1-1)
passives AU
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p =0.044
present participial clauses U

p = 0.046

other subordinators

Pattern 3: T-unit complexity
Higher levels of education correspond to an in@edsyntactic complexity within t-units

p = 0.029 (1-1)

short t-units N

Pattern 4: Nominal elaboration
Higher levels of education correspond to an elaimraf information that focuses on nominal devicather than verba

devices. This translates into more deep formalodiege and a higher average clause length

p =0.010
analytic negations N
p =0.017
1?=0.09
total personal pronouns
N
p =0.020
first person pronouns N
p =0.036
intensifiers U
p = 0.040
present participial WHIZ deletion relatives BU, AU
p=0.048 p=0.045 p=0044
indefinite pronouns U BU, U U
p =0.049
cardinal numbers AU
p =0.040
singular proper nouns AU
p =0.049
Dimension 1 N
p = 0.005
pre-determiners u
p =0.028
stranded prepositions U
p =0.043
thatrelative clauses on object position AU
p =0.041
downtoners BU, AU
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p =0.049
demonstratives N
Pattern 5: Information distribution
The distribution of information in a text is diffemt depending on how much exposure a person Hadnal education.
Individuals with higher education levels tend tomt&n a ratio of one t-unit per sentence.
p =0.010 p=0038 (11| P =0.00005
t-units per sentence N N N
Other variables
p=0021 p=0011
split infinitives U U
p =0.024
split auxiliaries U
p =0.048
time adverbials u
p =0.020
swear words U
p =0.042
innovative stance adverbs U, AU
p =0.046
2=
total emotion words n°=0.07
U

The table above shows that largely most of theuista: patterns observed previously in other staidie
regarding the linguistic variation associated wekel of education also apply to the FMT corpus.
Similarly to the analysis of other social factoboee, these effects were not evident in all the&k3as
thus indicating that register variation has a digant confounding effect. The strongest effectsosal
were related to t-units per sentence, which shaleidhly significant effect even when the corpuswa
examined on the whole. The following sections discthe five patterns of variation introduced in
Section 2.3.4 in the light of the empirical findgjgist presented.

The pattern related to vocabulary size is the massistent pattern for level of education found
in the FMT corpus. Table 5-7 shows that all théaldes related to average word length or to ramitgt
sophistication of vocabulary such as Advanced GditED00 show a significant and consistent increase
with level of education. However, it is possiblentatice that the variables that measure intriresiity,
that is, the rarity of the words within the text @sposed to within the language, did not show any
significant effects. This could indicate that higlkeucation does indeed influence the vocabulaey si
of an individual rather than how many new words anteoduced in the text. More controlled

experimental work should be carried out to confinis hypothesis.
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Although many variables related to sentence coniylexere found to vary with level of
education in previous studies, in the FMT corpus plattern is only partially replicated. No measure
related to sentence length or to number of depdardaunses showed a significant effect for level of
education. Dimension 5, the Dimension related ¢odistractness of discourse characterised by use of
passives showed a significant increase with leekducation. More specifically, there was a
significantly higher frequency of passive clausasdubjects with a postgraduate degree. This effect
can be easily explained by the fact that high Disi@m 5 scores are common in two genres that are
frequently encountered by subjects with a postgrsldegree, that is, academic and scientific prose
(Biber, 1988).

P-Density, which Mollegt al (2010) found to correlate with the marks giveth@assignments
they examined, showed the greatest effect sizevet of education in the FMT corpus. However, quit
puzzlingly, P-Density was higher for subjects wathly an undergraduate degree and very similar
between subjects with no degree at all or with sigraduate degree. A similar pattern was also noted

for coordinating conjunctions. The distributiongloése two variables can be seen in Figure 5..belo

Figure 5.1 - Boxplots describing the relationship between P-Density and level of education (left) and between
coordinating conjunctions and level of education (right)
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Since P-Density is a count of the proportion obgerdjectives, adverbs, prepositional phrases
and conjunctions, it is possible that this variatdetures non-nominal expansion of information. The
analysis would thus suggest that subjects withighdn education are less likely in general to apply
any sort of elaboration whereas subjects with agpaduate degree are more likely to employ nominal
elaboration of the kind measured by deep formalitipimension 1. Therefore, the remaining type of
elaboration probably measured by P-Density seemiset@ prerogative of subjects with only an
undergraduate degree. This same explanation ceultbplied to coordinating conjunctions. On one
hand, subjects with a low education are not likelyexpand the informational content of the text
whereas on the other hand subjects with a postgteddegree are more likely to use nominal

elaboration to package information rather than §ingpordinating sentences. As such, both of these
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variables suggest that immature devices of elaingratformation are often found in individuals with
some education. That P-Density does indeed meanuoraturity of information elaboration should be
tested more thoroughly in the future. A large bofigtudies provided evidence that P-Density isdihk
to working memory capacity. Even though it seemdikaly that only subjects with just an
undergraduate degree presented higher levels éingomemory capacity, it is clear that future sagdi
should include a measure of working memory to wjlathe explaining factors underlying P-Density.

The pattern of t-unit complexity was not replicabedhe FMT corpus. The only variable that
presented an effect was the frequency of shortts-uAlthough this variable significantly decreased
with education as predicted, the effect was snmallr@o other related variable was significant. Ashsu
it is likely that the effect found is a Type | ermather than a real effect. It is possible to dode that
education level did not affect t-unit complexitythe FMT corpus as found in previous studies.

The pattern related to nominal elaboration andsgdeangth is partially replicated in the FMT
corpus. Even though average clause length didhmt siny significant effect, in general a number of
variables that presented an education level etfiestered in the direction predicted by this patter
Variables such as the frequency of negations offrdguuency of pronouns decreased with level of
education whereas variables such as the frequdritgnes that elaborate noun phrases increased with
education. However, there are some puzzling cakésatures such as pre-determiners or indefinite
pronouns in which the highest effect noticed wastdjects with undergraduate degrees only and with
the other two education groups being equal. Indéedmost important effects noted in relation ® th
variables presented for this pattern is the negatlationship found between personal pronouns and
level of education. Since pronominal forms are tiggly correlated to complex nominal form, the
evidence provided by the analysis of the FMT corpeems to suggest that increase in levels of
education correspond to a decrease in use of gEnE@NMouns. That being so, it is possible to cotel
that the nominal elaboration pattern is only sligheplicated in the FMT corpus and that thereoisis
weak evidence to be further explored in the futbed it is the presence of pronouns that createala
effect for level of education rather than an inseeen nominal elaboration.

The strongest effect found in the FMT corpus foreleof education was related to the
distribution of t-units per sentence. Hunt's (1988ping that the strongest difference between
individuals with different education levels is tvay the t-units are marked is therefore also found
the FMT corpus. The results of the analysis conflat subjects with a higher level of educationever
more likely to follow a ratio of t-units per sentenequal to one, as taught in formal educationleTab
5-8 below presents two examples of the t-unit petence analysis by showing the lowest and the

highest scoring texts for t-units per sentencedsKTl.
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Table 5-8 — The lowest and the highest scoring text for t-units per sentence for Task 1. T-units are marked with the hash
symbol (#) whereas sentences are displayed in different paragraphs.

GAPR - 28, above undergraduate, male, SCI = 48, .07

# | am writing to you regarding the travel packéBef: 1234) | purchased from you in September laat yor £999.99.

# The travel package included flights, transfers tavo week hotel accommodation in the Costa deirs8pain.

# Your company brochure promised that “this packaijeprovide you with complete confidence that exthing is taken

care of, allowing you to relax in luxurious surralimys and enjoy the sunshine”.

# In fairness, the sunshine was extremely enjoyéltiat sadly the rest of the holiday failed to mbet expectation you

brochure created.

# In terms of being able to “relax”, | can honesthy that there is nothing relaxing about beingdtten about at th

airport, and unable to contact your company, fopidrs when we arrived.

# Furthermore, does your marketing department sglgicthink that “luxurious surroundings” includewserage on the

bathroom floor and a colony of cockroaches livimgler the bed?

# Now, in my most sympathetic mood, | could proldbtgive these as one-off mistakes.

# However, what really made me angry was that yoganisation’s representative at the hotel didseetm to care abot

the problems we experienced or do anything to tislp

# This leads me to believe that your organisatéaily does not care about your customers or tleeieat custom.

# However, | would like to offer you the opportynib redeem yourselves, at least partially.

# Enclosed with this letter are ten photograph<tviprovide evidence of the conditions we facedhatotel.

# In light of the problems we experienced with youganisation, | am seeking a £500 refund from you.

# | expect you to respond within 14 working dayshis request.

# Should this not be forthcoming, we will pass tk&®ie on to our legal representative.

KRGA — 39, undergraduate, male, SCI = 4.8712.30

# I'm very sorry to say that we (me and my family/yery displeased with our last travel arrangegdayr agency.

# Last year we bought a journey to Spain for theleifiamily # but nothing in the package lived upto expectations.
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# There was no sun for the whole trip, # the badmais not pleasant at all # (in fact really uglg am polite), # the dive

instructor grabbed my wives ass on several occasiand the kids club forgot them in the watengs.

# Even more problematic was the fact that our wiat¢éhe room was off # and we have to do our “tBihgn a bucket a

the balcony.

# At night this horney man was moaning outsidedher # so we could not sleep properly more thaswarfights.

# The sausages at the buffet looked like somebadytdken a dump on the plate # and the coffee wastsas in USA, #

the beans made me fart all day # and the car wedésaked gasoline.

# The hole fucking country hated us from day ormad all the animals were just trying to hurt usttadl time!

# I'm turning to the EU for sanctions on the whiglland if they don’t apologize in writing!

# | can assure you that | never will use your fagktiompany again, # and that | will start a homegagsmear all of you
staff on place in Ibiza, especially Esmeralda, wéfoised to blow me under the table on several amegseven thou

asked her genteelly AND offer her a little somegior the trouble!

# By the way, this journey to Ibiza was not worth 9000 pounds | paid for it # and | would very miike the company
as a show of faith, refund me 8000 pounds.

The results of the analysis of t-units per senteoodéirm that in the FMT corpus there is no gapaen

the three categories of education since the nuwiftennits per sentence slightly decreases argliit i

a negative relationship with level of education,pasdicted. Interestingly, the effect of t-unitsr pe
sentence is stronger when the whole corpus is deresd as a whole. This finding could be a piece of
evidence that points to t-units per sentence abeiag greatly influenced by register variation.

Finally, it was found in the FMT corpus that theduency of swear words is higher in subjects
with an undergraduate degree only. No literatwmipresented this finding and there does not seem t
be a hypothesis at the moment that could explareffect. It could be the case that the effectissed
by a series of confounding factors, including tkpezgimental settings of the Tasks. No conclusian ca
be reached regarding this feature within the safjlee present work.

In conclusion, only two linguistic patterns outtbé five patterns retrieved from the literature
review of Section 2.3.4 showed consistency withvipugs literature: vocabulary size and information.
Subjects with higher levels of education showedghdr vocabulary sophistication indicated by a
higher extrinsic rarity of vocabulary. This lexiahboration is combined with a smaller ratio ahits
per sentence that indicates that subjects withenigducation follow the punctuation conventions of
formal education. In summary, level of educatioavekd the following patterns of linguistic variation
in the FMT corpus: an increaseartrinsic vocabulary rarity with education level in Tasks 1 and 2,
a decrease d@funits per sentencewith education level in all the data sets butantigular in Task 1, a

decrease gbersonal pronouns/deep formalitywith education level mostly in Task 1, and an éase
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of immature devicesin writings produced by subjects with only an ugladuate degree in general
across the whole corpus.

The pattern of sentence complexity found in otiedies carried out in the past was replicated
in the FMT corpus only partially. Overall, the finds of the study do not support the hypothesit tha
syntactic complexity is higher in writings producby subjects with a higher level of education.
Nonetheless, the examination of the findings in@idahat another linguistic pattern could be presen
in the FMT corpus: the high incidence of immatuewides of informational elaboration in writings
produced by subjects with only an undergraduatesged his explanation could be also applied torothe
variables that resulted to be significant in théh® variables’ section of Table 5-7. Variablestsas
the frequencies of split infinitives, split auxifiés or even stranded prepositions could all band=g
as linguistic items of elaboration that appeariitimgs of individuals who only have limited fanality
with writing. All these variables could therefore part of the same underlying pattern that accounts
for subjects who have only some experience wigndity.

Future studies concerned on the relationship betteemuage variation and level of education
should focus on the untangling of these relatignglsing more advanced statistical techniques and
larger samples. More generally, controlling fora@d for working memory should help in shedding

light on the underlying patterns that explain tffeats noticed in the present work.
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5.4 Social class

In this section, Table 5-9 below summarises allvilwgables that had a social class effect by
showing the variable significance levels as weltressmagnitude of their correlation. The correlatio
coefficient was calculated using Pearsarfsr the normally distributed variables and Spearisieho
for the non-normally distributed variables. Thegamtation of the variables is organised accorading t
the four major patterns introduced in the literatueview of social class in Section 2.4.4. All the
variables that presented a statistically significhfierence were organised in these categorie= ev
the cases of variables that were not gathered fhenliterature review of social class. The variable
that did not fall in any of the patterns for soaiédss are categorised in the general categoryetOth

variables’.

Table 5-9 - Linguistic variables that presented a significant effect for social class, showing: p-value (‘1-t’ indicates a one-
tailed value) and correlation coefficient

Task 1 Task 2 Task 3 Whole corpus
Variable
Pattern 1: Syntactic complexity
Higher social classes use more complex syntax. This is likely to be caused by their greater familiarity with complex grammar

p = 0.050
present participial clauses I =0.204
p = 0.006
conditionals r=-0.284

p =0.036 p =0.012

concessives r=0.218 r=0.150

p = 0.0002 p =0.001

average t-unit length r=0.373 r=0.198

p = 0.0002 p =0.003

clauses per t-units r=0.372 r=0.179

p = 0.0003 p =0.046

subordinating connectives r=0.370 r=0.120

p = 0.001 p =0.001

long t-units r =0.348 r=0.193

p = 0.001 p =0.001

short t-units r =-0.345 r=-0.195

p = 0.002 p = 0.003

Dimension 5 r=0.313 r=0.178
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p = 0.005 p = 0.001
conjuncts r=0.291 r=0.199
p = 0.008 p =0.005
tokens r=0.272 r=0.167
p =0.005 p =0.026
Fichtner's C r=-0.291 r=-0.133
p =0.006 p =0.032
average sentence length r =-0.285 r=-0.129
p =0.006
coordinating conjunctions r =-0.285
p = 0.027
by-passives r=0.132

Pattern 2: Referential precision
Higher social classes show higher precision in referencing entity in discourse than lower social classes. This end is achieved
through the use of complex noun phrases. Conversely, lower social classes are more likely to use pronominal forms and

exophoric references.

p = 0.0004 p = 0.005 p = 0.001
total personal pronouns r=-0.361 r=-0.290 r=-0.196
p = 0.001 p = 0.002 p = 0.00002
thatrelative clauses on subject positior r =0.333 r=0.316 r=0.254
p = 0.003 p = 0.001 p = 0.00008
total adjectives r =0.302 r=0.334 r=0.234
p = 0.003 p =0.011
deep formality r=0.303 r=0.152
p = 0.003 p =0.011
deep formality 2 r=0.301 r=0.152
p = 0.003
first person pronouns r=-0.302
p = 0.005
pronounit r=-0.284
p = 0.009 p =0.034 (1-1)
total nouns r=0.268 r=0.110
p = 0.008 p = 0.0002 p = 0.00007
attributive adjectives r=0.275 r=0.381 r=0.236
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p =0.025 p = 0.040
WH determiners r=-0.232 r=-0.214
p =0.033 p =0.043
Dimension 3 r=-0221 r=-0.121
p = 0.040 p = 0.005
WH relative clauses on object position r=-0.213 r =-0.168
p = 0.042 p = 0.006 p = 0.002
Dimension 1 r=-0.211 r=-0.285 r=-0.184
p = 0.006
thatrelative clauses on object position r=0.283

Pattern 3: Use of expletives

The use of expletives and their strength varies with social class. Higher social classes ate less likely to swear often and/or use

strong expletives.

Pattern 4: Stance types

Social classes are different in the types of stance that they select. Lower classes prefer to anchor their statements to the

present time and are less likely to express stance overtly. On the other hand, higher classes tend to anchor their statements in

the past and to express stance overtly

p = 0.033 p = 0.029 (1-1)
present tenses r=-0221 r=-0114
p = 0.045
verb bases r =0.209
p =0.041 p =0.043
evaluative adjectives r=-0.213 r=-0.122
Other variables
p < 0.00001 p = 0.00002 p = 0.001 p < 0.00001
Advanced Guiraud 1000 r=0.453 r=0.430 r=0.346 r=0.367
p = 0.00001 p = 0.006 p =0.035 p < 0.00001
lexical density r=0.433 r=0.282 r=0.220 r=0.263
p = 0.0001 p = 0.00003 p = 0.001 p < 0.00001
average word length r = 0.384 r=0.422 r=0.330 r=0.349
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p = 0.003 p = 0.0004 p =0.013 p < 0.00001
words longer than six letters I =0.308 r=0.361 r=0.257 r=0.264
p = 0.006 p = 0.00008 p=0.011 p < 0.00001
average word length in syllables r=0.283 r=0.396 r=0.264 r =0.265
p =0.013 p =0.011 p =0.001
mean rarity score r =0.256 r=0.262 r=0.202
p =0.032 p =0.0001 p = 0.00008
lexical density H r=0.222 r=0.393 r=0.234
p =0.046 p =0.018 p =0.005
words longer than ten letters I =0.207 r=0.246 r=0.167
p =0.050 p =0.038 p =0.005
public verbs r=-0.204 r=-0.216 r=-0.167
p =0.027 p =0.025
place adverbials r=0.230 r=0.135
p < 0.00001 p=0.01 p < 0.00001
t-units per sentence r =-0.503 r=-0.352 r=-0.332
p = 0.025
WH questions r=-0.232
p =0.040
positive emotion words r=0.213
p =0.022
time words r=0.239
p =0.024 p =0.016
beas main verb r =-0.235 r=-0.144
p =0.037
discourse particles r=0.125
p=0.011
genitives r=0.152

The table clearly indicates that social class hasstrongest effect overall among the social
factors. The effect of social class is strong ehotgybe visible even when register variation is not
controlled, as the large effects found for the veHeMT corpus suggest. However, these strong effects
are not the ones predicted by the literature. Thprity of the variables that showed noticeable&s
for social class are collected in the ‘Other vdgabcategory of Table 5-9. In general, it is pbbsito
notice that these variables that are classifietién'Other variables’ category are indeed the e

that were predicted to vary with level of educati@ince level of education and social class are
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significantly correlated in the FMT corpus (cf. 8en 3.2.1), it seems to be the case that the S&d u

for this study is a good proxy of education anchpps a better predictor of general level of litgrac

than the education achieved. The variables thatapin the ‘Other variables’ category are mostly

related to vocabulary richness measures, sucheaméian rarity score for all the words in the taxt o

Advanced Guiraud 1000. As an example of these measthe highest and lowest scoring text for

Advanced Guiraud 1000 in Task 2 are reproducedbiel’5-10 below.

Table 5-10 - The highest and the lowest scoring texts for Advanced Guiraud 1000 for Task 2. The words that are not
present in the first 1000 types of the BNC are highlighted in bold and underlined

ANMAZ2 — 41, below undergraduate, male, SCI = 2.31830 = 1.75

| am writing to you as aavid voter and adisappointedone as you have asked uxtte for you and youpoliciesand as

yet you have not fdiilled themadeguately, |1 am in a job that is now und#reat of being taken away from me becau

of the way you areonducting your policies and your words that you have said in all ymanifestoesare not being

upheld because you and tleealition government are not beirtquthful to the people whgoted you into power, and
really think you could do a lot more to help Ilhgalo think that it is in your power tgepresentus and get this countr

be anation of working sorry hard working people and | thitat yourvoters will be disappointed andupsetthat you

can not hold up your part of the things that yowntiomed in yourmanifestoto get youelected | now hope you will gg
back and look at what you said to gl#ctedand try andeversethedecisionsyou have made that kigepingthis country

in such aisarray, and | and a lot of people womtite for your government due tisappointment

(England) back on its feet as the job industryamg and stop all the work going to other Countribss country used to

y

PAKI — 25, below undergraduate, male, SCI = 4, AGIL8®.79 [first 230 tokens]

| write to you as a youngmbitious PoliceOfficer out on thdrontline trying to make our country safer and

happier place to be.Growing up, it was mylifelong ambition to become a man of authority,rele-model for the
community. To work hard, have a family and providethem. It is nowsadly apparent that a very large daridoud is
hovering over my head andféar theworst.

| canassumeyou receive many letters about how the recemecline hasaffected the lives of manyfellow

voters. But as difelong loyal Conservativel have always held the thought that my interesiald/be at the heart of th

party's fundamental belief thatsectorssuch as locabolicing should be held in higkegard. So it was to mylisbelief

planning toreduce the grants given to localpolicing significantly over the next couple of years, which could v

realistically spell the end of mareer, one which | could ndbear to lose

When theinfamous LondonRiots broke out last year | was on firglispatch to thefrontline and without

that uporreturning home the other dagxhaustedfrom alengthy shift on thebeat, | discoverthe news that you will be

ory

hesitation did everything in my power to return order andhgigalm to the community.

A visual inspection of the text samples in Tabld®bsuggests that subjects with a

low

Advanced Guiraud 1000 and therefore typically setisjavith a low SCI used uncommon words only

related to the core topic of the letters (epglicy, coalition, vote whereas subjects with a high SCI

were more likely to use uncommon words that areralaited to the core topidi€belief, lengthy,
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infamous, dispatch, hesitatiprThis confirms that subjects with a high Advan€agraud 1000 were
providing more informational content than otherjeuats. The fact that rarer words are typically used
by subjects with a higher SCI confirms that thesbjects typically present more familiarity with
literacy.

However, similarly to what was observed for leveeducation, it is t-units per sentence that
is the most significant of the linguistic variablggh an effect for social class. The present expent
showed that subjects with a higher SCI tended pragzh a 1:1 ratio t-units per sentence. Since a t-
unit approximates a clause complex, it can be mepdhat this ratio corresponds to the 1:1 clause
complex per sentence ratio that is described ifidégl and Matthiessen (2004) as correspondingeo th
unmarked punctuation pattern in the English langu#ds reasonable to assume therefore that s8bjec
with a higher SCI were more exposed to this patechthat therefore had more chances to learrdit an
internalise it.

Overall, however, the studies that claimed a retatnip between syntactic complexity and
social class were only partially confirmed by tmepérical evidence in the FMT corpus. Indeed, even
though the measures of complexity relative to taumiere positively correlated with social clas® th
measures of complexity related to the sentence wereHowever, given the fact that a t-units per
sentence ratio that approached one was significasiociated with higher SCI, it is likely that ¢
sentences were used by writers with lower SCI bsxatf lack of competence in punctuating the t-
units. This finding indicates that individuals wahhigher SCI tend to produce complex syntax within
t-units and at the same time are able to segmertuhits in the standard way. The use of passiunds
the degree of abstractness of discourse measur&dntgnsion 5 were all positively correlated with
social class, as expected. Although Loban’s resoitslength of t-unit, clauses per t-units and
subordinating connectives were confirmed, the gfeshof the results were obtained for those syiatact
variables that elaborated the noun phrase, suttfatielative clauses on subject or object position

As opposed to the pattern related to syntactic ¢exity, the classic result of higher social
classes’ more frequent use of nouns and less fnréquse of pronouns than lower social classes was
strongly replicated in the FMT corpus. Pre-modifica of nouns was also more common in writers
with a higher SCI, since all kinds of adjectivegevemore frequent in their texts. The present sthdg
provides consistent and powerful evidence that HiastK1977) findings are valid, even for recent
times. As a result of their more precise nominabelation, the texts of writers with a higher SCI
exhibited a lower, more informational, Dimensiorcbre as well as a higher score on deep formality.
Since both Dimension 1 and deep formality mostlyasuee the opposition between nominal and
pronominal/verbal discourse orientation, this ighar evidence that individuals with a higher SCI
presented more nominally rich discourse.

Finally, a series of patterns noted in the previtusies were not found or only partially found
in the FMT corpus. The decrease in use of expletwith SCI, for example, was not noticed in the

FMT corpus. It is possible that this effect canyolsé found in speech or that perhaps it affecty onl
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higher SCI bands that were not considered forghidy. Similarly, the frequency of adverbs showed
no effect for social class, as instead found by ity (2002). It is possible that in conversatishere
adverbs are more common, such a difference betelesees is more evident than in writing. More
research is necessary to confirm this hypothesistly, no clear pattern related to the use ofe¢heds
was noticed, although a negative correlation betv@&el and present tenses was indeed present.

In conclusion, only the difference in terms of refece to entities was consistently replicated
out of the four patterns of variation that weregiested from a literature survey on the effectsaifial
class in linguistic variation. Nonetheless, consitgthe patterns discussed above, in total irFidg@
corpus seven patterns of linguistic variation wewced for social class: a positive correlatiotwsen
SCI and the level aéxtrinsic vocabulary rarity that affects the whole FMT corpus, combined with a
greaterdensity of information in general across the whole corpus, a grdéaiait complexity in Task
2, an increase in the numberradun modifications with SCI in general across the whole corpus but
more specifically in Task 1, a decrease-ohits per sentencewith SCI across the whole corpus, and
an increase aleep formality with SCI across the whole corpus but more spetifien Task 1. Since
the last two patterns presented stronger and numsistent effects for SCI than for education, it is
possible that the family background of an individuéght be a more important predictor of language
use than the education level they achieved.

In general, the effect of social class on the ligtitivariable was the largest social effect found
in the present study. The effect was indeed langeigh to hide register variation at times, as cbald
noticed by the considerable effect sizes reachetd @&hen the whole FMT corpus was considered.
Bearing in mind that social class was measuredyusirery simple index that only averages occupation
status for the family of an individual, this rescdtn be considered even more outstanding and wbrth
further inspection in the future.

Given the findings of the present study, as Joimg&l877) suggests, it seems that the greatest
variation across social classes lies in the waythum phrase is realised. Once, however, it ibésted
that the present study suggests that nominal cotitypls the factor underlying linguistic variation
social class, what is left is to explain the reastwy this correlation exists. Bernstein (1960) ssig
that different classes choose different codes lsectey interpret the same context in dissimilaysva
In the present study this claim is verifiable byalifative exploration of the data. In Task 1 ando2,
example, subjects who used a lower lexical dersity who were less Informational in Dimension 1
tended to produce a discourse that focused ongbpl® rather than on the objects and that therefore
put emphasis on relationships and on the subjeetiyperience. This description is compatible with
Bernstein's (1960) definition of the restricted epthe code used typically in the family or in et
in which it is expected that the recipient is faarilwith the content. The present study thus indga
that in Task 1 subjects differed in their interptin of the context depending on their SCI. Howgve

in Task 3, these differences almost faded awaytlisdcould be caused by the fact that Task 3 was
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almost unequivocally interpreted by all subjectbe@isig a context in which the restricted code sthoul
have been fully employed.

The qualitative exploration therefore confirms,pmeposed by Bernstein, that subjects that
lived in an environment in which the elaboratedecedused more often than the restricted code were
far more likely to employ the elaborated code. Thissing link in this logical argument is the
explanation as to why higher social classes shbeléxposed to the elaborated code more often. A
theory that explains this link is Halliday’s theafthe development and characteristics of thelagg
of science and his theory of ideational metaphall{gtay, 1999; Halliday and Matthiessen, 2004).
Halliday explains that modern western science apesl a language style that is suitable for its
purposes based on the ideational grammatical metaph explanation of the ideational metaphor in

action is given by Halliday's (1999) example rep@etl in Table 5-11.

Table 5-11 — Example of ideational metaphor from Halliday (1999). The SFL formalism was changed to traditional

formalism

will result _ o _
prolonged | exposure _ rapid deterioration of the item
in
o o post-
adjective nouns process adjective noun o
modification
if the item | is exposed for long it will deterioraterapidly
) ) prepositional
conjunction noun process pronoun process adverb
phrase
dependent clause independent clause

Using ideational metaphors, which correspond toeatgr lexical density and to a higher use
of Dimension 1 Informational features, modern scéenan taxonomies and organise knowledge in a
way that would otherwise be impossible. Apart fnmore direct exposure, it could be argued that the
form of logic that pervades society and that allawgividuals to be successful in the highest palikj
reflects the logic that is applied in the languafjecience. This logic or view of the world is jost
acquired in education but also passed from gewartdigeneration through the process of sociatinati
If the nominal style was just correlated with thdividual's exposure to it, then the greatest datiens
in this study would have been found between nomiagaables and level of education. However, since
the occupation of parents is fundamental in expigirthe nominal style variance in the sample
examined here, it is reasonable to assume thdathidy environment influenced to some extent the

production of ideational metaphors.

164



Sociolinguistic analysis of the FMT corpus

Future studies should verify this claim in expeniad settings similar to the present experiment,
especially controlling for other factors, such@sand verbal 1Q. Furthermore, given the importasfce
these findings, it is fundamental to discover amyree of variation that could influence these dffec
and to isolate the cause. Since the most recentatotdate study on social class conducted by@ava
et al. (2013) suggested that occupation was not sigmiflg connected with social class, it is extremely
important that future replications of the preseutlg consider these new classes adopted in Sawge's
al. (2013) work as to allow a more complete undeditanof whether the independent variable that
correlates with nominal complexity is social class perhaps occupation or some other latent
phenomenon that might or might not have to do aatial class.

5.5 Conclusions

With this Chapter, the present work has succegsshibwn that the major patterns of linguistic
variation found in previous research for each ef ¢hcial factors largely apply to texts of the kind
examined for the present work. The present workdtss indirectly highlighted the problem that a
number of linguistic variables predict more thare @wocial factor. A summary of the patterns of

linguistic variations that are shared across mioae bne social factor is given in Figure 5.2 below.
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Figure 5.2 — A Venn diagram showing the relationship between the major patterns of linguistic variations observed in the FMT corpus and the four social factors
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The Venn diagram above summarises the main findih@hapter 5. In this diagram, the social
factor level of education was substituted with justdergraduate degree’. This choice reflects dne o
the findings of this Chapter: the variables thatengositively correlated with level of educatiogted
a greater effect in the same direction for sodadsexcept for some variables that showed antdéfec
subjects with an undergraduate degree only.

As the diagram suggests, apart from gender, eadlhl dactor has a number of patterns of
variation that do not show significant relationshigith other social factors. For example, in thalgsis
above it was found that the number of t-units patence, the degree of extrinsic vocabulary rattgy,
degree of lexical density and the quantity of nmodification is a characteristic of social clastyon
Similarly, variables related to stance, sentencaptexity and intrinsic vocabulary rarity were only
related to age. Finally, the degree of immaturaadsvof elaboration distinguished only subjecthwit
an undergraduate degree from other subjects wsthde more education. However, all of the labels
above refer to general patterns of variation rathen single variables and therefore it is posdiinde
certain variables that belong to a pattern do shaelationship with more than one social factor. Fo
example, the variable Baayen'’s P that here woulddssified as a variables of the intrinsic vocabyll
pattern, is very likely to show an effect for sddiass as well as age since this variable mighsemt
higher scores also in the case in which the wiisels a more extrinsically rare lexis. However, it
tools used in the present work it is not possiblarttangle how much variance is accounted for ley ag
and how much variance is accounted for by socedsclIt can be concluded, nonetheless, that the
majority of the variance is explained by age, simoly an effect of age was found using statistiesis.
Further studies in the future should use more ath@models to address this problem.

Some patterns of variation varied more or less withsame magnitude for two social factors.
The emotionality of a text, for example, was fodadrary depending on both gender and age, even
though it is not possible to assess the validitthf finding given the skewness in the samplecasted
out in Section 3.2.1. Similarly, t-unit complexityjmension 5 and text length were all found to vary
for both age and social class. For these varialgigen a certain value it is generally not posstble
predict whether it is one social factor or the otf@r, indeed, a combination of the two) that is
determining it. As such, it is likely to be diffituo use these variables to predict social factors

Finally, almost at the centre of the diagram, deemality was found to vary for gender, age and
social class. The reason why this variable is sdrakis that it summarizes almost all the other
variables. A high score on deep formality is likedycorrelate with a rarer vocabulary as well a\ai
more lexically dense text and, possibly, with lesstion words.

Chapter 5 presented the results of simple statldists of difference that verified whether the
most important patterns of linguistic variation ebsd in previous studies for the four social festo
considered were also present in simulated malicfouensic texts. However, the presence of a
difference does not automatically imply that thétgra can be used for profiling purposes. A test of

whether profiling is possible can be performed onith the help of more sophisticated statistical
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techniques, such as regression analyses. The hexté& describes such a study in which the patterns
of linguistic variation that were observed to ctate with the social factors are inserted in dtiaté

models that predict the social factors.

168



The prediction of the social factors

6 The prediction of the social factors

Chapter 5 above showed that the most importantilstig patterns of variation for the four
social factors considered are largely valid for EMT corpus. However, Chapter 5 did not address the
problem of using these patterns for profiling. Cleaf® provides an answer to this problem by using
the patterns of variation found in Chapter 5 t@tzenodels that can predict the four social facteos
the sake of producing these models, in the pregerk a series of regression analysis is appligti¢o
prediction of the social factors. A regression gsialis a statistical tool that allows the caldolatof
the relationship between some predictor variableb @ outcome variable. This statistical tool is
effective in determining the effect of a predictanen the other predictors are controlled, therefore
indicating the contribution of the predictor indapently from the others. Furthermore, a regression
analysis results in an equation that can be uspiktiict the outcome variable using the predictibiss
estimating how powerful the predictors are whely e used to predict the outcome variable.

Regression analysis were often employed in sogjoistics in the past under the name of
variable rule analysigSankoff and Labov, 1979). However, since thedogjuists in this paradigm
were mostly interested in understanding the lirtipisriable rather than in predicting the socaitor,
their variable rule analysis tried to predict thrglistic variable from other internal characteciif
the variable and from social factors. In the cdsth® present study, the same methodology is applie
but with the aim of predicting the social factamther than the linguistic variable. In this waysit
possible to check how reliable a model of profiloam be for the data set considered.

The present work uses a specific type of regresigistic regression. This type of regression
is used in cases in which the outcome variablebimary variable, such as gender. Logistic regogssi
estimates the probability that the outcome varighléor example, ‘male’ or ‘female’, given the uak
of the predictors. At the same time, as mentiorEve, logistic regression shows the contributiat th
each predictor makes towards the prediction witlthal other predictors accounted for. In the cdse o
the present study, logistic regression is thereforeextremely powerful tool to understand to what
extent the linguistic variables can predict theadactors.

Not all the social factors in the present studyenginary categorical variables such as gender,
however. Age and social class were treated asmanis variables in the present study and it coeld b
argued that they could be divided in categoricaiades of three or even more categories (e.g.ppe
middle and lower class). However, given that theber of subjects examined in this study is rel&ive
low, it was chosen to adopt a logistic regressasrafl of the social factors by taking the mediatues
of age and social class and then divide the subjadivo groups, as explained in Section 3.2.1sThi
option was chosen because the number of subjec¢hsirstudy is insufficient for performing more

advanced types of regression on categorical vasalith more than two categories.
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Another finding of the present study so far is thatlinguistic variables show a highly significant
effect for the Task in which they were produced.abadress this problem, for each social factor four
logistic regressions are carried out: one appbeatié complete FMT corpus and one for each Task sub
corpus.

The Sections below present and explain the restiémch of the logistic regressions carried
out for the present work. Since a logistic reg@sshould contain as few uncorrelated predictors as
possible, the regressions below only include thioggiistic variables that for each pattern showes t

highest effect for the social factor considered.
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6.1 The prediction of gender

In Section 5.1 it was concluded that two pattefngadation can be observed for gender in the
FMT corpus: aapport/report discourse orientationthat is found only in Task 1 andpaliteness
discourse orientation pattern that is more often found in texts produbgdfemales in personal
threatening letters such as Task 3. A logisticeasgion model was therefore fitted to the dataedipt
gender using as predictors the following linguistaziables that belong to the patterns above: deep

formality, swear words, and positive emotion wor@lse results of the regressions are in Table 6-1

below.

Table 6-1 — Table showing the results of the logistic regressions with outcome variable Gender and predictors deep
formality, swear words, and positive emotion words. The table displays the model fit statistics and the coefficient
statistics for each logistic regression. * = p <0.10; ** = p < 0.05; *** =p < (.01

Whole FMT corpus* Task 1 Task 2 Task 3
y2 = 23.557** ¥? = 6.136* ¥? = 5.330 ¥? = 23.063**
Model fit Nag. R = 0.105 Nag. R = 0.083 Nag. R = 0.072 Nag. R = 0.294
Coefficients
Variable B [Exp(B)] B [Exp(B)] B [Exp(B)] B [Exp(B)]
Deep -0.053 [0.95]* -0.11 [0.89]** -0.06 [0.94] -0.03[0.97]
formality
Swear -1.54 [0.21]** -0.6 [0.55] -2.45 [0.09] -1.51 [0.22]*
words
Positive
0.16 [1.17 -0.18[0.83 0.23[1.25 . 78]**
emotion [ ] [ ] [ ] Q.58 [1.78
words
2.28 6.32 2.16 -0.11
Constant

* = This regression was run using Robust Standard eors to account for the fact that one person produaemore

than one Task.

The %2 statistics in the first row of the table indicatbe ability of the model to explain the
variance of the outcome variable given the predictas the significance values indicate, three fede
out of four were successful in predicting gendea atgher rate than chance: the model for the whole
FMT corpus, the model for Task 1 and the modeTsk 3. This result thus suggests that even though
on a large number of cases it is possible to prggicder with a certain degree of confidence, &t b

results are achieved when texts like Task 3 arsidered alone with some success for Task 1-likis tex
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while in Task 2 it is not possible to distinguisie tgenders using linguistic features with any degife
certainty.

In Table 6-1, the statistics associated with thedigtors are given for each model. The value
expressed under the headBigEXp(B)] in each column expresses the coefficient of thabbe in the
equation underlying the model. The p-value assediatith this coefficient indicates whether the
predictor makes a significant contribution towartie prediction of the outcome variable. The
coefficients of the logistic regression model irblEa6-1 suggest that deep formality is a variabé t
contributes to the prediction of gender only inKdsand when the corpus is considered as a whole,
whereas the variables swear words and positiveiemabrds contribute significantly to the predictio
of gender only in Task 3. In Table 6-2 below, th® tclassification tables generated by the two

significant models above are reproduced.

Table 6-2 — Classification table for the three significant models (whole FMT corpus, Task 1 and Task 3) that predict
Gender using the variables: deep formality, swear words and positive emotion words.

Predicted
Observed Gender Percentage correct
Whole
Male | Female
FMT
Gender | Male 109 46 70.3
Corpus
Female | 65 67 50.8
61.3
Predicted
Observed Gender Percentage correct
Male | Female
Task 1
Gender | Male 37 15 71.2
Female | 26 18 40.9
57.3
Predicted
Observed Gender Percentage correct
Male | Female
Task 3
Gender | Male 36 15 70.6
Female | 13 31 70.5
70.5
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The classification tables indicate that in the vehleMT corpus using the logistic regression aboi® it
possible to classify the cases with a 61.3% acguiidds accuracy is, however, only achieved because
it is relatively easy to spot the male authorsceithe female authors are classified with a 50%
probability. When isolating Task 3, however, theules are far better, since both genders are Giksi
with the same accuracy of more than 70%. The esdilthe application of the model to Task 1 are
disappointing, thus suggesting that in a text simib Task 1 it is difficult to deduce the gendéthe
author from their deep formality, even though trasiable does show a significant effect.

These results indicate that even though the gerderdifferent in terms of their rapport/report
orientations in the corpus as a whole this diffegeis not large enough to predict gender. On therot
hand, the politeness discourse orientation diffegavbserved in Task 3 is distinctive enough tonallo
a classification of 70% of the cases but only ferspnal threatening letters. The findings therefore
support the idea that women and men differ in tbeicourse orientation only in contexts that allow
this difference to appear.

This study thus suggests that the profiling of gemd a forensic context is likely to be possible
only when an initial register analysis is perforntleat confirms that the text the analyst is dealisitty
is a personal threatening letter. In Task 3, whisgecontext pushes both sexes to focus on thedréipp
rather than the ‘report’ aspect of the context, difference between the genders lies in the way
emotionality is managed rather than in whethectrgext is interpreted as being a ‘rapport’ or aep
one and this is likely to be the case becausedmilders understand that context to be fundamemtally

‘rapport’ one.

6.2 The prediction of age

In Section 5.2 it was concluded that four pattevhsariation can be observed for age in the
FMT corpus: aecrease of syntactic complexityith age mostly observed in Task 1decrease of
Involved discoursewith age characterised by both an Involved disseand a decrease in emotional
language and observed in different shapes in althlee Tasks, an increasecohcisenessvith age
that is however not found in Task 3, and the preserf differentpatterns of stance realisatiorthat
distinguish younger from older writers in Task 1llogjistic regression model was therefore fitteth®
data to predict age using as predictors the foligwlinguistic variables that belong to the patterns
above: dependent clauses per sentdyeas a main verpaverage t-unit length, Dimension 5, Baayen'’s
P, tokens, deep formality, Dimension 4, and totab&on words. The results of the regressions are in
Table 6-3 below.
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Table 6-3 - Table showing the results of the logistic regressions with outcome variable Age and predictors dependent
clauses per sentence, be as a main verb, average t-unit length, Dimension 5, Baayen’s P (multiplied by 100), tokens,
deep formality, Dimension 4, and total emotion words. The table displays the model fit statistics and the coefficient
statistics for each logistic regression. Three outliers who did not use sentence boundaries and for whom the dependent
clauses per sentence score is therefore skewed were removed from this analysis. * = p < 0.10; ** =p < 0.05; *** =p
<0.01.

Whole FMT corpus* Task 1 Task 2 Task 3
¥2 = 34.161%+ ¥2 = 30.482%* y2 = 25.793* ¥2 = 16.840%
Model fit Nag. R = 0.155 Nag. R = 0.374 Nag. R = 0.324 Nag. R = 0.224
Coefficients
Variable B [Exp(B)] B [Exp(B)] B [Exp(B)] B [Exp(B)]
Dependent
- * -
clauses per 0.14 [1.15] 1.43[0.24] 0.63[0.53] 0.27 [1.3]
sentence
Beas main 0.35 [1.4]* 0.68 [1.98]* -0.31 [0.74] 0.24 [1.28]
verb
Average t-unit -0.16 [0.85] 0.12[1.13] -0.02 [0.98] -0.28 [0.76]**
length
- - k%
Dimension 5 0.003 [1] 0.19 [0.83 0.02 [1.02] 0.07 [1.1]
Baayen’s P 0.02.6 [0.13] 0.136 [1.15]* 0.18 [1.2]** 0.06 [1.06]
(*100)
Tokens -0.004 [1] 0.003 [1] 0.002 [1] 0.007 [1]
Deep 0.07[1.081* 0.053 [1.05] 0.08 [1.1] 0.09[1.1]
formality
Dimension 4 0.03 [1.03] -0.006 [0.99] -0.07 [0.94] 0.08 [1.1]
Emotion -0.24 [0.78]*** -0.25[0.78] -0.23[0.79] -0.33 [0.71]**
words
-0.41 -8.53 -8.12 -4.4
Constant

* = This regression was run using Robust Standard eors to account for the fact that one person produaemore

than one Task.

The results of the regressions indicate that agéeauccessfully predicted in the FMT corpus
both in the corpus as a whole and in each of tleethasks. However, similarly to gender, the vaesb

and therefore the linguistic patterns that alloig firediction are different depending on the Tdgle
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regressions confirm that the degree of syntactimpiexity paired with the increase in intrinsic
vocabulary rarity are good indicators of age owlyfbrmal letters similar to Task 1. As the formali
of the letter decreases, these differences bettieeage groups disappear thus pointing again to the
‘style’ explanation rather than to the ‘working menyi explanation of this effect. In Task 3, the
variable that significantly predicts age is the réegof emotionality of the text. Even though it was
shown in Section 3.2.1 that the distribution of eggkewed for gender in the FMT corpus, the faat t
emotionality in general and not only positive erantwords distinguish age groups is evidence that it
is not the skeweness in the data that is resp@&blthe results. The presence of only one sicguitft
variable among the predictors of age in Task 2,yBas P, could indicate that as the personal
knowledge and/or formality of the text decreases ¢fffect of age on syntactic complexity also
decreases and that therefore in texts similar 8k Rait is more difficult to predict age. When rsigr
variation is not controlled for, then these geneatterns can still be discerned but less stroragiy,
this is particularly true for the conciseness pattBeep formality turns out to be a significarggictor
of age in the whole FMT corpus but this effect ggars when register variation is controlled. An
explanation of this phenomenon could be that deapdlity summarizes several patterns of variation
that do not present themselves if register varidamot controlled. Similarly, another explanatoauld
be that the effect of age on deep formality is $auadl it can therefore only be captured when aelarg
data set is considered.

The classification tables generated by using thdatsoabove to predict the FMT cases are

displayed in Table 6-4 below.
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Table 6-4 - Classification table for the four significant models (whole FMT corpus, Task 1, Task 2 and Task 3) that
predict Age using the variables: dependent clauses per sentence, be as a main verb, average t-unit length, Dimension 5,
Baayen’s P (multiplied by 100), tokens, deep formality, Dimension 4, and total emotion words.

Predicted
Observed Age Percentage correct
Whole
Younger 40 | Older 40
FMT
Age | Younger 40 241 37 86.71
Corpus
Older 40 148 130 46.67
71.6
Predicted
Observed Age Percentage correct
Younger 40 | Older 40
Task 1
Age | Younger 40 38 14 73.1
Older 40 16 25 61
67.7
Predicted
Observed Age Percentage correct
Younger 40 | Older 40
Task 2
Age | Younger 40 40 12 76.9
Older 40 17 24 58.5
68.8
Predicted
Observed Age Percentage correct
Younger 40 | Older 40
Task 3
Age | Younger 40 39 12 76.5
Older 40 17 24 58.5
68.5

The classification tables indicate that overall possible to deduce whether somebody is older
or younger than 40 with about 70% accuracy in ladl EMT texts, independently from the Task.
However, as seen in Table 6-4 above, the varidbétsare used to reach these conclusions areehtfer

depending on the Task. In all the models excepoftteefor Task 1, however, the percentage of correct
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attributions is mostly increased by the correctsifecation of the authors younger than 40. Intiistjc
terms, the findings of these regression analysggesut that when individuals are faced with the exint

of writing a formal letter that is informational imature they tend to use more convoluted syntax if
younger than 40. When dealing with a Task 3 typéedesuch as a personal threatening letter, then
individuals younger than 40 also tend to use maretnal language. However, as the classification
tables show, even when register analysis is natuated for, it is still possible to achieve a sanil

accuracy rate using a combination of both lingaipatterns.

6.3 The prediction of undergraduate degree only

The prediction of individuals with an undergraduategree only follows a different
methodology than for the other social factors. Reapth an undergraduate degree only in the FMT
dataset were 15 (for a total of 45 cases) compar@8 subjects with a lower or higher educatiore Th
paucity of subjects in this category means thatidgestic regression can be carried out only on the
complete FMT data set, since otherwise the regresdbr each single Task would consist of only 15
cases, which is not enough to be able to produ@mimgful results. A new table was therefore created
for the purpose of this analysis by using the 4&saroduced by subjects with an undergraduateeegr
only compared to 22 random texts produced by pesiptout degree and 23 produced by people with
a postgraduate degree.

As reminded in Section 6, individuals with an urgtaduate degree only are more likely to
manifesimmature devices of elaboration A logistic regression model was therefore fittethe data
to predict an undergraduate degree only usingeaigtors the following linguistic variables thatdray
to the pattern above: P-Density, coordinating cociions, split auxiliaries, split infinitives and

stranded prepositions. The results of the regrassace in Table 6-5 below.
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Table 6-5 - Table showing the results of the logistic regression with outcome variable Undergraduate Degree Only and
predictors P-Density (multiplied by 100), coordinating conjunctions, split auxiliaties, split infinitives
(presence/absence), and stranded prepositions (presence/absence). The table displays the model fit statistics and the
coefficient statistics for each logistic regression. * = p < 0.10; ** =p < 0.05; *¥* = p <0.01.

Whole FMT corpus*

¥=9.4
Model fit Nag. R =0.07

Coefficients

Variable B [Exp(B)]

P-Density 0.07 [1.07]

Coordinating conjunctions 0.41[1.51]

Split auxiliaries 0.63 [1.87]

Split infinitives 1.16 [3.2]*

Stranded prepositions 0.57[1.76]
-5.69

Constant

* = This regression was run using Robust Standard eors to account for the fact that one person produaemore

than one Task.

The logistic regression model fitted to the whateptis did not produce classificatory results
that are higher than chance. Therefore, the mod@ates that the prediction of undergraduate adegre
only is not possible in the FMT corpus. Howevertémrms of general conclusions, it is worth noting
that for other social factors the best results veétained when register variation was controlleide6
the paucity of data for this social factor it was possible to control register variation. It igrexnely
likely that when register variation is accounteid thodel can become useful and future studies dhoul

consider testing this hypothesis.

6.4 The prediction of social class

In Section 5.4 it was concluded that eight pattefiénguistic variation can be observed for
social class in the FMT corpus: a positive corretabetween SCI and the leveleftrinsic vocabulary
rarity that affects the whole FMT corpus, combined withr@aterdensity of information in general
across the whole corpus, a gredtanit complexity in Task 2, an increase in the numbemofin
modifications with SCI in general across the whole corpus butenspecifically in Task 1, a decrease

of t-units per sentencewith SCI across the whole corpus, and an increbdeep formality with SCI
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across the whole corpus but more specifically iskTha A logistic regression model was therefotedit
to the data to predict social class using as ptedithe following linguistic variables that belottgthe
patterns above: Advanced Guiraud 1000, mean rscitye, average word length, lexical density, deep
formality, average t-unit length, total adjectivisat relative clauses on subject position, t-units per
sentence. The continuous social factor SCI wasdrralown in two classes for the present analysts tha
are here named Middle and Working class. Thesectasses mostly represent the division between

managerial, administrative or professional occupestion one hand against skilled or unskilled manual

The prediction of the social factors

occupations on the other hand. The results ofdbeessions are in Table 6-5 below.

Table 6-6 - Table showing the results of the logistic regressions with outcome variable Social Class and predictors
Advanced Guiraud 1000, mean rarity score, average word length, lexical density (multiplied by 100), deep formality,
average t-unit length, total adjectives, that relative clauses on subject position (presence/absence), and t-units per
sentence. The table displays the model fit statistics and the coefficient statistics for each logistic regression. Three
outliers who did not use sentence boundaries and for whom the dependent clauses per sentence score is therefore skewed

were removed from this analysis. * =p < 0.10; ** =p <0.05; *** =p <(.01.

Whole FMT corpus* Task 1 Task 2 Task 3
¥2 = 46.801*+* ¥2 = 36.669*+* ¥2 = 26.890*+* ¥2=11.971
Model fit Nag. R = 0.213 Nag. R = 0.446 Nag. R = 0.344 Nag. R = 0.168
Coefficients
Variable B [Exp(B)] B [Exp(B)] B [Exp(B)] B [Exp(B)]
Advanced 0.54 [1.71]* -0.08 [0.92] 0.88 [2.41]* 0.68 [1.98]
Guiraud 1000
Mean rarity 0.009 [1.01] 0.06 [1.06] 0.04 [1.04] -0.05 [0.95]
score
Average word 0.57 [1.77] 1.38 [3.96] 0.37 [1.45] 0.68 [1.98]
length
Lexical 0.04 [1.05] 0.45 [1.57]*** -0.06 [0.94] 0.03 [1.03]
density
Deep -0.09 [0.91]*** -0.14 [0.87]* -0.11 [0.89] -0.07 [0.93]
formality
Average t-unit -0.01 [0.99] 0.01 [1.01] 0.05 [1.05] -0.08 [0.92]
length
Total 0.11[1.11] 0.009 [1] 0.2[1.22] 0.06 [1.086]
adjectives
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that relative

clauses on 0.99 [2.69]*** 2.64 [13.98]*** 0.65 [1.91] 0.3[1.35]
subject
position
t-unit per -1.21 [0.3]* 1.45[4.27] -2.09 [0.12]* -1.67 [0.19]**
sentence
-0.43 -20.21 3.89 1.46
Constant

* = This regression was run using Robust Standard eors to account for the fact that one person produaemore

than one Task.

As they? tests indicate, out of four logistic regressiondeis, three allowed a prediction
significantly higher than chance: the model forwiele corpus and the models for Task 1 and Task 2.
The high significance level obtained by these mededicates that among all of the social factoes th
prediction of social class is the one more likaly de accurate. Even though the variables that
significantly contribute to the prediction slightiary across the different models, the basic patteat
is present in all of the models is the higher dgnsi information especially in the form of complex
noun phrases for the individuals classified as ieidthss. The management of t-units is a significan
predictor of class in all the models except fortimdel for Task 1. Even in Task 3, where the gtesis
indicate that class could not be predicted with degree of reliability, the variable t-units pentance
is still a significant predictor of class. This ¢ioms again that the management of the t-unitsegari
greatly by social factors than by register variationlike almost all the other variables examinmethie
present study. The classification tables genetayaasing the models above to predict the FMT cases

are displayed in Table 6-7 below.
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Table 6-7 - Classification table for the four significant models (whole FMT corpus, Task 1, and Task 2) that predict
Social Class using the variables: Advanced Guiraud 1000, mean rarity score, average word length, lexical density
(multiplied by 100), deep formality, average t-unit length, total adjectives, that relative clauses on subject position
(presence/absence), and t-units per sentence.

Predicted
Observed Age Percentage correct
Whole
Working | Middle
FMT
Age | Working 93 41 09.4
Corpus
Middle 44 91 67.4
68.4
Predicted
Observed Class Percentage correct
Working | Middle
Task 1
Class | Working 36 9 80
Middle 11 34 75.6
71.8
Predicted
Observed Class Percentage correct
Working | Middle
Task 2
Class | Working 33 12 73.3
Middle 11 34 75.6
74.4

The high percentages of re-classification confine tesults of the logistic regression model.
The best results for class as well as for any atietel presented above are observed for Task Tewhe
almost 78% of the participants could be correctlyitauted to middle or working class just by
automatically analysing their language. The redsorthis result is likely to lie in the nature dfet
register of Task 1. Since Task 1 requires a ceteaial of formality, middle class individuals, who
come from managerial or administrative positiong more used to the kind of language that is
appropriate to a formal context. In other wordsis tlanalysis confirms Bernstein's (1960)
restricted/elaborated code model and it confirmas tising this knowledge it is possible to prediet t
class of an individual using a linguistic analysitis same theoretical explanation also manages to

explain why it is not possible to successfully pcedlass in Task 3. As Bernstein (1962) explaihs,
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codes are heavily predicted by the situational espa the extra-linguistic context. In a situat&uch
as the one simulated by Task 3 it is likely thagremiddle class individuals use a restricted cadbia
is the most appropriate code to use in this sitnaffhe regression models therefore provide further

evidence to the usefulness of Bernstein’s thearyhe forensic profiling of social class.

6.5 Conclusions

Chapter 6 has dealt with the problem of using tatepns of linguistic variation found in
Chapter 5 for the profiling of the social factof$ie results of the regression models show that the
profiling of the social factors can be performedl @ahat the performance of the models is usually

increased by controlling for register variationblea6-8 below summarises all the results.

Table 6-8 — Summary of the results of Chapter 6. Each cell reports the percentage of reclassification of a regression
model for a specific social factor in a specific Task or for the whole FMT corpus. Below the percentage, the variables
that contributed to the ptrediction are reported in order of significance. An “N/A” was used for those models fot which
the y2 test was not significant.

Whole FMT Task 1 Task 2 Task 3
corpus
61.3% 57.3% N/A 70.5%

Gender swear words, deep deep formality positive emotion words,
formality swear words
71.6% 67.7% 68.8% 68.5%
emotion wordsbe as Dimension 5, Baayen's| Baayen’s P emotion words, average
Age main verb, deep P,beas main verb, t-unit length
formality dependent clauses pel
sentence
N/A
Undergraduate
degree only

68.4% 77.8% 77.4% N/A

deep formalitythat lexical density, that t-unit per sentence,

relative clauses on relative clauses on | Advanced Guiraud 100!

Social class subject position, subject position, deep
Advanced Guiraud formality
1000, t-unit per

sentence

Table 6-8 summarises all the results of Chapt&hése results suggest that gender is the most
difficult social factor to profile as opposed tac&d class, which is the easiest social factorradile.
The only social factor that did not report any tes@s ‘undergraduate degree only’, although vteisy
likely that the absence of results is dependerthermpaucity of data. In all the cases except fer, Hue

isolation of the register, which was performed byteolling the Task, resulted in better performance
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of the models. More importantly, the variables thighificantly contributed to the prediction of the
social factors always varied from Task to TasksTesult indicates that it is essential that thysster

of the text is identified before the profiling aysik is performed. The results of the models used t
predict the social factors suggest that the gerptibrns of variation identified in Chapter 5 ¢an
used for profiling, even though, generally speakihg results are valid only for about 70% of thees.
This result is in line with previous literaturethaugh this is the first time these results areea@d on
such a small data set made up of short simulatdidimes forensic texts.

The results of the analyses of Chapter 6 suggasthen profiling gender, in a text similar to
Task 1, the difference between tleport discourse orientation typically employed by maléhats as
opposed to theapport discourse orientation typically employed by femalghors is successful in
distinguishing the genders only with a 61% accur&tywever, for personal texts such as Task 3, a
politeness discourse orientation pattern based @mrdination of positive emotion words and swear
words is useful in predicting gender with a 70%usacy. For age, the main finding consisted in the
fact that as individuals get older, when produdimignal texts such as Task 1, the level of syntactic
complexity that they produce decreased while thmiel of conciseness increased. This finding is
compatible with previous literature that found saneffects in other registers and in the preseta d
set the knowledge of the individual's performanoettiese two dimensions allowed the prediction of
being older or younger than 40 with about 70% asxyrIn texts such as Task 3, similar level of
accuracy in prediction were reached only by lookihthe degree of Involved and emotional discourse,
which decreased with age as predicted by previtudies. For level of education and social class,
similar findings were obtained that generally iradéd that individuals with a low social class index
low education are less likely to produce uncommexichl items and complex grammatical patterns
independently from the register. A finding of thregent study is that social class is a far bettsdiptor
of these two linguistic patterns than educatiomstindicating that the family environment of the
subjects greatly contributed to their linguistioguction. Social class was also the social fadtat t
could be predicted with the greatest accuracyakl possible to determine whether somebody belonged
to middle or working class background with an aacyrof almost 80% on the basis of vocabulary and
grammar use, as predicted by the literature angaiticular by Bernstein’s (1960) code theory.

In conclusion, Chapter 6 showed how the patterimgdistic variation observed in previous
studies and found to be present also in fabricat@ictious texts can be applied to produce modeis th
can profile the social factors. These models predasults that are on average 70% accurate. Hoyever
register variation should be accounted for befaralysing a text for profiling. The next Chapter

concludes the present work with a summary of teeettation.
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7 Final conclusions

The aim of the present work consisted in makinigsh $tep towards filling a series of gaps in
the present state of the art of forensic authorphyfiling. These gaps were listed in Section 1s2 a
follows:

1. The lack of a systematic summary of the relatigm&l@tween linguistic variation and a range
of social variables, including gender, age, lededaucation and social class;
2. The lack of integration of linguistic theory intarcent research on authorship profiling and,
consequently, a general disregard for the impoeaficegister variation;
3. The lack of research in authorship profiling baghekctly on malicious texts, such as
threatening letter, ransom demands, etc.;
4. The lack of an objective methodology or protocal &mthorship profiling in the forensic
context.
This project intended to make a first step towdiliag in these gaps by carrying out a study that
involved looking at the already established pagtarhsociolinguistic variation in texts that reséenb
malicious forensic texts produced in an experimergadition that controls for register variation.

To do so, the present work started with an explomaof the literature in Chapter 2 that
highlighted a series of previous findings on theeations between language use and the sociarfact
gender, age, level of education and social classs@ findings were organised in patterns of lirtguis
variation that include several linguistic variablEsen though these patterns were meant to bectedle
in order to be tested on the sample of fabricataticrous texts produced in an experimental setting,
this comprehensive literature review by itself nmkesignificant step towards filling gap (1). Fetur
researchers can use the literature review as & @iodeparture for further studies.

Since an experimental situation that involved fedied texts was chosen, the problem of the
validity of the data and of generalisations to auntit data sets was solved by collecting a set of
authentic malicious texts and testing for the lisjla comparability between the fabricated and the
authentic data set. This comparison is reportéchiapter 4 and consisted in two parts: (1) an aizalys
of the two corpora using Biber's (1988; 1989) ndittiensional analysis framework and (2) a test of
statistically significant difference between thepma for all of the linguistic variables gatheiffeoim
the literature review of Chapter 2. The analysisaded that both authentic and fabricated malicious
texts were similar to professional or personaklstiand that their average Dimensions scores ahd te
type distribution was strikingly similar. Only 13ibof 135 variables tested presented significantly
different results between the two data sets artdr af careful examination, only two of those 13
variables were found to present this differenceabee of the experimental conditions of the fabeidat
texts: the frequency of contractions and the frequeof proper nouns. For most of the remaining 11

variables, as well as for the slight differencethim Dimensions scores and text types, the explarsat
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for the difference consisted in the fact that wherthe fabricated texts were equally divided inyonl
three simulated communicative situations, the anttbenalicious texts corpus contained a variety of
communicative situations. The results indicate tinre is no important difference between the
fabricated and the authentic data and that thex¢far experimental conditions of the fabricateghasr
did not affect the linguistic production of the gadis. From these findings it follows that any tesaf

the sociolinguistic analysis of the fabricated dzsta be extended to real data.

After the comparison between the two data setsvalliothe confirmation that the fabricated
data set can be used as proxy for a sociolinguastatysis, Chapter 5 reported the verificationhef t
patterns of variation found in the literature fdretfabricated corpus. The aim of this Chapter
corresponded to providing an answer to the gapan@)(3), that is, the lack of research regardireg t
profiling of malicious forensic texts and the dgaed of register variation. The results of Chapter
indicate that previous findings on the relationsbgtween gender, age, level of education and social
class and language also apply to malicious foraesis. However, the present study highlighted that
register variation has to be controlled as thisaases considerably the power of profiling so@atdrs
since the patterns that predict a social factoofur register might be different from the pattaieat
predict that same social factor for another regigter gender, for example, it was found that whsre
in Task 1 it is the opposition between nouns amth@uns that presented a gender effect, in Task 3 it
was the opposition between positive emotion words swear words that presented a gender effect.
For deep formality, the score of an uneducated3@k person for Task 1 was the same as the score of
an educated high SCI person for Task 3. As theseetxamples suggest, the determination of which
register the analyst is dealing with is a priodlyd precursory to the task of authorship profiling.
Chapter 5 has also pointed out that what mattetiseiggeneral linguistic pattern rather than a singl
variable, since a general tendency compatible thighiterature is not always found using exactly th
same linguistic variables. Generally speaking fioe that the same functional patterns found ireoth
registers were also found in malicious forensi¢gedds to the validity of these patterns to bel use
forensic scenarios and it also validates themuturé uses, even though care should be taken iatareg
variation can confound the results. In conclusions,findings of Chapter 5 move the area of researc
of authorship profiling towards a better undersiagaf the relationship between the four sociatdex
here selected and language use.

After confirming the presence of the major patteshnguistic variations found in previous
studies for the FMT corpus, Chapter 6 presenteddabidts of a series of regression analyses aimed a
predicting the social factors. The regression a®dyerformed in this Chapter confirm that in geher
the social factors can be predicted with about @&tiracy even in texts as short as the ones coedide
for the present study, as long as the registdreofext is accounted for. The results of this stadiyress
gap number (4), as this study provides an init&l df models that constitute a first step towaads
systematic method for profiling malicious texts.afks to the contextualisation of these models in

previous research coming from several discipliités,possible to use these models to answer variou
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research questions that can be useful to impraadhuracy of the profile. Future research shoséd u
these findings as a start to generate new hypatidsch will in turn lead to better profiling pratols.

In conclusion, the present study suggests thatktagtors can be profiled using patterns of
linguistic variables. This knowledge can be usedhim future to create a methodology of forensic
authorship profiling. However, contrarily to therant ideology that is evident in some of the works
carried out for automatic authorship profiling, theesent study also suggests that the automatic
profiling of the author of a text is still far awagiven the complex interrelationships between the
linguistic variables, the social factors and thgister of the text, it is unlikely that a compupeogram
can profile efficiently the author of a disputedttevith the present state of the art, even thounigh t
might be possible at some stage in the future.hAtrhoment, it is more likely that the task of the
computer is to aid the analyst to spot and quarigftures that would otherwise be unnoticed or
unquantified. With the aid of a trained human asialyhowever, the present study suggests that
authorship profiling can be successfully applied¢cs many general patterns of social differentratio
in the use of certain linguistic variables are entdwvhen the register is controlled. The first $tepards
a standard protocol is to confirm that the findin§ishis study are replicated in similar experinscoin
new data. The regression models presented in Gtaptpresent a start towards this endeavour. Eutur
research should be dedicated to the confirmatidalsification of these models in the light of liigtic
and non-linguistic theories. Following this stemranconclusions can be drawn on the nature of the
linguistic variation exhibited by the social factand on what these patterns actually suggestto th
analyst. However, the present work points out thvatelements should be at the basis of this future
protocol: (a) a focus on register analysis as hmpirgary step to be performed before the profiliagd
(b) a focus on general patterns of linguistic ésiarather than on single variables. A future roeth
of authorship profiling would therefore be compkgitith the algorithm recently proposed by Nini and
Grant (2013), in which the analysis of registeéoiggrounded and considered essential for the aisaly
of social variation and paired with multivariateaqysis of the co-variation of many linguistic vdiies.
Most importantly, the findings of the present wastkongly suggest that future research should focus
on expanding our present knowledge of the linguigdiriables, which should remain at the centre of

the linguistic analysis of forensic texts.
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9 APPENDIX

9.1 Listof AMT texts

The table below displays all the texts of the AMFpus. The texts that did not reach the text
length requirement of 100 tokens are displayed Wgr text length highlighted. The asterisk next t

an element within a cell indicates that the infaiorais uncertain.
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Code Author ID | Tokens | Name Gender Age Nationality | Year Source
UNK53_01 | 63 654 Unknown Unknown | Unknown American* N/A FBI Vault (Al Gore, Sr., File 1)
UNK67_01 | 77 227 Unknown Unknown | Unknown American* N/A FBI Vault (Carl Sagan, File 1)
Charles
UNK26_01 | 33 57 Augustus Male 60 American N/A FBI Vault (Claudia Johnson, File 1)
Livezly
Charles
UNK26_02 | 33 57 Augustus Male 60 American N/A FBI Vault (Claudia Johnson, File 1)
Livezly
UNK27_01 | 34 67 Unknown Unknown | Unknown American* N/A FBI Vault (Claudia Johnson, File 1)
ERHA_01 97 582 Eric Harris Male 18 American 1999 FBI Vault (Columbine High School, File 1)
ERHA_02 97 184 Eric Harris Male 18 American 1999 FBI Vault (Columbine High School, File 1)
UNK72_01 | 82 111 Unknown Unknown | Unknown American* 1939 FBI Vault (Eddie Cantor, File 3)
UNK73_01 | 83 240 Unknown Unknown | Unknown American* 1942 FBI Vault (Eddie Cantor, File 4)
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UNK24_01 | 31 174 Unknown Unknown | Unknown American* N/A FBI Vault (Eisenhower, File 2)
UNK24_02 | 31 171 Unknown Unknown | Unknown American* N/A FBI Vault (Eisenhower, File 2)
UNK25_01 | 32 165 Unknown Unknown | Unknown American* N/A FBI Vault (Eisenhower, File 5)
UNK50_01 | 59 98 Unknown Unknown | Unknown Unknown N/A FBI Vault (Eleanor Roosevelt, File 27)
UNK51_01 | 60 79 Unknown Unknown | Unknown American* | 1941 FBI Vault (Eleanor Roosevelt, File 27)
UNK52_01 | 61 397 Unknown Unknown | Unknown American* 1943 FBI Vault (Eleanor Roosevelt, File 31)
UNK56_01 | 66 79 Unknown Unknown | Unknown American* N/A FBI Vault (Elizabeth Taylor, File 1)
UNK57_01 | 67 307 Unknown Unknown | Unknown American* N/A FBI Vault (Elizabeth Taylor, File 1)
Lloyd K. . .
LLCL_O01 62 329 Clemens Male Unknown American N/A FBI Vault (Eugene McCarthy, File 2)
UNK43_01 | 52 541 Unknown Male 65 American N/A FBI Vault (Frances Perkins, File 14)
UNK43_02 | 52 424 Unknown Male 65 American N/A FBI Vault (Frances Perkins, File 15)
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UNK82_01 | 92 571 Unknown Unknown | Unknown American* 1951 FBI Vault (Frank Sinatra, File 4)
UNK82_02 | 92 1026 Unknown Unknown | Unknown American* 1951 FBI Vault (Frank Sinatra, File 4)
UNK83_01 | 93 183 Unknown Unknown | Unknown American* 1976 FBI Vault (Frank Sinatra, File 6)
UNK84_01 | 94 165 Unknown Male Unknown American 1981 FBI Vault (Frank Sinatra, File 7)
UNK85_01 | 95 1602 Unknown Female Unknown American* 1985 FBI Vault (Frank Sinatra, File 7)
UNK86_01 | 96 51 Unknown Unknown | Unknown American* 1980 FBI Vault (Frank Sinatra, File 7)
GJBR_01 25 560 Unknown Unknown | Unknown American N/A FBI Vault (George Jackson Brigade, File 1)
UNK63_01 | 73 153 Unknown Unknown | Unknown American* N/A FBI Vault (George Steinbrenner, File 12)
UNK64_01 | 74 1080 Unknown Unknown | Unknown American* N/A FBI Vault (George Steinbrenner, File 12)
UNK64_02 | 74 1136 Unknown Unknown | Unknown American* N/A FBI Vault (George Steinbrenner, File 12)
UNK23_01 | 30 1101 Unknown Unknown | Unknown N/A N/A FBI Vault (Humphrey, File 15)
UNK21_01 | 28 303 Unknown Unknown | Unknown American* | N/A FBI Vault (Humphrey, File 4)

UNK22_01 | 29 118 Unknown Unknown | Unknown American* | N/A FBI Vault (Humphrey, File 8)
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UNK28_01 | 35 99 Unknown Unknown | Unknown American* N/A FBI Vault (Jesse Helms, File 1)
UNK29_01 | 36 55 Unknown Unknown | Unknown American* N/A FBI Vault (Jesse Helms, File 1)
UNK30_01 | 37 181 Unknown Male Unknown American* N/A FBI Vault (Jesse Helms, File 1)
UNK31_01 | 38 108 Unknown Unknown | Unknown American* N/A FBI Vault (Jesse Helms, File 1)
UNK32_01 | 39 187 Unknown Unknown | Unknown American* N/A FBI Vault (Jesse Helms, File 2)
UNK33_01 | 40 90 Unknown Male Unknown American* N/A FBI Vault (Jesse Helms, File 2)
UNK33_02 | 40 72 Unknown Male Unknown American* N/A FBI Vault (Jesse Helms, File 2)
PLPC_01 41 80 Unknown Unknown | Unknown American* N/A FBI Vault (Jesse Helms, File 2)
PLPC_02 41 304 Unknown Unknown | Unknown American* N/A FBI Vault (Jesse Helms, File 2)
UNK35_01 | 43 54 Unknown Unknown | Unknown American* N/A FBI Vault (Jesse Helms, File 3 or 4)

199




Appendix

UNK36_01 | 44 59 Unknown Unknown | Unknown American* N/A FBI Vault (Jesse Helms, File 3 or 4)
UNK34_01 | 42 116 Unknown Unknown | Unknown American* N/A FBI Vault (Jesse Helms, File 3)
UNK37_01 | 45 76 Unknown Unknown | Unknown American* N/A FBI Vault (Jesse Helms, File 5)
UNK38_01 | 46 45 Unknown Unknown | Unknown American* N/A FBI Vault (Jesse Helms, File 6)
UNK39_01 | 47 45 Unknown Unknown | Unknown American* N/A FBI Vault (Jesse Helms, File 7)
WASM_01 | 48 129 Walter Smalley | Male 74 American N/A FBI Vault (Jesse Helms, File 7)
UNK40_01 | 49 48 Unknown Unknown | Unknown American* N/A FBI Vault (Jesse Helms, File 7)
UNK54_01 | 64 164 Unknown Unknown | Unknown American* N/A FBI Vault (John Murtha, File 11)
UNK55_01 | 65 71 Unknown Male Unknown American N/A FBI Vault (John Murtha, File 29)
UNK41_01 | 50 104 Unknown Unknown | Unknown American* N/A FBI Vault (Joseph McCarthy, File 1)
UNK42_01 | 51 61 Unknown Unknown | Unknown American* N/A FBI Vault (Joseph McCarthy, File 5)
UNK46_01 | 55 153 Unknown Unknown | Unknown American* N/A FBI Vault (Joseph P. Kennedy, File 1)
UNK46_02 | 55 45 Unknown Unknown | Unknown American* N/A FBI Vault (Joseph P. Kennedy, File 1)
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UNK47_01 | 56 284 Unknown Unknown | Unknown American* | N/A FBI Vault (Joseph P. Kennedy, File 2)
UNK48_01 | 57 542 Unknown Female* Unknown American* N/A FBI Vault (Joseph P. Kennedy, File 4)
UNK49_01 | 58 92 Unknown Unknown | Unknown American* N/A FBI Vault (Joseph P. Kennedy, File 4)
UNK65_01 | 75 212 Unknown Unknown | Unknown American* N/A FBI Vault (Lucille Ball, File 1)

UNK66_01 | 76 233 Unknown Unknown | Unknown American* N/A FBI Vault (Lucille Ball, File 1)

UNK69_01 | 79 293 Unknown Unknown | Unknown American* N/A FBI Vault (Marlene Dietrich, File 1)
UNK81_01 | 91 122 Unknown Male 34 American 1992 FBI Vault (Micheal Jackson, File 9 part 1)
UNK81_02 | 91 292 Unknown Male 34 American 1992 FBI Vault (Micheal Jackson, File 9 part 1)
UNK81_03 | 91 295 Unknown Male 34 American 1992 FBI Vault (Micheal Jackson, File 9 part 1)
UNK45_01 | 54 188 Unknown Unknown | Unknown American* N/A FBI Vault (Robert F. Kennedy, File 9)
UNK71_01 | 81 58 Unknown Unknown | Unknown American* N/A FBI Vault (Roberto Clemente, File 1)
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UNK68_01 | 78 107 Unknown Male* 23%* American* N/A FBI Vault (Rocky Marciano, File 1)
UNK68_02 | 78 216 Unknown Male* 23%* American* N/A FBI Vault (Rocky Marciano, File 1)
UNK68_03 | 78 120 Unknown Male* 23%* American* N/A FBI Vault (Rocky Marciano, File 1)
UNK70_01 | 80 62 Unknown Unknown | Unknown American* | N/A FBI Vault (Sammy Davis Jr, File 3)
UNK44_01 | 53 278 Unknown Unknown | Unknown American* N/A FBI Vault (Sen. George Norris, File 1)
UNK80_01 | 90 739 Unknown Unknown | Unknown American* 1960 FBI Vault (Steve Allen, File 1)
UNK80_02 | 90 715 Unknown Unknown | Unknown American* 1960 FBI Vault (Steve Allen, File 1)
UNK80_03 | 90 763 Unknown Unknown | Unknown American* 1960 FBI Vault (Steve Allen, File 1)
UNK20_01 | 27 296 Unknown Unknown | Unknown American* N/A FBI Vault (Ted Kennedy, File 11)
UNK19_01 | 26 309 Unknown Unknown | Unknown American* N/A FBI Vault (Ted Kennedy, File 2)
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UNK74_01 | 84 28 Unknown Unknown | Unknown American* | 1964 FBI Vault (The Beatles, File 9)

UNK77_01 | 87 166 Unknown Unknown | Unknown American* 1944* FBI Vault (Walter Winchell, File 19)

UNK78_01 | 88 173 Unknown Unknown | Unknown American* 1944 FBI Vault (Walter Winchell, File 19)

UNK79_01 | 89 113 Unknown Unknown | Unknown American* 1944 FBI Vault (Walter Winchell, File 22)

UNK75_01 | 85 89 Unknown Unknown | Unknown American* 1937 FBI Vault (Walter Winchell, File 4)

UNK76_01 | 86 951 Unknown Unknown | Unknown American* 1938 FBI Vault (Walter Winchell, File 5)

ERRU_01 6 279 Eric Rudolph Male 32 American 2000 Gales, T. A 2010. Ideo.logl.es of Violence: a Corpus and Discourse Analytic Approach to Stance in
Threatening Communications

UNKO7_01 | 12 328 Unknown Male* 40+ N/A N/A Gales, T. A 2010. Ideo.logi.es of Violence: a Corpus and Discourse Analytic Approach to Stance in
Threatening Communications

UNK08_O01 | 13 100 Unknown Unknown | Unknown N/A N/A Gales, T. A 2010. Ideo.logl.es of Violence: a Corpus and Discourse Analytic Approach to Stance in
Threatening Communications

LUHE_01 1 414 Luke Helder Male 21 American 1980 Olsson, J. 2003. Forensic Linguistics: An Introduction to Language, Crime and the Law

MISA_01 2 272 Micheal Sams Male 51 English 1990 Olsson, J. 2003. Forensic Linguistics: An Introduction to Language, Crime and the Law

UNKO09_01 | 14 381 Unknown Unknown | Unknown American* 1996 Olsson, J. 2003. Forensic Linguistics: An Introduction to Language, Crime and the Law

UNK14_01 | 20 162 Unknown Unknown | Unknown N/A N/A Olsson, J. 2003. Forensic Linguistics: An Introduction to Language, Crime and the Law
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UNK87_01 | 99 183 Unknown Unknown | Unknown American* Unknown | Pennebaker, J. 2011. The Secret Life of Pronouns
UNKO1_01 | 3 353 Unknown Female 70 English 2010 Private collection
UNKO2_01 | 4 506 Unknown Male 48 English N/A Private collection
UNKO02_02 | 4 267 Unknown Male 48 English N/A Private collection
JomMc_o1 5 524 Anonymised Male 46 English N/A Private collection
UNKO03_01 | 7 148 Unknown Male 30* N/A N/A Private collection
ROSP_01 8 325 Anonymised Male 30+* American N/A Private collection
ROSP_02 8 542 Anonymised Male 30+* American Private collection
UNKO5_01 | 10 93 Unknown Unknown | Unknown N/A N/A Private collection
UNK10_01 | 15 353 Unknown Female 35+ N/A N/A Private collection
UNK11_01 | 16 388 Unknown Male 55+ N/A N/A Private collection
UNK12_01 | 17 603 Unknown Unknown | Unknown N/A N/A Private collection
JOSA_01 18 125 Anonymous Male 19 N/A N/A Private collection
UNK13_01 | 19 437 Unknown Unknown | Unknown N/A N/A Private collection
UNK15_01 | 21 286 Unknown Unknown | Unknown N/A N/A Private collection
UNK15_02 | 21 270 Unknown Unknown | Unknown N/A N/A Private collection
UNK16_01 | 22 257 Unknown Unknown | Unknown N/A N/A Private collection
UNK17_01 | 23 495 Unknown Unknown | Unknown N/A N/A Private collection
UNK18_01 | 24 1078 Unknown Unknown | Unknown N/A N/A Private collection
UNK58_01 | 68 402 Unknown Unknown | Unknown Unknown N/A Private collection
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UNK59_01 | 69 870 Unknown Unknown | Unknown Unknown N/A Private collection
UNK60_01 | 70 210 Unknown Male 30 American N/A Private collection
UNK61_01 | 71 624 Unknown Male 30 American N/A Private collection
UNK61_02 | 71 407 Unknown Male 30 American N/A Private collection
UNK62_01 | 72 371 Unknown Male 35 English N/A Private collection
UNK8S_01 | 101 286 Unknown Unknown | Unknown Canadian 2009 Web search ( http://wwyv‘vancouverlte.com/2009/07/16/home—grown-canad|an-terror|sts-
threaten-b-c-gas-operations/)
. Web search
UNK88_01 | 100 104 Unknown Unknown | Unknown English 2010 (http://news.bbc.co.uk/1/shared/spl/hi/pop_ups/08/uk_animal_rights_trial/html/3.stm)
UNK90_01 | 102 123 Unknown Unknown | Unknown Unknown 2011 Web search (http://shogvalue.com/a-threatening-letter-i-received-after-post-about-david-house)
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UNK90_02 | 102 177 Unknown Unknown | Unknown Unknown 2011 Web search (http://shogvalue.com/a-threatening-letter-i-received-after-post-about-david-house)
UNK90_03 | 102 116 Unknown Unknown | Unknown Unknown 2011 Web search (http://shogvalue.com/a-threatening-letter-i-received-after-post-about-david-house)
Web search
i *
UNK92_01 | 104 154 Unknown Unknown | Unknown American 2009 (http://slog.thestranger.com/slog/archives/2009/01/06/gay_bars_receive_threatening)
UNK91_01 | 103 351 Unknown Unknown | Unknown American* | 2007 Web search (http://www.anthraxinvestigation.com/GS-thoughts.html)
UNK94_01 | 106 123 Unknown Unknown | Unknown Unknown 2013 Web search (http://www.bobsblitz.com/2013/04/heres-threatening-letter-rc-sent-to.html)
UNK88_02 | 100 139 Unknown Unknown | Unknown English 2010 Web .search (http:/{www.c.la'|Iyma|I.co.uk/news/artlcle—1323573/An|maI—rlghts-actmsts-targeted—
Huntingdon-Life-Sciences-jailed.html)
UNK95_01 | 107 104 Price Male Middle-age | American 1996 Web search (http://www.examiner.com/article/terrorism-and-domestic-violence-america)
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UNKO4_01 | 9 102 Unknown Unknown | Unknown N/A N/A Web search (http://www.krge.com/dpp/news/crime/who-wrote-threatening-letter)
UNK93_01 | 105 250 Unknown Unknown | Unknown Unknown 2005 Web search (http://www.rawa.org/debellis.htm)

UNK96_01 | 108 165 Aslam Butt Male* Unknown | Unknown | 2013 Xf:a:::i:g_(ehn:t:ii{f/rzxgj::ﬁ{;mzitories/wo1304/500103/pakiStanﬂpen»letteFon_a_
ZOKI_01 98 406 Zodiac killer Unknown | Unknown Unknown 1969 Web search (http://www.zodiackiller.com/letters_index.html)

ZOKI_02 98 601 Zodiac killer Unknown | Unknown Unknown 1969 Web search (http://www.zodiackiller.com/letters_index.html)

ZOKI_03 98 205 Zodiac killer Unknown | Unknown Unknown 1969 Web search (http://www.zodiackiller.com/letters_index.html)
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UNKO06_01

11

461

Unknown

Female*

26*

American

2011

Web search (https://sites.google.com/a/truthaboutbills.com/www/News-
Feed/threateninglettertowirepsenators)

208




Appendix

9.2 The Experiment tasks

CODE:

Thank you for agreeing to participate in this experiment. The study is concerned
with cases of interaction that are unfavourable or undesirable for the addressee.

The experiment consists of three tasks. For each, you will need to put yourself
imaginatively in the situation that is described and then write a short text (at
least 300 words) according to the guidelines provided.

The information you provide will be treated confidentially and will not be used
for purposes other than the statistical measurement required for the present
study.
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SITUATION (1): Last year you bought a travel package from the FirstHoliday travel agency.
Unfortunately, the holiday was totally unsatisfactory and you feel that it was not worth the price you
paid. Indeed, you feel that the company should give you a refund.

TASK (1): Write a letter to the agency. You must not only express your feelings of dissatisfaction, but
also describe how and why the situation made you very upset and angry. Warn them about possible
legal action and ask for a partial refund of £500.

SITUATION (2): The economic crisis is making your life significantly more difficult. You feel frustrated
that the coalition government is not addressing the issue as seriously as it deserves and you are
worried that you might lose your job in the next few months if the planned cuts are not rescinded.
You therefore think it is time to send a letter to them to make sure they understand that voters like
you are unhappy and desperate.

TASK (2): Write an anonymous letter, signed as “A disappointed voter”, to the Prime Minister
showing your disappointment in how the government is managing the economic crisis. Express how
the recession has hit you and that you are very angry that nothing has been done to prevent the
situation. Make it very clear that you won’t vote for them again if they don’t change policies.

SITUATION (3): You are an employee of a company where you have been working for a long time.
You have a newly appointed boss who is extremely abusive to you and to your colleagues and
apparently does not value your work. To scare your boss, you are planning to make him think that if
he does not change his unreasonable behaviour, someone will damage his car.

TASK (3): Write an anonymous letter, signed as "An angry employee", where you express your
thoughts and feelings about his abusive behaviour. As well as expressing your views, scare your boss
by using one of the following options for each category:

(a) car parts to be damaged: bodywork mirrors - tyres - lights
(b) object used to damage: baseball bat - jack - nail - spray paint

(c) time: early morning - lunch break — night
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9.3 Thequestionnaire

Code:

Please fill in this field by using the first two letters of your name followed by the first two letters of
your surname. Example: Mr John Smith -> Code: JOSM

Gender

£

Male

£

Female

Age

—

What is the highest level of education that you have achieved so far?

Primary school
Secondary school
College

Bachelor degree
Postgraduate degree

PhD

Other:

What is your occupation?

—

What is or was your mother's occupation?

O O 0O 0O 0O 0O 0

W

What is or was your father's occupation?

—

How would you define your ethnic background?
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—

Where are you from?

—

Tick the box below if you are happy NOT to receive any compensation for your participation. This
research project is supported by limited funding and your voluntary help would give us the

possibility to recruit more participants and therefore increase the potential and usefulness of our
findings

™ Tick

Submit |
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9.4 Theconsent form

Consent form

Title of project: Authorship profiling for forensic purposes

Name of researcher: Andrea Nini

* | agree to participate in this study

e | understand that the information that | will provide for the questionnaire will be treated
confidentially and that will not be disclosed to anyone else who is not involved in the
research project

¢ lunderstand and it has been explained to me that this study aims at studying the written
language of several strata of society and that therefore, for this purpose, the information |
provide in the questionnaire will be used to create a sample stratified according to gender,
age, education level, ethnicity and social positions

e | understand that my participation is voluntary and that | can withdraw at any time

Name and Surname Signature

Signature of researcher Date
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9.5 Variables surveyed from the literature

Table 9-1 - Table summarising all the variables used in the studies surveyed from the literature

Variable

Process of
analysis

Reference

High score predicts:

Considered?

Abstractness of nouns
Adverbial booster SW

Classifiers

Compactness

Degree of cohesiveness
D-Level

Embedded clauses
Emphatic adverb/adj SW
Emphatic so

Empty adjectives

Semi-automatic
Semi-automatic

Manual

Manual

Manual
Automatic

Manual

Semi-automatic

Semi-automatic

Semi-automatic

Berman (2008)
McEnery (2006)

Hawkins (1977)

Byrd (1993)
Byrd (1993)
Kemper & Sumner (2001),

Kemper et al. (2001)
Rabaglia & Salthouse (2011)

McEnery (2006)

Crosby & Nysquist (1977)

Crosby & Nysquist (1977)

Higher education
Male gender

Lower social class [level of education, occupation of
parents]

Younger age

Younger age
Younger age

Younger age

Male gender

Female gender

Female gender

No
No

No

No

No
No

No

No

No

No
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Exophoric references Manual Hawkins (1977) Lower social class [level of education, occupation of No
parents]

Future tense verbs Semi-automatic Pennebaker et al. (2003) Older age No

Germanic words Semi-automatic Berman (2008) Higher education No

Hypocoristic adjectives Semi-automatic Hawkins (1977) Female gender, Lower social class [level of No
education, occupation of parents]

Left-branching clauses Manual Kemper et al. (1989), Rabaglia Younger age, Higher social class [occupation] No
& Salthouse (2011), Labov &
Auger (1993)

Lexical item I think Automatic Poole (1979) Female gender No
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Loban weighted index of Manual Poole (1976) Higher social class [father's occupation, education] No
subordination

Mean noun phrase length Manual Berman (2008) Higher education No

Mean pre-verb length Manual Poole (1979) Higher social class [school area] No

Moderate SW Semi-automatic McEnery (2006) Female gender, Older age, Higher social class No
[occupation]

Non-finite subordination Manual Berman (2008) Higher education No

Personal SW Semi-automatic McEnery (2006) Younger age No

Powerless register Semi-automatic Crosby & Nysquist (1977) Fermale gender No
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Premodifying intensifying Semi-automatic McEnery (2006) Female gender No
negative adjectives SW

Proper nouns (people) Semi-automatic Rayson et al. (1997) Female gender No

Proportion of (of)/(in + into) Automatic Poole (1979) Male gender No

Ratio (/)/ (total personal Automatic Poole (1979), Poole (1976) Female gender, Higher social class [school area] No
pronouns)

Ratio (unusual Automatic Poole (1979) Male gender No
adverbs)/(adverbs)

Right-branching clauses Manual Kemper et al. (1989) Higher education No

Slang Semi-automatic Barbieri (2008) Younger age No
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Subjects filled by nouns Manual Johnston (1977) Higher social class [father's occupation] No

Subordinate clauses Manual Rabaglia & Salthouse (2011), Younger age, Higher social class [father's No
Johnston (1977), Poole (1979) occupation], Higher social class [school area]

Uncommon adjectives Semi-automatic  Poole (1979), Hawkins (1977) Male gender, Higher social class [parent's No
occupation, education]

Very Mild SW Semi-automatic McEnery (2006) Female gender, Older age, Higher social class No
[occupation]

Word / Automatic Poole (1979) Female gender No

Word into Automatic Poole (1979) Male gender No

Word of Automatic Argamon et al. (2003), Koppel Male gender No
et al. (2002)
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Adjectives

Advanced Guiraud 1000

Adverbs

Articles

Attributive adjectives
Average clauses per sentence
Average word length
Baayen's P

Clauses

Contractions
Deep formality

Dependent clauses

Automatic

Automatic

Automatic

Automatic

Automatic

Automatic

Automatic

Automatic

Automatic

Automatic
Automatic

Automatic

Heylighen & Dewaele (1999),
Poole (1979), Macaulay (2002)

Mollet et al. (2010), Byrd
(1993)

Heylighen & Dewaele (1999),
Poole (1979), Macaulay (2002),
Poole (1976), Rayson et al.
(1997)

Heylighen & Dewaele (1999),
Newman et al. (2008)

Argamon et al. (2003)
Kemper et al. (1989)

Argamon et al. (2003), Bromley
(1991)

Mollet et al. (2010)

Argamon et al. (2003)
Heylighen & Dewaele (1999)

Male gender, Higher education, Higher social class
[occupation, education, residence]

Higher education

Female gender, Lower education, Higher social class
[occupation, education, residence], Higher social
class [father's occupation, level of education],

Higher social class [occupation]

Male gender, Higher education

Male gender
Younger age
Male gender, Higher education

Higher education

Female gender
Male gender, Higher education

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes
Yes

Yes
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Determiners Automatic Argamon et al. (2003), Koppel Male gender Yes
et al. (2002)

Dimension 1 Automatic Biber & Reppen (1998), Schler Female gender, Younger age Yes
et al. (2006)

Fichtner's C Automatic Kemper et al. (2001) Younger age Yes

Flesch readability score Automatic Bromley (1991), Flesch (1949) Higher education Yes

Innovative stance adverbs Automatic Barbieri (2008) Younger age Yes

Interjections Automatic Heylighen & Dewaele (1999) Female gender Yes

Lexical density of text Automatic Berman (2008) Higher education Yes

Mean clause length Automatic Berman (2008), Hunt (1971), Higher education Yes
Hunt (1983)
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Mean T-unit length

Modal verbs

Negative emotion words

Negative marker
Nouns

Numbers
Passive voice
Past tense verbs

P-Density

Personal pronouns

Positive emotion words

Possessive determiners

Prepositions

Automatic

Semi-automatic

Automatic

Automatic
Automatic

Automatic
Automatic
Automatic

Automatic

Automatic

Automatic

Automatic

Automatic

Hunt (1971), Hunt (1983),
Loban (1967)

Barbieri (2008), Plum &
Cowling (1987)

Pennebaker & Stone (2003)

Argamon et al. (2003)

Heylighen & Dewaele (1999),
Hawkins (1977)

Rayson et al. (1997)
Berman (2008)
Pennebaker & Stone (2003),
Plum & Cowling (1987)

Kemper et al. (2001), Mollet et
al. (2010)

Koppel et al. (2002), Newman
et al. (2008), Poole (1979),
Rayson et al. (1997)
Pennebaker & Stone (2003)

Hawkins (1977)

Argamon et al. (2003),
Heylighen & Dewaele (1999),

Higher education, Higher social class [parent's
occupation]

Older age, Higher social class [not specified]

Younger age

Female gender

Male gender, Higher education, Higher social class

[level of education, occupation of parents]

Male gender
Higher education
Younger age, Higher social class

Younger age, Higher education

Female gender, Lower social class [occupation]

Older age

Female gender, Lower social class [level of
education, occupation of parents]

Male gender, Higher education

Yes

Yes

Yes

Yes
Yes

Yes
Yes
Yes

Yes

Yes

Yes

Yes

Yes
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Present tense verbs

Pronouns

Proper nouns
Ratio (Clause)/(T-unit)

Ratio (Dependent
clauses)/(T-unit)

Ratio (nouns)/(personal
pronouns)

Ratio (syllables)/(words)

Ratio (T-unit)/(Sentence)
Second person pronouns

Sentences

Short T-units

Social words
Subordinating connectives

Automatic

Automatic

Automatic
Automatic

Automatic

Automatic

Automatic

Automatic
Automatic

Automatic
Manual
Automatic
Automatic

Koppel et al. (2002), Poole
(1979)

Argamon et al. (2003), Plum &
Cowling (1987)

Heylighen & Dewaele (1999),
Johnston (1977), Hawkins77

Rayson97

Hunt83, Mitzner & Kemper
(2003), Loban (1967)

Labov & Auger (1993), Loban
(1967)

Saily et al. (2011)

Rabaglia & Salthouse (2011),
Berman (2008)
Hunt (1983)

Argamon et al. (2003), Rayson
et al. (1997)

Hunt (1983)
Newman et al. (2008)
Loban (1967)

Female gender, Lower social class [not specified]

Female gender, Lower education, Lower social class
[parent's occupation]

Female gender

Higher education, Higher social class [parent's
occupation]

Higher social class [occupation], Higher education

Male gender

Older age, Higher education

Lower education
Female gender, Lower social class [occupation]

Lower education
Female gender
Higher education, Higher social class [parent's
occupation]

Yes

Yes

Yes
Yes

Yes

Yes

Yes

Yes
Yes

Yes
Yes
Yes
Yes
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Text length Automatic Bromley (1991), Johnston Higher education, Higher social class [parent's Yes
(1977) occupation]

Time words Automatic Pennebaker & Stone (2003) Younger age Yes

Traditional stance adverbs Automatic Barbieri (2008) Older age Yes

Type/token ratio Automatic Kemper et al. (2001), Rabaglia Older age, Higher education Yes
& Salthouse (2011), Byrd
(1993)

Word and Automatic Koppel et al. (2002) Female gender Yes
Word with Automatic Koppel et al. (2002) Female gender Yes
Words longer than ten Automatic Bromley (1991) Higher education Yes
letters
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9.6 Thelist of variablesused in the analyses

This Appendix lists the variables used in the pnestudy for the analysis presented in Chapter
4, Chapter 5 and Chapter 6 in alphabetical ordeanlabbreviation was used in the graphs for the
variable this is listed next to the name of thaalze in parentheses. For each variable a desumipfi

how it was calculated is given. In the descriptjanw/ord that is entirely capitalised indicatesrama.

Advanced Guiraud 1000

This variable was calculated using the followingniala as described in Mollet al. (2010):

_ (typestotal - typescommon)

Vtokens

The number of common types consisted in the numbipes in the text that could be found in the
first 1000 types of the British National Corpus didist. The script was checked on 20% of the AMT

AG

corpus.

Agentless passives

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a passive is assigned when bitne awo following patterns is found: (a) any form
of BE followed by a participle plus one or two aptal intervening adverbs or negations; (b) any form

of BE followed by a nominal form and a patrticiple.

Amplifiers

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where amplifiers were defined as ahyhe items in this listabsolutely, altogether,
completely, enormously, entirely, extremely, fullyeatly, highly, intensely, perfectly, strongly,

thoroughly, totally, utterly, very

Analytic negations
This variable was calculated automatically by MAhe program used the algorithm implemented by

Biber (1988) where an analytic negation is assigmeennot or its contraction are found.

Attributive adjective
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where an attributive adjective is @ged for any adjective that was not tagged as

predicative adjective.
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Average clause length

This variable was calculated by dividing the totaimber of tokens by the number of clauses.

Average sentence length

This variable was calculated by dividing the tatainber of tokens by the number of sentences.

Average t-unit length

This variable was calculated by dividing the tatamber of tokens by the number of t-units.

Average word length
Average word length was calculated automaticallp#yT dividing the total number of characters of

a text by the total number of tokens.

Average word length in syllables

This variable was calculated by dividing the totaimber of syllables by the number of tokens.

Baayen's P
This variable was calculated as described in Mateal. (2010) by dividing the number dfapax

legomenaby the number of tokens. This operation was doitie avPerl script.

Be as main verb

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where be as main verb is assigned when BE is not precedé¢ldoeand it is followed

by a determiner, a cardinal number, a personalquioior a possessive pronoun or a preposition or an

adjective, taking into account intervening advesbaegations.

By-passives
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a by-passive is assigned wheigahditions for passive is met and the preposition

by follows the pattern.
Cardinal numbers

This variable was calculated automatically by MATdat is one of the tags assigned by the Stanford

Tagger. This variable includes any cardinal number

225



Appendix

Causative adverbial subordinators
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where causative adverbial subordisateere defined as any occurrence of the word

because

Clauses
Clauses were identified automatically using a Beript that identified all the lexical verbs antithe

forms of BE, HAVE and DO that were not auxiliaries.

Clauses per t-units

This variable was calculated by dividing the tatamber of clauses by the number of t-units.

Common nouns
This variable was calculated automatically by MAat is one of the tags assigned by the algorithms

of the Stanford Tagger.

Concessive adverbial subordinators
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where causative adverbial subordisateere defined as any occurrence of the words

althoughandthough

Conditional adverbial subordinators
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where causative adverbial subordisatere defined as any occurrence of the wadrds

andunless

Conjuncts

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a conjunct is assigned whenaditiye items in this list is found: punctuaticgise,
punctuatiorraltogether, punctuatiorrather, alternatively, consequently, conversely,.g.e
furthermore, hence, however, i.e., instead, likewimoreover, namely, nevertheless, nonetheless,
notwithstanding, otherwise, similarly, thereforeys, viz., in comparison, in contrast, in partiayle
addition, in conclusion, in consequence, in sunsummary, for example, for instance, instead of, by
contrast, by comparison, in any event, in any casether words, as a result, as a consequencéh®n

contrary, on the other hand
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Contractions
This variable was calculated automatically by MAhe program identified a contraction every time

an apostrophe was found or when the iténrwas found.

Coordinating conjunctions
This variable was calculated automatically by MATdat is one of the tags assigned by the Stanford
Tagger. This variable includes any occurrence efwbrdsbut andor as well as any occurrence of the

word andthat was not tagged as independent clause coticdirar phrasal coordination.

Deep formality
This variable was calculated following the proceddescribed in Heylighen & Dewaele (1999) using
MAT variables. The formula used for the presentigtilherefore was:

DF = (nominalisations [NOMZ] + gerunds [GER] + toteuns [NN] + attributive adjectives
[JJ] + predicative adjectives [PRED] + prepositiffalN] + articles [DT] — first person pronouns [FRP
— second person pronouns [SPP2] — third persoropreTPP3] — pronouh [PIT] — verb bases [VB]
— past tenses [VBD] — present participles [VBGJastpparticiples [VBN] — present tenses [VPRT] —
place adverbials [PLACE] — time adverbials [TIME]tetal adverbs [RB] — conjuncts [CONJ] —
downtoners [DWNT] — amplifiers [AMP] — interjectisfUH] + 100)/2

The notation “DF” in the present study was prefgne the simple “F’ used by Heylighen &
Dewaele (1999) as it is less prone to ambiguitgdneral, the clearer term “deep formality” ratthem
just “formality” is used in the present work in erdo avoid confusion with more traditional coneept

of linguistic formality.

Deep formality 2
Since Heylighen & Dewaele (1999) specify that deemality can be calculated just using deep formal
items against non-deep formal items, a new deepdily calculation was generated using MAT
variables that fall within those two categoriesisliiew variable, called DF2, was calculated useg t
following formula (the new variables are underliped

DF2 = (nominalisations [NOMZ] + gerunds [GER] +abhouns [NN] + attributive adjectives
[JJ] + predicative adjectives [PRED] + prepositigfdN] + articles [DT] +that as adjective
complement [THAC] + past participial WHIZ deletiosiatives [WZPAST] + present participial WHIZ

deletion relatives [WZPRES] that relative clauses on subject position [TSUBhat relative clauses

on object position [TOBJ] + WH relative clausessuject position [WHSUB] + WH relative clauses

on object position [WHOBJ] - first person prono(iRBP1] — second person pronouns [SPP2] — third

person pronouns [TPP3] — pronoitifPIT] — demonstrative pronouns [DEMP] — indefiniimnouns
[INPR] — pro-verldo [PROD] — WH-clauses [WHCL] — verb bases [VB] —ftanses [VBD] — present
participles [VBG] — past participles [VBN] — prese¢enses [VPRT] — place adverbials [PLACE] — time
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adverbials [TIME] — total adverbs [RB] — conjunfZONJ] — downtoners [DWNT] — amplifiers [AMP]
— interjections [UH] + 100)/2

These variables were chosen as they met the rewgits of being respectively formal or non-
formal. All the variables added on the formal side different ways to expand the scope and spigific

of nouns whereas all the elements added in thdaromal side are other forms of pronouns.

Demonstrative pronouns

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a demonstrative pronoun is assigvhen the wordsiose, this, thesare followed

by a verb or auxiliary verb or a punctuation markadVH pronoun or the worand The wordthatis
also tagged as a demonstrative pronoun when avislthe pattern above or when it is followed'vy
oris and, at the same time, it has not been alreadyethgs dhat relative clauses in object position,

thatrelative clauses in subject positidhat adjective complements, tratas a verb complement.

Demonstratives

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a demonstrative is assigned whemordghat, this, these, thosae found and
when these have not been tagged as either demorestpaonounsthat relative clauses in object
position, that relative clauses in subject positiaimat adjective complements, dhat as a verb

complement.

Dependent clauses
The number of dependent clauses was obtained lisastibg the number of t-units from the number

of clauses, since any t-unit contains by definibory one main clause.

Dependent clauses per sentence
This variable was calculated by dividing the tataimber of dependent clauses by the number of

sentences.

Determiners
This variable was calculated automatically by MATdat is one of the tags assigned by the Stanford

Tagger. This variable includes any occurrence eftbrdsa, an, the
Determiners per nouns

This variable was calculated by dividing the numbkedeterminers (DT) by the numbers of common
nouns (NN).
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Dimension 1

Dimension 1 is the opposition between Involved #mfdrmational discourse. Low scores on this
variable indicate that the text is informationadlgnse, as for example academic prose, whereas high
scores indicate that the text is affective andrautional, as for example a casual conversatioe. Th

variable is automatically calculated by MAT usiihg tinstructions provided by Biber (1988).

Dimension 2

Dimension 2 is the opposition between Narrative Bioti-Narrative Concerns. Low scores on this
variable indicate that the text is non-narrativeerdas high scores indicate that the text is naeaéis
for example a novel. The variable is automaticedliculated by MAT using the instructions provided
by Biber (1988).

Dimension 3

Dimension 3 is the opposition between Context-lmtelent Discourse and Context-Dependent
Discourse. Low scores on this variable indicate tiwa text is dependent on the context, as in dise ¢
of a sport broadcast, whereas a high score indibatahe text is not dependent on the contexipras
example academic prose. The variable is autombticalculated by MAT using the instructions
provided by Biber (1988).

Dimension 4

Dimension 4 measures Overt Expression of Persuadigh scores on this variable indicate that the
text explicitly marks the author’s point of viewwsll as their assessment of likelihood and/oraiety,

as for example in professional letters. The vaéabl automatically calculated by MAT using the

instructions provided by Biber (1988).

Dimension 5

Dimension 5 is the opposition between Abstract Hod-Abstract Information. High scores on this
variable indicate that the text provides informatia a technical, abstract and formal way, as for
example in scientific discourse. The variable i®matically calculated by MAT using the instructson
provided by Biber (1988).

Dimension 6
Dimension 6 measures On-line Informational ElaboratHigh scores on this variable indicate that the
text is informational in nature but produced unclentain time constraints, as for example in speche

The variable is automatically calculated by MATngsthe instructions provided by Biber (1988).
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Discourse particles
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a discourse particle is assigvieeh any of the wordsell, now, anyhow, anyways

is preceded by a punctuation mark.

Downtoners
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a downtoner is assigned whenchiyese items is foun@imost, barely, hardly,

merely, mildly, nearly, only, partially, partly, gctically, scarcely, slightly, somewhat

Emphatics
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where an emphatic is assigned wherpatiyese words or patterns is foundst, really,

most, more, realadjective sot+adjective, any form of DO followed by a vefbr sure, a lot, such.a

Evaluative adjectives

This variable was calculated with a Perl script thearched for the following wordserious, crazy,
stupid, weird, awesome, funny, biggest, pissedijliier shitty, strange, hard, tight, nervous, paoul
personal, entire, hot, cold, scary, honest, natunshd, short, good, massive, sick, disgustingljdomil.

The count was then normalised.

Existential there
This variable was calculated automatically by MATdat is one of the tags assigned by the Stanford
Tagger. This variable includes any occurrence efwbrdtherethat the Stanford Tagger analysed as

being a case of existentihlere

Fichtner's C
This variable measures the level of syntactic cexipl by expressing a measure of how many levels
of embedded sentences there are a in a text. &hable was found by Mollet al. (2010) to be a good
proxy for D-Level and for syntactic complexity iemeral. The formula used in Mollet al (2010) to
calculate Fichtner's C was the following:

verbs tokens

= *
sentences sentences

In the present study, however, the number of clauses used instead of the number of lexical

verbs, since the number of clauses found in thegmtestudy is already a measure of lexical verbs.

230



Appendix

First person pronouns
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a first person pronoun is assignhen any of these words is fouhdne, us, my,

we, our, myself, ourselves

Flesch-Kincaid grade level
Flesch-Kincaid grade level (Flesch, 1949) was datezd using the formula:
Flesch — Kincaid grade level = 0.39(ASL) + 11.8(ASW) — 15.59

Flesch readability score
Flesch readability score (Flesch, 1949) was deterchusing the formula:
Flesch readability score = 206.835 — 1.015(ASL) — 84.6(ASW)

General adverbs
This variable was calculated automatically by MATat is one of the tags assigned by the algorithms

of the Stanford Tagger.

Genitives
This variable was calculated automatically by MATat is one of the tags assigned by the algorithms

of the Stanford Tagger.

Gerunds
This variable was calculated automatically by MAhe program used the algorithm implemented by

Biber (1988) where a gerund is assigned when anyma form ending ir-ing or —ingsis found.

Hedges

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a hedge is assigned when angl mopattern in this list is foundnaybe, at about,
something like, more or less, sort of, kind(thiese two items must be preceded by a deternener,

quantifier, a cardinal number, an adjective, a ssise pronouns or WH word).

Indefinite pronouns

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where an indefinite pronoun is assigmiéien any word in this list is foundnybody,
anyone, anything, everybody, everyone, everythiogpody, none, nothing, nowhere, somebody,

someone, something
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Independent clause coordination

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where an independent clause coordinasi assigned when the waddis found in one

of the following patterns: (1) preceded by a conand followed byit, so, then, you, there BE, or a
demonstrative pronoun or the subject forms of agreal pronouns; (2) preceded by any punctuation;
(3) followed by a WH pronoun or any WH word, an exdwal subordinator or a discourse particle or a

conjunct.

Infinitives
This variable was calculated automatically by MAWat is one of the tags assigned by the algorithms
of the Stanford Tagger. MAT assigns the categarfjritives’ only to thosdo that are not tagged as

prepositions.

Innovative stance adverbs
This variable was calculated with a Perl script g&arched for the following wordkind of, sort of,

really, actually, definitely, totallyThe count was then normalised.

Intensifiers
This variable was calculated by summing the redatiequencies of the two MAT variables amplifiers
and emphatics. Although slightly differently fromhat proposed by the hypothesis Barbieri08, this

solution was chosen as more comprehensive.

Lemma SAY
This variable was calculated with a Perl script #earched for occurrences séy, says, saying, said.

The count was then normalised per the total tokens.

Lexical density

Lexical density was calculated using a script thdividuated content words. Following Bibet al.
(1999), a content word was defined as a noun,iedkexerb, an adjective or an adverb. However, only
adverbs ending inly- were considered as being content words, givenrtiwst of the adverbs non
ending in—ly are more likely to be considered function wordse Shript therefore counted as content
words: all singular and plural common and propemso all nominalisations, all gerunds, all attribet
adjectives, all predicative adjectives, all verkeept for the lemmas HAVE, DO and BE, and all the
adverbs ending irly. The count for content words was then dividedhgyriumber of tokens to obtain

the classic measure of lexical density.
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Lexical density H

Following Halliday (2004), another measure of lekidensity was calculated. Halliday (2004: 344)

defined lexical density as ‘the number of lexidahis (content words) per ranking (non-embedded)
clause’. Although the number of ranking clausebnigossible to calculate automatically and would

require a careful and time-consuming manual arglgsproxy to it is the number of t-units. Lexical

density H is therefore the number of content waligigled by the number of t-units.

Long t-units
As detailed in Hunt (1983) a long t-unit is defireela t-unit that contains more than 20 tokengrivis
was created that counted how many t-units longan 20 tokens were found in a text and this count

was then normalised by the total number of t-units.

Mean rarity score
The mean rarity score of a text was calculatedgugia word list of the British National Corpus (BNC

retrieved from:

<http://www.lexically.net/downloads/version4/dowatting%20BNC.htm>

A script was created to identify for each word thek that it had on the BNC word list. For each,tex
the sum of the ranks was obtained and the mearal@agated. This score was then multiplied by 0.01

in order to have a more manageable 2-digit number.

Necessity modals
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a necessity modal is assigneshvamy word in this list is founadught, should,

must

Negative emotion words

This variable belongs to the set of variables pcedby LIWC (Tausczik and Pennebaker, 2009). The
list of stems that LIWC includes in this categm@yabandon*, abuse*, abusi*, ache*, aching, advers*,
afraid, aggravat*, aggress*, agitat*, agoniz*, aggralarm*, alone, anger*, angr*, anguish*, annoy*,
antagoni*, anxi*, apath*, appall*, apprehens*, arghargu*, arrogan*, asham*, assault*, asshole*,
attack*, aversi*, avoid*, awful, awkward*, bad, b#sl*, bastard*, battl*, beaten, bitch*, bitter*,
blam*, bore*, boring, bother*, broke, brutal*, bueth*, careless*, cheat*, complain*, confront*,
confus*, contempt*, contradic*, crap, crappy, craztied, cries, critical, critici*, crude*, cruel*,
crushed, cry, crying, cunt*, cut, cynic, damag* nd#, danger*, daze*, decay*, defeat*, defect*,
defenc*, defens*, degrad*, depress*, depriv*, déspadesperat*, despis*, destroy*, destruct*,

devastat*, devil*, difficult*, disadvantage*, disaee*, disappoint*, disaster*, discomfort*,
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discourag*, disgust*, dishearten*, disillusion* dlike, disliked, dislikes, disliking, dismay*, diisf*,
distract*, distraught, distress*, distrust*, distof, domina*, doom*, dork*, doubt*, dread*, dull*,
dumb*, dump*, dwell*, egotis*, embarrass*, emotihnampt*, enemie*, enemy*, enrag*, envie*,
envious, envy*, evil*, excruciat*, exhaust*, faifake, fatal*, fatigu*, fault*, fear, feared, feauf,
fearing, fears, feroc*, feud*, fiery, fight*, firedlunk*, foe*, fool*, forbid*, fought, frantic*, rieak*,
fright*, frustrat*, fuck, fucked*, fucker*, fuckin*fucks, fume*, fuming, furious*, fury, geek*, gh
goddam*, gossip*, grave*, greed*, grief, griev*,igrt, gross*, grouch*, grr*, guilt*, harass*, harm,
harmed, harmful*, harming, harms, hate, hated, hdte hater*, hates, hating, hatred, heartbreak*,
heartbroke*, heartless*, hell, hellish, helplessfesita*, hit, homesick*, hopeless*, horr*, hostil*,
humiliat*, hurt*, idiot*, ignor*, immoral*, impatie*, impersonal, impolite*, inadequa*, indecis*,
ineffect*, inferior*, inhib*, insecur*, insincer*jinsult*, interrup*, intimidat*, irrational*, irrita*,
isolat*, jaded, jealous?, jerk, jerked, jerks, Killame*, lazie*, lazy, liabilit*, liar*, lied, lies, lone*,
longing*, lose, loser*, loses, losing, loss*, losbus*, low*, luckless*, ludicrous*, lying, mad,
maddening, madder, maddest, maniac*, masochis*amelbl*, mess, messy, miser*, miss, missed,
misses, missing, mistak*, mock, mocked, mocker¢kimg, mocks, molest*, mooch*, moodi*, moody,
moron*, mourn*, murder*, nag*, nast*, needy, nedtecnerd*, nervous*, neurotic*, numb*,
obnoxious*, obsess*, offence*, offend*, offens*ragF, overwhelm*, pain, pained, painf*, paining,
pains, panic*, paranoi*, pathetic*, peculiar*, pesv*, pessimis*, petrif*, pettie*, petty*, phobi*jgs*,
piti*, pity*, poison*, prejudic*, pressur*, prick*,problem*, protest, protested, protesting, puk*,
punish*, rage*, raging, rancid*, rape*, raping, ragt*, rebel*, reek*, regret*, reject*, reluctan*,
remorse*, repress*, resent*, resign*, restless*veage*, ridicul*, rigid*, risk*, rotten, rude*, run*,
sad, sadde*, sadly, sadness, sarcas*, savage*escacaring, scary, sceptic*, scream*, screw*,
selfish*, serious, seriously, seriousness, sevesiedike*, shaki*, shaky, shame*, shit*, shock*, 400
shy*, sicken*, sin, sinister, sins, skeptic*, slutmother*, smug*, snob*, sob, sobbed, sobbings,sob
solemn*, sorrow*, sorry, spite*, stammer*, stankarti*, steal*, stench*, stink*, strain*, strange,
stress*, struggl*, stubborn*, stunk, stunned, sfughgpid*, stutter*, submissive*, suck, suckedksut
sucks, sucky, suffer, suffered, sufferer*, suffgrauffers, suspicio*, tantrum*, tears, teas*, temp
tempers, tense*, tensing, tension*, terribl*, téed, terrifies, terrify, terrifying, terror*, thig thieve?*,
threat*, ticked, timid*, tortur*, tough*, traged*ragic*, trauma*, trembl*, trick*, trite, trivi*, roubl*,
turmoil, ugh, ugl*, unattractive, uncertain*, uncéontabl*, uncontrol*, uneas*, unfortunate*,
unfriendly, ungrateful*, unhapp*, unimportant, urpness*, unkind, unlov*, unpleasant, unprotected,
unsavo*, unsuccessful*, unsure*, unwelcom*, upagttight*, useless*, vain, vanity, vicious*, victim
vile, villain*, violat*, violent*, vulnerab*, vultue*, war, warfare*, warred, warring, wars, weak*,
weapon*, weep*, weird*, wept, whine*, whining, whtirwicked*, wimp*, witch, woe*, worr*, worse*,

worst, worthless*, wrong*, yearn*.
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Nominalisations
This variable was calculated automatically by MAhe program used the algorithm implemented by

Biber (1988) where a nominalisation is assignedndn@oun ends iftion, -ment, -nessr -ity.

Of preceded by a noun
This variable was calculated using a Perl scriat itlentified any occurrence of the waripreceded

by a nominal form.

Other adverbial subordinators

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where ather adverbial subordinatds assigned when any of these words is fosimte,
while, whilst, whereupon, whereas, whereby, suah 8o thafplus a word that is neither a noun nor
an adjective)such that(plus a word that is neither a noun nor an adjegtimasmuch as, forasmuch

as, insofar as, insomuch as, as long as, as soon as

Past participial clauses
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a past participial clause isgaegl when a punctuation mark is followed by a past

participial form of a verb followed by a prepositior an adverb.

Past participial WHIZ deletion relatives

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a past participial WHIZ deletighative is assigned when the following pattern is
found: a noun or quantifier pronoun followed by asppatrticipial form of a verb followed by a

preposition or an adverb or a form of BE.

Past participles
This variable was calculated automatically by MATat is one of the tags assigned by the algorithms

of the Stanford Tagger.

Past tenses
This variable was calculated automatically by MAWat is one of the tags assigned by the algorithms

of the Stanford Tagger.

P-Density
P-Density was described in Section 2.2.1. Followegnper's and Sumner's (2001) and other studies,

this variable was calculated using the softwareDEBP{Covington, 2012).
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Perfect aspects

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a perfect aspect is assigned#e/E is followed by a past or participle form of
any verb taking into account any intervening advartnegation. The interrogative version of this
pattern is found by counting how many times a fofrilAVE is followed by a nominal form and then

followed by a past or participle form of any verb.

Phrasal coordinations
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a phrasal coordination is agsignherandis preceded and followed by the same

tag.

Pied-piping relatives
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a pied-piping relative is assjwvhen any preposition is followed o, who,

whoseor which

Place adverbials

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a place adverbial is assignednwdme of the following words is foundboard,
above, abroad, across, ahead, alongside, arourtthras astern, away, behind, below, beneath, beside,
downhill, downstairs, downstream, east, far, hemdb, indoors, inland, inshore, inside, locallyane
nearby, north, nowhere, outdoors, outside, overtpaoverland, overseas, south, underfoot,

underground, underneath, uphill, upstairs, upstreamst

Plural proper nouns
This variable was calculated automatically by MAWat is one of the tags assigned by the algorithms

of the Stanford Tagger.

Positive emotion words

This variable belongs to the set of variables pcedilby LIWC (Tausczik and Pennebaker, 2009). The
list of stems that LIWC includes in this categosydccept, accepta*, accepted, accepting, accepts,
active*, admir*, ador*, advantag*, adventur*, affeen*, agree, agreeab*, agreed, agreeing,
agreement*, agrees, alright*, amaz*, amor*, amuabk, appreciat*, assur*, attachment*, attract*,
award*, awesome, beaut*, beloved, benefic*, benbéinefits, benefitt*, benevolen*, benign*, best,

better, bless*, bold*, bonus*, brave*, bright*, Bian*, calm*, care, cared, carefree, careful*, ces,
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caring, casual, casually, certain*, challeng*, chaim charit*, charm*, cheer*, cherish*, chuckl*,
clever*, comed*, comfort*, commitment*, compassiondompliment*, confidence, confident,
confidently, considerate, contented*, contentmeonyinc*, cool, courag*, create*, creati*, credit*,
cute*, cutie*, daring, darlin*, dear*, definite, diaitely, delectabl*, delicate*, delicious*, deligh
determina*, determined, devot*, digni*, divin*, dym*, eager*, ease*, easie*, easily, easiness, @gsin
easy*, ecsta*, efficien*, elegan*, encourag*, erfergngag*, enjoy*, entertain*, enthus*, excel*,
excit*, fab, fabulous*, faith*, fantastic*, favorfavour*, fearless*, festiv*, fiesta*, fine, flatte
flawless*, flexib*, flirt*, fond, fondly, fondnesi&rgave, forgiv*, free, freeb*, freed*, freeingeély,
freeness, freer, frees*, friend*, fun, funn*, geofergentle, gentler, gentlest, gently, giggl*, gie
giving, glad, gladly, glamor*, glamour*, glori*, gry, good, goodness, gorgeous*, grace, graced,
graceful*, graces, graci*, grand, grande*, gratefyrati*, great, grin, grinn*, grins, ha, haha*,
handsom*, happi*, happy, harmless*, harmon*, hedtif heartwarm*, heaven*, heh*, helper*,
helpful*, helping, helps, hero*, hilarious, hohotpnest*, honor*, honour*, hope, hoped, hopeful,
hopefully, hopefulness, hopes, hoping, hug, hugggs, humor*, humour*, hurra*, ideal*, importan*,
impress*, improve*, improving, incentive*, innoceirfspir*, intell*, interest*, invigor*, joke*, jokng,
jollI*, joy*, keen*, kidding, kind, kindly, kindn*iss*, laidback, laugh*, libert*, like, likeab*, ked,
likes, liking, livel*, Imao, lol, love, loved, lole lover*, loves, loving*, loyal*, luck, luckedudki*,
lucks, lucky, madly, magnific*, merit*, merr*, n&anice*, nurtur*, ok, okay, okays, oks, openmintjed
openness, opport*, optimal*, optimi*, original, @ing, painl*, palatabl*, paradise, partie*, party*
passion*, peace*, perfect*, play, played, playfupilaying, plays, pleasant*, please*, pleasing,
pleasur*, popular*, positiv*, prais*, precious*, pttie*, pretty, pride, privileg*, prize*, profit*,
promis*, proud*, radian*, readiness, ready, reassuelax*, relief, reliev*, resolv*, respect, revig?*,
reward*, rich*, rofl, romanc*, romantic*, safe*, ¢&sf*, save, scrumptious*, secur*, sentimental*,
share, shared, shares, sharing, silli*, silly, st smart*, smil*, sociab*, soulmate*, special,lepd*,
strength*, strong*, succeed*, success*, sunnienngest, sunny, sunshin*, super, superior*, support,
supported, supporter*, supporting, supportive*, gags, suprem*, sure*, surpris*, sweet,
sweetheart*, sweetie*, sweetly, sweetness*, swedés)t*, tehe, tender*, terrific*, thank, thanked,
thankf*, thanks, thoughtful*, thrill*, toleran*, anquil*, treasur*, treat, triumph*, true, truenedsuer,
truest, truly, trust*, truth*, useful*, valuabl*,alue, valued, values, valuing, vigor*, vigour*, wie*,
virtuo*, vital*, warm*, wealth*, welcom*, well, winwinn*, wins, wisdom, wise*, won, wonderf*,

worship*, worthwhile, wow*, yay, yays.
Possessive WH-pronouns

This variable was calculated automatically by MATat is one of the tags assigned by the algorithms

of the Stanford Tagger to the worthose
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Possibility modals
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a possibility modal is assigndén one of the following words is fournchn, may,

might, could

Pre-determiners
This variable was calculated automatically by MATdat is one of the tags assigned by the Stanford
Tagger. The Stanford tagger assigns this tag gweeyit finds one of the following words that prelee

an article or possessive pronoaf; both, half, many, nary, quite, rather, such

Predicative adjectives

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a predicative adjective is assigwhen an adjective is preceded by any form of
BE and followed by a word that is not another atiljec an adverb or a noun. If any adverb or negatio

is intervening between the adjective and the wéat &, the tag is still assigned.

Predictive modals
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a predictive modal is assignégmwone of the following words is foundill,

would, shalland their contractions.

Present patrticipial clauses

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a present participial clausassigned when a punctuation mark is followed by a
present participial form of a verb followed by aeposition, a determiner, a WH pronoun, a WH

possessive pronoun, any WH word, any pronoun oramgrb.

Present participial WHIZ deletion relatives
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a present participial WHIZ deletrelative is assigned when a present participial

form is preceded by a noun.
Present participles

This variable was calculated automatically by MATat is one of the tags assigned by the algorithms

of the Stanford Tagger.
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Present tenses
This variable was calculated automatically by MATat is one of the tags assigned by the algorithms

of the Stanford Tagger.

Private verbs

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a private verb is assigned wdwey of these words is foundccept, accepts,
accepting, accepted, anticipate, anticipates, &pdtng, anticipated, ascertain, ascertains,
ascertaining, ascertained, assume, assumes, asguassumed, believe, believes, believing, believed,
calculate, calculates, calculating, calculated, ckechecks, checking, checked, conclude, concludes,
concluding, concluded, conjecture, conjectures, jexinring, conjectured, consider, considers,
considering, considered, decide, decides, decidimgided, deduce, deduces, deducing, deduced,
deem, deems, deeming, deemed, demonstrate, desesistiemonstrating, demonstrated, determine,
determines, determining, determined, discern, dmsgediscerning, discerned, discover, discovers,
discovering, discovered, doubt, doubts, doubtingpded, dream, dreams, dreaming, dreamt, dreamed,
ensure, ensures, ensuring, ensured, establismlestas, establishing, established, estimate, estis)
estimating, estimated, expect, expects, expeetipgcted, fancy, fancies, fancying, fancied, fears,
fearing, feared, feel, feels, feeling, felt, fifidds, finding, found, foresee, foresees, foreggéimesaw,
forget, forgets, forgetting, forgot, forgotten, hat, gathers, gathering, gathered, guess, guesses,
guessing, guessed, hear, hears, hearing, heard, holds, holding, held, hope, hopes, hoping, hpped
imagine, imagines, imagining, imagined, imply, i@g| implying, implied, indicate, indicates,
indicating, indicated, infer, infers, inferring,ferred, insure, insures, insuring, insured, judgelges,
judging, judged, know, knows, knowing, knew, kndearn, learns, learning, learnt, learned, mean,
means, meaning, meant, note, notes, noting, nebéide, notices, noticing, noticed, observe, obsgrv
observing, observed, perceive, perceives, peragivperceived, presume, presumes, presuming,
presumed, presuppose, presupposes, presupposiegupposed, pretend, pretend, pretending,
pretended, prove, proves, proving, proved, realiealise, realising, realizing, realises, realizes,
realised, realized, reason, reasons, reasoningseoead, recall, recalls, recalling, recalled, reckon
reckons, reckoning, reckoned, recognize, recognesmgnizes, recognises, recognizing, recognising,
recognized, recognised, reflect, reflects, reflagtireflected, remember, remembers, remembering,
remembered, reveal, reveals, revealing, revealed, sees, seeing, saw, seen, sense, senses, sensing
sensed, show, shows, showing, showed, shown,ysigmgifies, signifying, signified, suppose,
supposes, supposing, supposed, suspect, suspespectng, suspected, think, thinks, thinking,

thought, understand, understands, understandindergtood.
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Pronounit
This variable was calculated automatically by MAhe program used the algorithm implemented by

Biber (1988) where a pronolnis assigned when the woitds found.

Pro-verb do

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a pro-vedwo is assigned when DO is not in neither of the feifgy patterns: (a)
followed by a verb or followed by adverbs, negasi@md then a verb; (b) preceded by a punctuation

mark or a WH pronoun.

Public verb

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a public verb is assigned whey af these words is foundicknowledge,
acknowledged, acknowledges, acknowledging, adds,aaliing, added, admit, admits, admitting,
admitted, affirm, affirms, affirming, affirmed, agr, agrees, agreeing, agreed, allege, allegegjiakg
alleged, announce, announces, announcing, annourae@gie, argues, arguing, argued, assert,
asserts, asserting, asserted, bet, bets, bettiogstb boasts, boasting, boasted, certify, certifies
certifying, certified, claim, claims, claiming, akaed, comment, comments, commenting, commented,
complain, complains, complaining, complained, caegeconcedes, conceding, conceded, confess,
confesses, confessing, confessed, confide, cardmeiding, confided, confirm, confirms, confirigin
confirmed, contend, contends, contending, conteramt/ey, conveys, conveying, conveyed, declare,
declares, declaring, declared, deny, denies, denydenied, disclose, discloses, disclosing, distps
exclaim, exclaims, exclaiming, exclaimed, explakplains, explaining, explained, forecast, foresast
forecasting, forecasted, foretell, foretells, fa@léhg, foretold, guarantee, guarantees, guarargei
guaranteed, hint, hints, hinting, hinted, insishsists, insisting, insisted, maintain, maintains,
maintaining, maintained, mention, mentions, meimign mentioned, object, objects, objecting,
objected, predict, predicts, predicting, predictgaoclaim, proclaims, proclaiming, proclaimed,
promise, promises, promising, promised, pronoupgajounces, pronouncing, pronounced, prophesy,
prophesies, prophesying, prophesied, protest, ptsteprotesting, protested, remark, remarks,
remarking, remarked, repeat, repeats, repeatingpeated, reply, replies, replying, replied, report,
reports, reporting, reported, say, says, sayingdsatate, states, stating, stated, submit, submits
submitting, submitted, suggest, suggests, suggestiggested, swear, swears, swearing, swore, sworn
testify, testifies, testifying, testified, vow, gpwowing, vowed, warn, warns, warning, warnedteyri

writes, writing, wrote, written
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Quantifier pronouns
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a quantifier pronoun is assignden one of the following words is found:

everybody, somebody, anybody, everyone, somegraereverything, somethiranything

Quantifiers
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a quantifier is assigned whenafrthe following words is foundach, all, every,

many, much, few, several, some,.any

Relative frequency ofand
This variable was calculated using a Perl scrigt dounted how many times the wand appeared in
a text and then dividing this number by the totamber of tokens of the text. This ratio was then

multiplied by 100 to obtain the relative frequency.

Relative frequency offor
This variable was calculated using a Perl scrigt dounted how many times the wdod appeared in
a text and then dividing this number by the totainber of tokens of the text. This ratio was then

multiplied by 100 to obtain the relative frequency.

Relative frequency ofwith
This variable was calculated using a Perl scrigt tounted how many times the wavith appeared
in a text and then dividing this number by the Itotamber of tokens of the text. This ratio was then

multiplied by 100 to obtain the relative frequency.

Second person pronouns
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a second person pronoun israsigzhen any of these words is foupdu, your,

yourself, yourselves, thy, thee, thyself, thou.

Seem-appear
This variable was calculated automatically by MAhe program used the algorithm implemented by

Biber (1988) where an instancesgfem-appeais assigned when SEEM or APPEAR are found.

Sentences
A sentence was identified every time a string ofdscstarted with capital letter and ended with aeh e

of sentence punctuation. However, some participamtssome authors of AMT texts did not use any
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sentence boundary and used a new line to mark aseetence. A script was therefore created to
transform new lines before a capital letter intoead of sentence punctuation. These instances were

then accounted in the number of total sentences.

Sentence relatives
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a sentence relative is assigrtexh a punctuation mark is followed o, who,

whoseor which

Short t-units
As detailed in Hunt (1983) a short t-unit is defirss a t-unit that contains less than 10 tokerscript
was created that counted how many t-units shdnter 10 tokens were found in a text and this count

was then normalised by the total number of t-units.

Singular proper nouns
This variable was calculated automatically by MATat is one of the tags assigned by the algorithms

of the Stanford Tagger.

Social words

This variable belongs to the set of variables pecedby LIWC (Tausczik and Pennebaker, 2009). The
list of stems that LIWC includes in this categosydcquainta*, admit, admits, admitted, admitting,
adult, adults, advice, advis*, affair*, amigo*, dnyd*, anyone*, apolog*, argu*, armies, army, ask,
asked, asking, asks, assembl*, aunt*, babe*, balbiasy*, bambino*, band, bands, bf*, blam*, boy,
boy's, boyf*, boys*, bro, bros, brother*, bud, bisgk¥, buddy*, bye, call, called, caller*, callingalls,
captain, celebrat*, cell, cellphon*, cells, cellufa chat*, chick, chick, child, child's, children
citizen, citizen', citizens, colleague*, commemmmun*, companion, companions, companionship*,
compassion*, complain*, comrad*, confess*, confi@@nfided, confides, confiding, congregat*,
consult*, contact*, contradic*, convers*, counc®uns*, cousin*, coworker*, crowd*, cultur*, dad*,
dating, daughter*, deal, describe, described, diéss, describing, disclo*, discuss*, divorc*, emalil
email™*, emailed, emailer*, emailing, emails, encagr, enemie*, enemy*, everybod*, everyone*,
everything*, ex, exbf*, exboyfriend*, excus*, exesgf*, exgirl*, exhubby*, exhusband*, explain,
explained, explaining, explains, express*, exwigatyive*, families*, family, father*, fellow*, ferte,
feud*, fiance*, fight*, flatter*, folks, forgaveofgiv*, fought, friend*, game*, gather*, gave, gam?*,

gf*, girl, girl's, girlfriend*, girls*, give, giver, gives, giving, gossip*, grandchil*, granddad*,
granddau*, grandf*, grandkid*, grandm*, grandpa*randson*, granny, group*, grownup*, grudge*,
guest*, guy*, he, he'd, he'll, he's, hear, heardatting, hears, hed, hello*, help, helper*, helpful*
helping, helps, her, hers, herself, hes, hey, im, thimself, his, honey, hubby, human*, husband*,
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individual*, infant, infant's, infants*, inform, forms, insult*, interact*, interrup*, interview* nivolv*,

kid, kid'*, kidding, kids*, kin, ladies, lady, lady language*, let's, lets, letter, listen, listenéstener*,
listening, listens, love, loved, lover*, loves,it@f, ma, ma'am, ma's, mail, mailed, mailer*, mad)i
mails, male, male's, males, mam, man, man's, ngtrimarrie*, mate, mate's, mates, mating, meet,
meeting*, meets, members, men, men'*, mention*sag&smet, mob, mobb*, mobs, mom, mom's,
momma*, mommy*, moms, mother, motherly, motherspms, mum, mum's, mummy*, mums, name,
negotiat*, neighbor*, neighbour*, nephew*, newboymiece*, offer*, organiz*, our, ours, ourselves,
outsider*, overhear*, owner*, pa, pa's, pal, paggppy, parent*, participant*, participat*, partie*,
partner*, party*, people*, person, person's, perahnpersons, persua*, phone*, phoning, prais*,
private, provide, public, question*, reassur*, réce refus*, relationship*, relatives, replie*, rég*,
request*, respond*, role*, roomate*, roomed, roofmimoming, roommate*, rumor*, rumour*, said,
say*, secret, secretive*, secrets, self, send*, share, shared, shares, sharing, she, she'd| sdte's,
shes, sir, sis, sister*, social*, societ*, somehodbmeone*, son, son's, sons, soulmate*, speak,
speaking, speaks, spoke*, spous*, stepchild*, atgpétepkid*, stepmot*, stories, story, suggest*,
sweetheart*, sweetie*, talk, talkative*, talkedlkex*, talking, talks, team*, teas*, telephon?, ltel
telling, tells, thee, their*, them, themselvesythbaey'd, they'll, they're, they've, theyd, theieyre,
theyve, thine, thou, thoust, thy, told, transacticle, uncle's, uncles, ur, us, visit*, we, we'd,llw
we're, we've, wed, wedding*, weds, welcom*, weva, who'd, who'll, wha's, whod, wholl, whom,
whos, whose, wife*, willing, wive*, woman, womawsmanhood, womanly, women*, word*, write,
writing, wrote, y'all, ya, yall, ye, you, you'd,ylh, you're, you've, youd, youll, your, youre, y&u

you've

Split auxiliaries
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a split auxiliary is assignedewlan auxiliary is followed by one or two adverbs

and a verb base form.

Split infinitives
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a split infinitive is assignedem an infinitive marketo is followed by one or two

adverbs and a verb base form.

Stranded prepositions
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a stranded preposition is assigrhen a preposition is followed by a punctuation

mark.
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Suasive verbs

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a suasive verb is assigned wherof the following words is foundgree, agrees,
agreeing, agreed, allow, allows, allowing, allowedrange, arranges, arranging, arranged, ask, asks,
asking, asked, beg, begs, begging, begged, commamdiands, commanding, commanded, concede,
concedes, conceding, conceded, decide, decideglirdgcdecided, decree, decrees, decreeing,
decreed, demand, demands, demanding, demandede,ddssires, desiring, desired, determine,
determines, determining, determined, enjoin, esjo@mjoining, enjoined, ensure, ensures, ensuring,
ensured, entreat, entreats, entreating, entreatgdnt, grants, granting, granted, insist, insists,
insisting, insisted, instruct, instructs, instrugi instructed, intend, intends, intending, intesthdaove,
moves, moving, moved, ordain, ordains, ordainimdamed, order, orders, ordering, ordered, pledge,
pledges, pledging, pledged, pray, prays, prayinggyed, prefer, prefers, preferring, preferred,
pronounce, pronounces, pronouncing, pronounced,p@se, proposes, proposing, proposed,
recommend, recommends, recommending, recommengpaest, requests, requesting, requested,
require, requires, requiring, required, resolvesodves, resolving, resolved, rule, rules, rulingled,
stipulate, stipulates, stipulating, stipulated, gagt, suggests, suggesting, suggested, urge, urges,

urging, urged, vote, votes, voting, voted.

Subordinating connectives

This variable was introduced vaguely in Loban (098§ listing words such dswever, moreover,
therefore, becauser although To calculate it, the best approximation was tonsthe relative
frequencies for those MAT variables that were adersd to be more relevant. These were: causative
adverbial subordinators, concessive adverbial slibators, conditional adverbial subordinators, pthe
adverbial subordinators, and conjuncts. These bi@sanot only probably include all the words
analysed by Loban (1967) but they are also morepcehensive in including any other frequent

subordinator or conjunctive adjunct.

Subordinator that deletion

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a subordinatbatdeletion is assigned when one of the followindgyas is found:

(1) a public, private or suasive verb followed Idegnonstrative pronoun or a subject form of a peko
pronoun; (2) a public, private or suasive vertoliofved by a pronoun or a noun and then by a verb o
auxiliary verb; (3) a public, private or suasivelves followed by an adjective, an adverb, a deteem

or a possessive pronoun and then a noun and therbar auxiliary verb, with the possibility of an

intervening adjective between the noun and itsqaig word.
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Swear words

This variable belongs to the set of variables pecedby LIWC (Tausczik and Pennebaker, 2009). The
list of stems that LIWC includes in this categosy arse arsehole*, arses, ass, asses, asshole*,
bastard*, bitch*, bloody, boob*, butt, butt's, baittcock, cocks*, crap, crappy, cunt*, damn*, dang,
darn, dick, dicks, dumb?*, dyke*, fuck, fucked* Keic, fuckin*, fucks, goddam*, heck, hell, homeZzge
mofo, motherf*, nigger*, piss*, prick*, pussy*, qgré&, screw*, shit*, sob, sonofa*, suck, sucked ksiic

tit, tits, titties, titty, wanker*.

Syllables

The number of syllables in a text was determinedgua script created with Perl based on a module of
Perl called ‘Syllable.pm’ (Fast, n.d.). The sctipicount syllables was tested for reliability or#20f

the AMT corpus by dividing the number of errorstbg number of syllables. The results were excellent

with an average accuracy rate of 99.5%.

Synthetic negations
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a synthetic negation is assigmeeh the wordho is followed by any adjective or

any noun or for angeitherandnor.

T-units

The t-units were identified manually using the digion given by Hunt (1983). A t-unit boundary was
marked every time a new independent clause starteldiding in cases in which a coordinator was
present. A sample of text marked for t-unit is gilelow (the symbol # marks the beginning of a new
t-unit):

I am writing to you because | am not satisfied with package holiday | purchased and paid for # my
first complaint is the plain was 4 hours late #ithéad to pay extra for a changed flight # therewhlanded the
coach wasn'’t even there # so | had to pay for evthich cost me €40 Euros # then when | got tohibiel it was
like a squat # it was very dirty # the hotel staéfre drinking while they was working # | had to tiaithe hotel
lobby for an hour and forty five minutes becaussyttlidn’t even prepare my room for me # then | egsecting
a lunch considering | paid all exclusive # the hetas supposed to be a four star establishment theuhotel
porter told me that they only supply breakfast are/ening meal # at that point | tried to phoneryemmpany #
but some receptionist told me that you was ouluioch # so | went for a walk considering the beael supposed
to be 10 minutes walk from the hotel # it endedajmg a 45 minuntes (sic) walk instead # | was figriiaving
to make my children walk for 45 minutes in the bigzheat # so | am writing to express my anger tdwdhe
way | was treated by the hotel staff # and my fgmiere disgusted # | have tried to contact you bygre but
with no success # so | have taken legal actiomaggbu unless you give me a refund of £500 # k lfimoward

to your reply
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T-units per sentence

This variable was calculated by dividing the tatainber of t-units by the number of sentences.

That adjective complements
This variable was calculated automatically by MAhe program used the algorithm implemented by

Biber (1988) where that adjective complement is atiyat preceded by an adjective.

That relative clauses on object position

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where thatrelative clauses on object position is dngt that is preceded by a noun and
followed by a determiner, a subject form of a peedgronoun, a possessive pronoun, the protitoun

an adjective, a plural noun, a proper noun or @g&sve noun.

That relative clauses on subject position
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where #hat relative clauses on subject position is adingt preceded by a noun and

followed by an auxiliary verb or a verb, with thesgibility of an intervening adverb or negation.

That verb complements

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where that verb complement is arthat that matches one of the following patterns: (1)
preceded bwnd, nor, but, or, alsor any punctuation mark and followed by a deteania pronoun,
there a plural noun or a proper noun; (2) preceded byldic, private or suasive verb or a form of
seenor appearand followed by any word that is NOT a verb, aaxil, a punctuation or the woehd

(3) preceded by a public, private or suasive verd f@rm ofseemor appearand a preposition and up

to four words that are not nouns.

Third person pronouns
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a third person pronoun is agsigmhen any of these words is fouste, he, they,

her, him, them, his, their, himself, herself, thelres.

Time adverbials
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a time adverbial is assignednadree of the following words is foundfterwards,

again, earlier, early, eventually, formerly, immadily, initially, instantly, late, lately, later,
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momentarily, now, nowadays, once, originally, prilye previously, recently, shortly, simultaneously

subsequently, today, to-day, tomorrow, to-morramjght, to-night, yesterday.

Time words

This variable belongs to the set of variables pecedby LIWC (Tausczik and Pennebaker, 2009). The
list of stems that LIWC includes in this categosyabrupt*, after, afterlife*, aftermath*, afternoon*,
afterthought*, afterward*, again, age, aged, ageging, ago, ahead, already, always, ancient?*,
annual*, anymore, anytime, april, august, autummhge, back, before, began, begin, beginn*, begins,
begun, biannu*, bimonth*, birth*, biweek*, born, &y bye, cease*, ceasing, centur*, childhood,
christmas*, clock*, common, constant, constantigntmu*, current*, cycle*, dail*, date*, day*,
decade*, decay*, december, delay*, due, duringlieagarly, end, ended, ending, ends, era, etern*,
eve, evening*, event, eventually, ever, everydale*f fading*, fast, faster, fastest, february,afin
finally, finish*, first, firstly, firsts, followup} forever, former*, forward*, frequent, frequented,
frequenting, frequently, frequents, friday*, futugeneration*, happening, histor*, hour*, hurrie*,
hurry*, immediate, immediately, immediateness, imaffy inciden*, infinit*, initial*, initiat*,
instan*, interval*, january, july, june, last*, lat lately, later, latest, like, long, longe*, match
meantime, meanwhile, min, minute*, modern*, momemidnday*, month*, morning*, never, new,
newer, newest, newly, next, night, nightly, nigimtson*, november, now, o'clock*, occasional*,
oclock*, october, old, olden, older, oldest, onoggin, past, period*, perpetual*, preced*, present
presently, prior, proceed*, quick*, recency, recemecur*, repeat*, repetit*, respectively, return*
rhythm*, saturday*, schedul*, season*, secondsi@&nseptember*, sequen*, simultaneous*, slow*,
sometime, sometimes, soon, soone*, sped, speqitig,sptart, started, starter*, starting, starts,
startup*, still, stop, stopped, stopper*, stoppirgpps, subsequen*, sudden*, summer*, sunday*,
synch*, tempora*, term, terminat*, then, thursdagt till, time*, timing, today*, tomorrow?*, tonigt*,
tuesday*, until, updat*, usual, usually, wednesdayeek, week™, weekend*, weekl*, weeks, when,

whenever, while, whilst, winter*, year, yearly, y@ayesterday*, yet, young*, youth*.

Tokens
Text length given by the total number of tokensa@ath text. The total number of tokens was calcdlate

automatically by MAT.
Total adverbs

This variable was calculated by summing the redatiequencies given by MAT for place adverbials,

time adverbials, general adverbs, conjuncts, domers) hedges, amplifiers, and emphatics.
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Total adjectives
This variable was calculated by summing the redafirequencies given by MAT for attributive

adjectives and predicative adjectives.

Total emotion words
This variable was calculated by summing the redafrequencies of positive emotion words and

negative emotion words.

Total modal verbs
This variable was calculated by summing the redatigquencies given by MAT for possibility modals,

necessity modals and predictive modals.

Total nouns
This variable consists in the relative frequencypadper and common nouns, singular and plural.

Nominalisations and gerunds are excluded fromdbist.

Total personal pronouns
This variable was calculated by summing the redafrequencies of first person pronouns, second

person pronouns, third person pronouns and proitoun

Total proper nouns
This variable was calculated by summing the retafrequencies of singular proper nouns and plural

proper nouns.

Total prepositional phrases
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a preposition is assigned whenad the prepositions listed by Biber (1988) is

found.

Total verbs
The frequency of total verbs was calculated by singrthe frequencies of verb bases, past tenses,

present participles, past participles, and pretsges.

Traditional stance adverbs
This variable was calculated with a Perl script S&arched for the following wordstaybe, probably,
certainly, absolutely, of course, indeed, generailty fact, usually, roughly, apparently, typically,

finally, frequently The count was then normalised per the total takens
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Type-token ratio
The type-token ratio of a text was calculated auwattically by MAT by counting the number of types

in the first 100 tokens of each text.

Verb bases
This variable was calculated automatically by MAWat is one of the tags assigned by the algorithms

of the Stanford Tagger to the base forms of verbs.

WH questions
This variable was calculated automatically by MAThe program finds a WH question when the
following pattern is matched: any punctuation feledl by a WH word and followed by any auxiliary

verb, allowing an intervening word between the puation mark and the WH word.

WH relative clauses on object position

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a WH relative clause on objaxsiton is assigned when the following pattern is
found: any word that is not a form of the words ASKTELL followed by any word, followed by a

noun, followed by any word that is not an adverbegation, a verb or an auxiliary verb.

WH relative clauses on subject position

This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a WH relative clause on subjjesition is assigned when the following pattern is
found: any word that is not a form of the words AGKTELL followed by a noun, then a WH pronoun,
then by any verb or auxiliary verb, with the poggibof an intervening adverb or negation between

the WH pronoun and the verb.

WH-clauses
This variable was calculated automatically by MAhe program used the algorithm implemented by
Biber (1988) where a WH-clause is assigned wheridifi@ving pattern is found: any public, private

or suasive verb followed by any WH word, followeddword that is not an auxiliary.
WH-determiners

This variable was calculated automatically by MATat is one of the tags assigned by the algorithms

of the Stanford Tagger to the wonghichandthat when used as relative pronouns.

249



Appendix

WH-pronouns
This variable was calculated automatically by MATat is one of the tags assigned by the algorithms

of the Stanford Tagger to the wonghat, whoandwhom

Words longer than six letters
A script was created to count any word longer thiaretters and this number was then normalised to

obtain a frequency per 100 tokens.
Words longer than ten letters

A script was created to count any word longer tteanletters and this number was then normalised to

obtain a frequency per 100 tokens.
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