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ABSTRACT

Class-based service differentiation is provided in DiffServ networks. However, this differentiation will be dis-
ordered under dynamic traffic loads due to the fixed weighted scheduling. An adaptive weighted scheduling
scheme is proposed in this paper to achieve fair bandwidth allocation among different service classes. In this
scheme, the number of active flows and the subscribed bandwidth are estimated based on the measurement of
local queue metrics, then the scheduling weights of each service class are adjusted for the per-flow fairness of
excess bandwidth allocation. This adaptive scheme can be combined with any weighted scheduling algorithm.
Simulation results show that, comparing with fixed weighted scheduling, it effectively improve the fairness of
excess bandwidth allocation.
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1. INTRODUCTION

The Differentiated Services (DiffServ) architecture [1] is regarded as the most promising solution for the Internet
Quality of Service (QoS) problem. Two Per Hop Behavior (PHB) groups, the Expedited Forwarding (EF) [2]
and the Assured Forwarding (AF) [3], are specified beyond Best-Effort (BE) service in DiffServ architecture. EF
service is proposed to provide a service with low loss rate, low delay and an assured throughput. AF service
provides low loss rate and without assurance in delay and delay jitter, and it allows traffic flows to consume the
remaining bandwidth in some fair manner under low traffic load.

In an interior DiffServ route, there are one EF, four AF and one BE service classes served at the output
interface. The scheduling algorithm is responsible to adjust bandwidth among multiple service classes. The
most widely deployed scheduling algorithms on DiffServ nodes are in the class of weighted scheduling, such as
Weighted Round Robin (WRR) and Weight Fair Queueing (WFQ). In the weighted scheduling system, the queue
of EF service should be assigned with highest priority and kept empty, while the queues of AF and BE service
are serviced in priority or weighted fashion, and the excess (unsubscribed) bandwidth is equally shared among
AF and BE flows.

There are two kinds fairness problems in sharing the bandwidth in DiffServ network: fairness within service
class, or among service classes. The former fairness origins in the heterogeneity in traffic, such as the TCP flows
with different RT'T and UDP flows. The method to solve this fairness problem is to identify the misbehavior flows,
such as by marking at the network edge [4,5]. The latter fairness problem comes from the bursty characteristics
of Internet traffic, such as the changes of active traffic flows or the subscription ratio of current link. In real
networks, there are always excess bandwidth due to the overprovision network deployment. As to the DiffServ
router adopted RIO (RED with IN/OUT) algorithm [6], the out-profile (OUT) traffic of AF services share the
total unsubscribed bandwidth fairly with the traffic of BE service. If the bandwidth assigned to the queue of AF
and BE services are fixed, the flows in AF services will get less excess bandwidth when the number of flows in
BE service increases much. This is unfair and degrades the service differentiation. In this paper, We focus on
scheduling based approach to solve the latter fairness problem in bandwidth allocation among service classes.

The basic idea of our solution is to dynamically adjust scheduling weights upon the changes of traffic load.
There have been some related works following this idea [7-9]. The author in [7] hold the fairness criterion of
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weighted differentiation, and proposed to adjusted the weights in proportion to the original weights of different
service classes. The author in [8] and [9] aimed to achieve per-flow fairly sharing excess bandwidth, but they use
different methods to estimate the number of active flows. [8] measured the arrival rate and used the Kalman filter
estimation to get the number of flows. [9] adopted the method of Zombie List to estimate the number of active
flows. However, the method in [8] was not compatible to DiffServ architecture since it marked the arriving rate
in packet’s header, while the method in [9] was not scalable since it required additional buffer to realize Zombie
List. In this paper, we also follow the per-flow even-sharing fairness criterion. We propose a measurement-based
approach to estimate the number of active flows and result in a new adaptive weighted scheduling scheme. This
scheme can be combined with any weighted scheduling algorithm. Since the calculation of ideal weights is based
on the measurement of local queue metrics, our scheme is more easier and scalable than the approaches in [8,9].

The rest of paper is organized as follows. In Section 2, the research scenario of scheduling system is introduced.
Then Section 3 describe the estimation of subscribed bandwidth and the number of flows, and propose the
adaptive weighting scheme. In Section 4, we evaluate our scheme with the original weighted scheduling algorithms
in simulation. Finally, we conclude the paper in Section 5.

2. BACKGROUND
2.1. Research Scenario

A scheduling system model of multiple service classes in a DiffServ router is illustrated in Fig.1. Since we focus
on the fairness problem of excess bandwidth allocation and EF service provide exact throughput guarantees,
only the queues of AF and BE service classes are plotted in the figure.
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Figure 1. The scheduling system model with multiple service classes in DiffServ router

As specified in RFC2597 [3], there are at most four AF service classes in DiffServ node. In Fig.1, each service
class is assigned a buffer queue. The four queues in AF service are served by RIO algorithm [6], and the queue
in BE service is served by RED algorithm [10]. Weighted scheduling algorithm (such as WRR, WFQ, WF2?Q)
is adopted at the output link interface. Since the flows in BE service have the same priority with AF flows
in the competition for excess bandwidth, it can be regarded as a special AF service which has zero bandwidth
subscription. We can use a group of AF services i(i = 1,..,m, m < 5) to indicate the services queues in the
scheduling system. The scheduling weights of each service class at the output link are represented as w; in Fig.1.

To simplify our discussion, we make some assumptions as following: The total number of service classes m is
fixed; the total bandwidth assigned to the AF and BE services B(in packets/sec) is also fixed; only traffic flows
in TCP protocol are considered in this model, with the deployment of TFRC (TCP-friendly rate control) [11],
our work can also be extended to UDP traffic as well.

2.2. Fairness criterion in excess bandwidth allocation

In this paper, we assume the network is configured under-subscribed condition, which means there is always
excess bandwidth unsubscribed. The fairness criterion adopted is that each flow in AF and BE service should
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have equal share of excess bandwidth. For the scheduling system illustrated in Fig.1, S; denotes the subscribed
bandwidth in ith service class; B; denotes the assigned bandwidth to ith service class; B; denotes the fair
bandwidth allocation to ith service class; NV; denotes the number of active flows in ith service class. Then, the
fairness criterion can be expressed as:

B - S i
55 N )
from (1), we can get:
B - S N;
m - m (2)
B-YS; N,
Jj=1 j=1

Then, we have the fair share for the i¢th service class:

. Nl m

Bi= 58+ 5——-(B=)_S5)) (3)
>N =1
j=1

As shown in (3), in order to calculate B;, the number of flows N; and the subscribed bandwidth S; in each
service class j (j = 1,2,...,m) are required. In next section, we will introduce new methods to estimate the two
metrics, and propose an adaptive weighted scheduling scheme.

3. ADAPTIVE WEIGHED SCHEDULING SCHEME
3.1. Estimation of the number of flows

At DiffServ network edge, a packet is marked as IN if it is within the subscribed bandwidth, otherwise it is
marked as OUT. Different TCP traffic flows in the same service class will be aggregated into TCP aggregates.
For ith service in scheduling system in Fig.1, the aggregated throughput B; with N; flows in RIO queue can be
given by the throughput formula of TCP aggregate in [12]:

N.:
5. 3k ox 1 [ 2
Bi=g5+7 Tzzl RTT; \| po @)

where k denotes the average TCP packet size, RT'T; , and p;’;’;t denote the average round trip time and average

loss ratio of OUT packets respectively for the rth flows in ith service queue.

Since we focus on the fairness problem among service classes rather than that within one service class, we
can assume all the TCP flows in ith service queue are homogeneous. To simplify our discussion, we assume all
the TCP flows have the same round trip time as RT'T; and the same loss ratio as p¢“*. Then (4) can be rewrote

as:
3 3EN; 2
B; =°5, ] 5
4 + 4RTTZ plqut ( )

The loss ratio of OUT packets and that of whole RIO queue has following relationship:

Pi = pzn * Pmark +p?ut : (1 - pmark:) (6)
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where p; and pi" denote the loss ratio for whole RIO queue and that for IN packets respectively; ppark denotes
the marking probability at the network edge.

In the under-subscribed case, there will be no loss for IN packets, i.e. pi™ = 0. In the ideal marking case, the
DPmark can be represented by prark = Si/Bi. Then (6) can be rewrote as:

pi = p**(1 = Si/By) (7)

On the other hand, the round trip time RTT; consists of the link propagation delay (7;) and the queuing
process delay Q;/B;, where Q; is the average queue length of the RIO queue in ith service class:

Qi
RIT, =T, + B, (8)

Combining the above equations £5,7,8)7 we can get the expression on the number of flows in ith service class
by the measurable local metrics of @;, S; and B;:

VPi(Bi - T+ Q;)(4 — 35/ B;)
3ky/2(1 - 5,/B1)
2v/2pi(1 = Si/Bi)(B; - T + Q;) /3k (9)

Q

3.2. Estimation of subscribed bandwidth

In the under-subscribed case, traffic flows of AF service class can achieve their subscribed throughput in RIO
queue. Since TCP flows are elastic traffic, the occupied queue length is non-zero at most time. Then we can
get the following proportional relationship between the throughput and queue length at the steady state of RIO

queue:
an
10
where Q;" is the average queue size of IN packets in RIO queue.
Hence, subscribed bandwidth S; can be expressed as following approximately:
in
S, L @ . B (11)
T Qi

3.3. Fair weights for excess bandwidth allocation

We investigate the relationship between current scheduling weights and ideal fair weights. Supposing w; denotes
the normalized current weight of service i, w; denotes the normalized ideal fair weight of service ¢, then we can
get:

B
W; = — =
B

[

- S
(=) (12)
2 =

W

+

where N; and S; (i = 1,2,...,m) can be estimated by (9) and (11).

On the other hand, the outgoing bandwidth of each service class is proportioned to its scheduling weight in
ideal weighted scheduling. Therefore:
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Supposing the total bandwidth of the link B and the propagation delay T known, by combining (9),(11),(13)
with (12), we can get a function f(-) to calculate w;:

UA)I' f( 72:”7Qi7]3i7{wj})

X ot > —(1- Z(jwj)) (14)
' 2. \/pi(l =3 )(w;BT +Q;) =1 7

i

j=1

3.4. Adaptive scheduling scheme

A periodical adaptive weighted scheduling scheme can be proposed based on function f(-): in every adaption
period, the ideal weights {w;} are calculated based on current scheduling weights {w; } as well as some measurable
metrics, and then assigned to the actual scheduling weights.

It is obvious that our proposed adaptive scheduling scheme does not rely on the specific scheduling algorithm.
The adaptive scheduling scheme can be combined with any weighted scheduling algorithm. The complete process
of the combined scheduling are described as follows.

1. At the beginning of every adaption period 7, all the variables are reset.
2. If one packet in class ¢ dropped, the drop counter D increased by 1.

3. At every sampling interval 75, the current queue length {Qjr}(k=1,..,7/7s) and that of IN packets queue
{Q;%} in each service class j (j = 1,..,m) are recorded.

4. At the end of the period 7, the average dropping probability p;, the average queue length of whole queue
Qi =Ts/7- Y, Qjx and the average queue length of IN packet Q," = 75/7 - ij,? in each service class j
are calculated.

5. With (9) and (11), the number of active flows N; and the subscribed bandwidth S; in each service class
are estimated, and the normalized weights for next period {w;} are calculated according to (12).

6. The adaptive scheduling scheme adjusts the bandwidth for each service according to the weights {w, }.

3.5. Discussion

This adaptive scheduling scheme are based on the metrics estimated or measured from local queue metrics, such
as Qjk, Q7 and p;. The other metrics used in our scheme can also be easily obtained. For example, there are
known methods estimating the propagation delay T' [5]. Comparing with the method in [8] and [9], our scheme

is more scalable and easier to deploy.

The length of adaptation period in our scheduling scheme should be carefully determined. If the period is too
short, the frequency of adaptation will be larger which results in unnecessary system load. If the period is too
long, it will be difficult to capture and respond to the bursty traffic. In real networks, it is suggested to consider
the characteristics of bursty traffic in local node. In our simulation, the period is set as 5 to 10 seconds.

This scheme should be deployed as RIO algorithm in queue management. The estimation on the number of
flows in this scheme is based on average queue length. Since true condition of (11) is that the size of queue buffer
is large enough and the occupancy is steady, the estimation will be very inaccurate if the queue size is too small.
In the deployment of our scheme, we suggest that: (1) the size of queue buffer is configured to integer times of
the bandwidth-delay product of this link; (2) the maximal queue threshold for BE service or the OUT packets
in AF service are set around 0.7 times of the buffer size.
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4. SIMULATION RESULTS

The proposed adaptive weighting scheme is implemented in ns-2 [13] and evaluated by two groups of simulations.
The network topology in simulation is shown in Figure.2. It illustrates a simple DiffServ domain with two edge
routers (E0,E1) and one core routers (C0). TCP connections are setup from the source nodes (50,51) to the
destination nodes (D0). The bottleneck link in DiffServ Domain is assigned with 50Mbps bandwidth and 10ms
propagation delay, while all the access link are 100Mbps bandwidth and 10ms propagation delay. Hence, the
total propagation delay in a round trip is in 80ms.

SO

50Mbps 50Mbps

— — 100Mbps
| I L El
Cco El DO

S1 O 100Mbps

Figure 2. The topology of the simulation

All the TCP packets from S1 to D0 are assigned in BE service, while those from S0 to D0 are assigned in
AF service. The RED queue in BE service on C0 are configured as (thmin, thmazs Pmaz) = (80,200,0.02). The
RIO queues in AF services are configured as (tho“  tho™  pout ) = (50,150,0.1) and (th!", th"  pit ) =
(70,200, 0.02) for OUT and IN part RED respectively. The marking algorithm deployed at network edge is Token
Bucket marking. We deployed original WRR scheduling algorithm on C0 as well as our proposed scheduling
scheme. We name the combination algorithm of original WRR with adaptive scheduling scheme as adaptive

WRR (AWRR) in this paper. The adaptation period is 10 second in simulation.

In order to evaluate the fairness allocation of excess bandwidth among of all the flows in AF and BE service
classes, we defined a fairness index as below:

Fairness Index = (15)

m- 3 (e?)

where n is the total number of flows in AF and BE services, ¢; is the measured excess bandwidth of flow 7. It is
obvious that the fairness index of 1 indicate the ideal fair case.

4.1. The effect of subscription ratio

In DiffServ networks, subscription ratio is an important factor in traffic load. As indicated in (3), there is a tight
relationship between the fair assigned bandwidth of each service queue and its subscription bandwidth. In real
networks, the subscription ratio may be re-configured by ISP. In the first group of simulation, we investigate the
ability of our proposed scheme responding to various conditions of subscription ratio.

We keep the number of flows fixed in the simulation, set the number of flows of AF and BE service as 25 and
35 respectively and set the initial scheduling weights between AF and BE services as (40:60). We run AWRR
algorithm several times, and the subscription ratio in each time changed from 30% to 90%. The IN and OUT
throughput of AF service and that of BE service are recorded. The fairness index of excess bandwidth allocation
is calculated. Simulation results are shown in Fig.3.

Due to space limited, only the bar picture of bandwidth allocation among AF-IN ; AF-OUT and BE service
under 90% subscription is given in Fig.3(a). We can observe that AWRR achieves stable fair bandwidth allocation
at 50 second. When the time at 5 second, the bandwidth allocation is still determined by the initial weights setting
(AF:BE=40:60); after 5 times of adaptation and time at 50 second, the allocation is almost near ideal weights

220 Proc. of SPIE Vol. 5626

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 10/01/2013 Terms of Use: http://spiedl.or g/terms



11

{| Hl Throughput of AF-IN

60 1
[ Throughput of AF—OUT]| 1t
50 [ Throughput of BE
Q » 0.90
8 50 5 o [9)
= 40F L ] g
= = = 0.8}
= 12}
2 3
2 30/ £o7
o (5]
‘5- [V
F 20 0.6l
| -6~ 30% Subscription
10p 0.5 —o— 60% Subscription |
=6= 90% Subscriptior]
0.4 L L L L L
20 40 60 80 100 20 40 60 80 100
Time(sec) Time(sec)
(a) Bandwidth allocation: AWRR, (b) Fairness index for allocation of excess
90% subscription bandwidth

Figure 3. Adaptive scheduling under different subscription ratio

as (AF-IN:AF-OUT:BE=90:4:6). Fig.3(b) shows the fairness index of AWRR at different time under various
subscription ratio. We can find that, in most cases, AWRR can quickly adjust the fairness of excess bandwidth
to ideal value 1. Thus, the adaptive scheduling scheme has the ability to achieve fair excess bandwidth allocation
regardless of the original settings of original weights.

4.2. The effect of dynamic traffic load

In DiffServ networks, the number of flows is another important factor in traffic load. In real networks, the traffic
load of BE service is unknown and may changes over time. In the second group of simulation, we investigate the
ability of proposed scheme responding to the changes of BE traffic load.

We keep the subscription ratio fixed as 60% in simulation, set the number of AF flows as 20. The number of
BE flows changes over time, as shown in the Fig.4. The initial scheduling weights of AF and BE service are set
as (50:50). We run simulations with AWRR and original WRR respectively. The the IN and OUT throughput
of AF and that of BE service are recorded, and the fairness index for excess bandwidth allocation is calculated.

“ Number
of flows

35 —_— —
25 i|_/ _____________

1Y PSSR AN R

Y

50 100 150 200
Time(second)

N,
[
o

Figure 4. Dynamic traffic load in BE service
From Fig.5(a), we can observe the ability of proposed scheme responding to the changes of traffic load.
Whatever the changes of traffic load, AWRR can quickly achieve the fair bandwidth allocation. For example,

when time at 120 second, the number of BE service is 35, the bandwidth allocation scheduled by AWRR is set
near to the ideal value of (AF-IN:AF-OUT:BE=60:15:25); when time at 180 second, the number of BE service is
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Figure 5. Adaptive scheduling under dynamic traffic load

15, the output allocation scheduled by AWRR is set near to the ideal value of (AF-IN:AF-OUT:BE=60:23:17).
On the other hand, the steps of adaptive scheduling scheme over large changes of traffic load can also be observed
in Fig.5(b). When time at 150 second and 200 second, AWRR spend two more adaption times to adjust the
fairness index near to ideal 1. In most of the time, AWRR can maintain the near 1 fairness index for excess
bandwidth.

5. CONCLUSIONS

In this paper, an adaptive weighted scheduling scheme is proposed for DiffServ router to achieve the fair allocation
of excess bandwidth among the flows in AF and BE services. Measurement-based approaches are proposed to
obtain the estimations of the number of traffic flows and subscribed bandwidth. Simulations are designed to
evaluate the ability of the scheme responding to the changes of traffic load. The results show that the scheme
is robust under different subscription situations. It can not only achieve ideal weights allocation quickly, but
also respond to the dynamic changes of traffic load. Compared with fixed weighted scheduling, this scheme can
achieve effectively improve the fairness of excess bandwidth allocation in DiffServ routers.
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