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This thesis investigates how people select items from
a computer display using the mouse input device. The
terp computer mouse refers to a class of input
dev1ce§ which share certain features, but these may
have Q1fferent characteristics which influence the
ways in which people use the device. Although task
completion time is one of the most commonly used
performance measures for input device evaluation,
there is no consensus as to its definition.
Furthermore most mouse studies fail to provide
adequate assurances regarding its correct
measurement. Therefore precise and accurate timing
software were developed which permitted the recording
of movement data which by means of automated analysis
yielded the device movements made. Input system gain,
an important task parameter, has been poorly defined
and misconceptualized in most previous studies. The
issue of gain has been clarified and investigated
within this thesis. Movement characteristics varied
between users and within users, even for the same
task conditions. The variables of target size,
movement amplitude, and experience exerted
significant effects on performance. Subjects
consistently undershot the target area. This may be a
consequence of the particular task demands. Although
task completion times indicated that mouse
performance had stabilized after 132 trials the
movement traces, even of very experienced users,
indicated that there was still considerable room for
improvement in performance, as indicated by the
proportion of poorly made movements. The mouse input
device was suitable for older novice device users,
but they took longer to complete the experimental
trials. Given the diversity and inconsistency of
device movements, even for the same task conditions,
caution is urged when interpreting averaged grouped
data. Performance was found to be sensitive to; task
conditions, device implementations, and exPerience in
ways which are problematic for the thegrgtlcal
descriptions of device movgmept, anq l}mlt Fhe .
generalizability of such findings within this thesis.
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CHAPTER ONE

ITNTRODUCTION

This Chapter describes the origins and impetus for
this research programme and provides the reader with
an overview of the thesis and the associated research
activity. The main subject of this thesis is people’s
use of computer mice. Despite the increasing use of
mouse type devices for computer input, relatively
little is known about how it is achieved, and in
which ways the device movement characteristics differ
between users. The structure of this thesis, and its
partition into ordered sections and chapters, does
not correspond to the iterative nature of the actual

research activities.
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1.0 Origins of The Research Programme
Introductions are such awkward things. In particular it is
often difficult to know where to begin.

‘ "Begin at the beginning," the king said,

gravely, "and go till you come to the end; then
stop".”’

Lewis Carroll (1865, pl2)

This research programme began in response to the gquestion
"What are people doing when they use a mouse ?". In
particular, what sort of movements are made with the mouse
input device by its users? Furthermore, could this

knowledge be useful in improving the input process?

The importance of these questions, and hence an additional
justification for this research programme, becomes
evident when one considers the pervasiveness of
interactive information technology within everyday life,
and its increasing reliance upon pointing devices (Czaja,
1988; Straayer, 1991), and in particular mouse type

devices (Baecker & Buxton, 1987; Price & Cordova, 1983).

The increasing use of computer mice has occurred for a
number of reasons. The nature of work itself is in a
rapid and ongoing period of change (Argyle, 1989; Bracker
& Pearson, 1986), and more generally there is argued to
have been a shift from an industrial to an information
society (Naisbitt, 1982; Toffler, 1980).

Smith (1980) has identified the growing number of people
who have to use a computer as part of their working day,
but who have little, or no, typing skill, and are unlikely
to acquire it. Such ‘direct end users’ have generally
benefited from a supplementary input device to the
keyboard, which has usually been a mouse. Additionally,
for many applications, such as those utilizing Windows1l,
which place increasing emphasis on the ‘direct
manipulation’ of visual objects, the provision of a mouse
has become a prerequisite (Helander, 1988; Computer

Shopper, 1991).

1 Trade mark of the Microsoft Corporation
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Despite the spread of computer mice there may exist a
small, but significant, subpopulation of computer users
who experience difficulty when using one (Taylor & Hinson,
1988), and others who prefer not to use them at all
(Straayer, 1991). With which aspect of the input process
do users experience difficulty? More generally, what

distinguishes good from poor mouse users?

A review of previous input device studies and the relevant
areas of the motor movement literature did not provide
useful solutions to the above questions. In an attempt to
answer these questions, the research programme
investigated the microstructure of device movements made

by users.

In order to determine the microstructure of device
movements, it was necessary to develop technically
sophisticated movement recording apparatus, and to pioneer
novel techniques for the description, and subsequent
analysis of movement. Consequently, this thesis makes a
contribution to the area of computer based measurement,

and to the issue of how we conceptualize motor movement.

The microstructure of mouse movement was then
investigated, using these techniques through a number of
experiments. Having established the methodology and its
usefulness, it was generalized to other contemporary
devices permitting a comparative study to be made between
them.

1.1 Overview of The Thesis

This thesis has been partitioned into five sections
comprising eleven chapters. Figure 1.0 shows a pictorial
representation of the structure of the thesis. At the risk
of being ‘recursive’, the introduction is taken to be self

explanatory.
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Diagram of Thesis

A. Introduction

1. Introduction

B. Historic Context

2.HCI (Human Computer Interaction)
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E. Conclusions

11. Discussion & Conclusions

Figure 1.0
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The historical review (B) contains two chapters; Chapter
Two deals with HCI (Human Computer Interaction), with an
emphasis on previous input device studies, and Chapter
Three provides a review of the theories of motor movement
relevant to input device movement. Chapter Three also
contains a review of a selection of investigations which
have been concerned with recording and analysing human

movement.

The Methodology Section (C) is concerned with the
development of the recording and subsequent novel
analytical techniques used within this research programme.
It contains Chapters Four and Five which are concerned
with the innovative descriptions of movement patterns, and
the recording of the movements upon which the analysis,
pioneered here, was made possible. Chapter Six focuses on

the design of the experimental tasks.

This section also describes several experiments which were
concerned with determining the precision and accuracy of
the experimental apparatus, and the measurement techniques
employed. Details of the construction of the analytical
techniques, employed to capture the richness of the
observed movement behaviour, are also given within this

section.

The Results Section (D) contains Chapters Seven through to
Ten, which provide details of the four main areas of
empirical investigation. In total five experiments were
undertaken. Chapter Seven describes the ways in which
people moved the mouse, and how this was associated with
different task factors and individual differences in
previous device experience (experiment 1). Chapter Eight
investigates age related differences in device usage
(experiment 2). Chapter nine is concerned with the changes
in movement patterns associated with increasing task and
device experience, as observed during a longitudinal
study (experiment 3). Chapter Ten describes a comparative
input device study and comprises two experiments
(experiments 4 & 5). The experiment 4 investigates three

17



different physical implementations of a conventional mouse
device; and the fith experiment compares three
contemporary devices (conventional mouse, a hand held

thumb operated mouse, and a pen shaped mouse)

The final section (E), Chapter Eleven, integrates the
separate experimental findings - across the different
studies - within the historical context, and it also
addresses the questions posed at the onset of the research
programme. Additionally, it discusses the relative
advantages and disadvantages of the methodology employed;

and the questions raised by the empirical studies.

The structure of the thesis might suggest that the
research followed a ‘linear’ sequence from conception
through to conclusion - this was not the case. The
recursive flow of research activities, and the entwined
sequence of writing, resembled Hofstadter’s ‘Eternal
Golden Braid’ (Hofstadter, 1979). Given the iterative
nature of the research activities the cause of clarity is
best served by a system of forward, and backward, cross

referencing throughout the thesis.
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CHAPTER TWO

HCT & COMPUTER

INPUT DEVICES

This chapter provides a brief description of the
evolution of computer technology and the related
emergence of HCI as a distinct area within the Human
Factors community. Research into input devices is
then identified as an important endeavour within the
field of HCI. Despite the large number of input
device studies, and the application of cognitive
psychology to HCI, there is still the need for
experimentation to determine the suitability of a
particular device for a particular input task. A
recent approach to HCI, the ‘task artifact cycle’
(Carroll & Campbell, 1989), seeks to develop
artifacts by observation of the interaction
activities. This is seen as providing a context for
the current study which seeks to develop input
artifacts (tools) based on the ‘natural gestures’
made with devices. Finally, a review of previous

input device studies is presented.
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2.0 Introduction

The proliferation of computer systems and the increase in
the number of computer users has been remarkable. In 1947
it was predicted that only six electronic computers would
be required to satisfy all of the United States computing
needs (Palfreyman & Swade, 1991). However, since the early
1960’s, commentators have noted the growth in the number
of such systems and their users (Glauthier, 1967;
Nickerson, 1962; Bennet, 1972; Smith & Green, 1980;
Shackel, 1984, 1991). It has been estimated that there are
now over one hundred million personal computers in the
world (Palfreyman & Swade, 1991). It is hard to find
instances where their use does not impinge to some extent,
or other, into the lives of most people in the
industrialized world (Smith & Green, 1980).

This increasing accessibility of computer systems to a
wider, but not necessarily computer sophisticated public,
has brought with it increasing demands upon the user
(Whitefield, 1986). The computer can be rigid and very
demanding of its users (Smith & Green, 1980). People often
experience frustrating and serious difficulties when using
such systems (Carroll & Campbell, 1989). In order to use
computers effectively people often have to make
considerable changes to existing working habits, requiring
them to retrain and adapt (Long & Whitefield, 1989; Smith
& Green, 1980). These difficulties continue to affect
users at all levels of skill and expertise (Shniederman,
1982)

There has been an equally phenomenal growth in the number
of people concerned with issues pertaining to human
computer interaction (Shackel, 1991; Shniederman, 1987;
Carroll & Campbell, 1989; Gaines, 1984; Haller, Mutschler,
and Voss, 1985). HCI (Human Computer Interaction) is an
interdisciplinary conjunction of several sciences and
technologies (Shackel, 1991; Long & Whitefield, 1989),
whose practitioners are concerned with extending and
improving the quality of HCI (Diaper, 1987; Baecker &
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Buxton, 1987; Long & Whitefield, 1989). The importance of
HCI issues is well expressed by Monk (1984):
‘There is an increasing awareness of the case
made by HCI specialists that the design of user
machine interfaces in any interactive system is

crucial for its efficiency and acceptability.’
Monk (1984, p 6)

Manufacturers have utilized developments in the user
interface to gain a competitive advantage (Gaines, 1984;
Preece & Keller, 1990; Shneiderman, 1987; Lewis, 1990),
with it determining the success or failure of such systems
(Baecker & Buxton, 1987). The role of human factors
considerations within computer system design has been
further acknowledged by the prominence given to HCI issues
in the three (Japan, U.K., and Europe) Fifth Generation
projects launched in the early 1980’s (Moto-Oka, 1982;
Alvey, 1982; and ESPRIT, 1983).

Input devices have been identified as one of a number of
the key areas of interest within the HCI field (Diaper,
1987), and increasingly efforts are being directed to the
problems of input (Foley, Wallace & Chan, 1984; Buxton,
1986). Similarly, prior to the emergence of HCI as a
distinct discipline within the human factors area
(recently reviewed by Shackel, 1991 and Baecker & Buxton,
1987), input devices have been considered as important
contributors towards better human machine interaction
(Alvey, 1982; Taylor, 1967; Licklider, 1960; Licklider &
Clark, 1962; Johnson, 1967; Nickerson, 1969; Shackel,
1969; Murata, 1991), whilst receiving less attention than
output devices (Buxton, 1986; Jacob et al, 1993;
Whitfield, Ball, & Bird, 1983).

2.1 Approaches taken to the study of input devices
Researchers have largely been concerned with determining
the most appropriate device, or devices, for particular
input tasks. Four approaches have been identified: the
development of heuristics through experimentation,
developing taxonomies of input devices that provide ways
of determining a good device task fit, utilizing

psychological models of computer input, and the task-
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artifact approach. These are consistent with the positions

outlined by Carroll, Young, and Long (1991).

2.1.1 Experimentally derived heuristics

Our current knowledge of input, like that of HCI in
general (Monk & Wright, 1991), has largely been derived
from empirical laboratory based studies. Typically, the
suitability of particular devices for particular ‘types’
of task is evaluated with respect to task performance. The
findings from these studies have been used as the basis
for formulating heuristics, an approach advocated by
Shniederman (1982), which can be used to inform input
device choice for future systems, without the need for

direct experimentation.

Carey (1985) and Haller et al (1985) have attempted to
construct such heuristics by considering the findings from
numerous device studies. However, both reviews found
comparisons between device studies difficult due to the
different combinations of devices employed, and the
different experimental tasks used. Moreover, the
generalizability of any device study findings, to other
input situations, has been questioned on the grounds of
the user and task specificity of any such study (Monk &
Wright, 1991; Greenstein & Arnaut, 1988), and the effects
of different physical implementations of the same type of
device (Carey, 1985, and Buxton, 1986). Additionally, a
system’s overall evaluation will often depend upon several
performance measures, and other non performance related
factors (Whitefield, 1986). Given the multidimensionality
of system performance, it is unlikely that a single device
would be optimal for all the performance dimensions.
Therefore, it is unlikely that one device alone will be
the most appropriate for all the tasks to be faced by a
system user and the designer’s goal will involve selecting
the best ‘all-round’ device or providing a number of
appropriate devices (Buxton, 1986).
‘With respect to tasks, no single input device is
well suited to all of the input functions’.
Whitefield (1986, p103)
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2.1.2 Device Taxonomies

Attempts have been made to usefully classify input devices
and input tasks so as to match the device to the task. The
criteria used to categorise devices should correspond to
the task dimensions which influence the suitability of

devices for particular task types.

Carey (1985) identified three classes of input device:
pointing devices, selection devices, and symbolic devices.
Pointing devices operate by identifying a position, or
object on a display, and may also communicate positional
information (unlike selection devices). Typical devices
include: lightpen, mouse, trackerball, joystick and
touchscreen. Selection devices provide a fixed set of
labels, or categories, from which functions, or objects,
can be selected. Typical devices include the data tablet
and the fixed labelled keyboard. Symbolic devices operate,
via the construction of input sequences, from a fixed set
of basic symbols. Typical devices include numeric keypads
and alphanumeric keyboards. These categories overlap, in
that one input device, from a particular categoryv, can be
implemented so as to fall within another category. This

reflects the versatile nature of most input systems.

An important distinction has been drawn between direct and
indirect pointing devices (Carey, 1985; Whitfield et al,
1983, Whitefield, 1986). An indirect pointing device is
one where the movement takes place towards an area which
occupies a different location in space, but which is
mapped onto the target area, from which the operator
receives feedback (Whitefield, 1986). Such devices
include: the mouse, trackerball, and joystick. Conversely,
for a direct pointing device the movement takes place
towards the actual location of the target in space. Such
devices include the touch screen and lightpen. The choice
of either direct, or indirect, devices should be made
having regard to the physical characteristics of the
input environment and the input task (Whitfield, et al,
1983; Carey, 1985; Whitefield, 1986; Murata, 1991).
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Carey (1985) also identified five generic input operations
based upon those of Foley (1980). These were: specify
object, specify location, enter numeric value, specify
required action, and text entry. These may be mapped onto
the earlier categories of input device. Most input devices
can be implemented so as to achieve all of the possible
input tasks, although some devices, due to their inherent
performance advantages, will be better suited to some
input tasks than others (Carey, 1985; Greenstein & Arnaut,
1988; Buxton, 1986). However, given a suitable
implementation of the input task, and suitably experienced
users, it is possible to contrive a previously
inappropriate device to an appropriate one (Ewing,
Mehrabanzad, Sheck, Ostroff, and Shneiderman, 1987).

Haller et al (1985) and Buxton (1986) have identified the
compatibility between the device’s operation and that of
the system’s response as being a key component of the
user’s resultant performance. Similarly the resolution of
a device can affect its suitability for certain tasks
(Buxton, 1986; Whitefield, 1986; and Carey, 1985). Thus,
device functionality and the type of input task are not
sufficient to uniquely identify the most appropriate
device. Further analysis, based on the idiosyncrasies of
the device, and more specific task details are required
(Buxton, 1986; Carey, 1985).

Buxton (1986) proposes a taxonomy of input devices
(analogous to a periodic table) based on device properties
which might lend themselves to distinguishing the
suitability of such devices for different tasks. The
categorizing dimensions are; What is sensed (motion,
velocity etc), the number of dimensions (1D, 2D, 3D), the
motor skills utilized, those that are activated directly
by touch or those that require an intermediary. Buxton
believes that this taxonomy provides a method to assess
device equivalence, and may provide a means of identifying
new input devices. However, Buxton then proceeds to
introduce other factors which must be considered when

making the input device choice; these reduce the
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usefulness of the device taxonomy in making the device

selection.

2.1.3 Cognitive Psychology
One of the most popular approaches to HCI amongst academic
researchers has been the application of cognitive
psychology to HCI (Lewis, 1990). Of particular relevance
to computer input has been the work associated with Card,
Moran, and Newell (1980). Their key stroke model for the
mouse device, using Fitts’ Law, will be discussed later in
this Chapter. However, their work has been criticised for
its minimal content of psychology and its limited domain
of application (Lewis, 1990; Monk & Wright, 1991; Karat,
McDonald and Anderson, 1986). More generally the
application of cognitive psychology, whilst exciting and
promising, has yet to successfully be applied to realistic
problems (Monk & Wright, 1991). There appears to be a
general consensus that there is a lack of suitable
theories, and those that are available are too domain
specific and limited in scope.

‘However, the search for good theories in the

field of HCI has so far met with little success.

Indeed, there is little agreement about what

kind of theories might be appropriate, or what
the discipline of HCI might be’

T. Stewart (1989, p 321)

Similarly,

‘Formal models have thus far contributed little
to our understanding of deeper cognitive issues
that manifest themselves in HCI.’

Baecker & Buxton (1989, pl76).
Specifically, when considering input,
‘Cognitive science has not developed sufficiently

to provide detailed models for much of normal
cognitive behaviour.’

Karat et al (1986, p 75)

It is interesting to note that this view was voiced by

Bennett over 20 years ago.
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‘There are as yet no valid theoretical models for
predicting the effect of interactive facility
alternatives on user performance, so there are
few, 1if any, theoretical models for guiding the
isolation of experimental variables’

Bennett (1972, p 176)

When will such theories be available? Buxton believes that
our theories will never be sufficiently complete to deal
with the complexity of input.

‘Managing input is so complex that it is unlikely

that we will ever totally understand it. No

matter how good our theories are, we will

probably always have to test design through
actual implementations and prototyping.’

Buxton (1986, p 376).

2.1.4 Task Artifact Cycle

Recently, an alternative view of HCI, associated with the
‘task artifact cycle’ (Carroll & Campbell, 1989), has been
identified by some researchers (Lewis, 1990; Monk &
Wright, 1991; Jacob et al, 1993). This approach assumes
that the field of HCI exists to provide an understanding
of usability, and how to design usable computer artifacts
(tools). HCI is seen as the study of an ‘ecology of tasks
and artifacts’. Artifacts are tools designed to aid people
in performing cognitive tasks. Carroll & Campbell advocate
a task-artifact design cycle based on observation of the

user, when engaged in interaction with the system.

This type of approach is not new to HCI. Katler (1969)
advocated a system redevelopment cycle which included
analysis, synthesis, and evaluation. The need for
empirical validation of systems, in ‘practice’, was
advocated by Whitfield (1964), and the role of user
observation as essential, within the area of the
ergonomics of the user interface (Edmonds & Green, 1984).
However, Carroll & Campbell ascribe a scientific status to
the artifacts created by such a cycle. The design of
artifacts, as well as their evolution, inherently and
inextricably involve psychological issues. Artifacts
incorporate psychological assumptions about their
usability and suitability for the tasks that users do.
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Artifacts are considered, by the authors, as an
appropriate medium for expressing and developing
theoretical claims regarding usability. A similar claim is
made by some ‘cognitive scientists’ for the status of
their computer programs which model cognitive processes
(Winston, 1992; Schank & Colby, 1976); Newell & Simon,
1961; Kosslyn, 1980).

Artifacts are not only the system hardware, but also

comprise the system’s software. In considering the future

directions of computer input research, Jacob et al (1993)

have adopted the task-user development cycle, and have

advocated the search for new input devices and dialogues,
‘The challenge before us is to design new devices
and types of dialogues that better fit and

exploit the communication relevant
characteristics of humans’.

Jacob et al (1993, p 1)

They advocate an artifact development which is user
'pushed’ rather than technologically ‘pulled’. The search
for new devices would be assisted, in part, by reference
to device taxonomies, such as that proposed by Buxton
(1986). However, as we are far from exploiting the full
potential of the devices that we already have (Buxton,
1986), a useful approach could seek to implement the input
tasks so as to utilize the input gestures made by users

with a particular device.

2.2 Early Input Device Studies

It is interesting to note that the years prior to 1969
have been considered as the ‘wilderness years’ for
research into ‘man-computer’ interaction (Gaines, 1984;
Nickerson, 1969), with Shackel’s paper (Shackel, 1959)
standing in isolation (Gaines, 1984). This view has been
challenged by Shackel himself (Shackel, 1991) where he
describes the work of the period as sporadic, rather than
isolated, with some important foundations having been
laid.
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The research into what we now term HCI of this decade
(1959 - 1969) was considered as a part of, rather than
distinct from, the human factors tradition of the day.
Many of the studies were published within special interest
sections of the electronic engineering, or computer
journals, of the period with an emphasis on the
technological aspects of the system . Given the
technological limits of the time, it is not surprising to
find most of the research concerned with the ‘machinery’
rather than the rather limited interaction processes.
However, within this period there were some interesting

computer input studies.

At the time of non interactive computer input, Braunstein
& Anderson (1961), in anticipating speech input device
technology, compared data entry using ‘conventional
keyboard input’ (sic) to that of reading the digits aloud.
They used five keyboard naive subjects and found that
keyboard entry was slower. However, the subjects reported

that keyboard mediated input was easier.

Gurley & Woodward (1959) described a lightpen input
device. Interactive computer systems providing line
drawing packages were described by Stotz (1963), and
Sutherland (1963). They emphasised the computer
technology, and in particular the light pen devices used,
and how they facilitated input for this type of task.
Similarly, we find details of the emergence of touch

displays (Johnson, 1967).

We find a description of a computer console specifically
developed to enable the assessment of different techniques
of ‘Man-Machine Interaction’ (Lazovick, Trost, Reickord, &
Green, 1961; Lichtenberger & Pirtle, 1967). Similarly, we
find the case being made for the empirical validation of

computer consoles (Whitfield, 1964).

Input string length and key size were shown to affect the
speed and accuracy of keyboard input (Deininger,
Billington, & Riesz, 1966). The speed and accuracy of

textual retrieval using abbreviated and literal input
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strings was investigated (Dieninger, Billington, &
Michaels, 1968).

The first example of a mouse device can be found in an
experimental comparison between it, lightpen, joystick,
and a conventional keyboard for text manipulation
(English, Engelbart, & Berman, 1967). The mouse device had

been constructed by the experimenters.

2.3 The Computer Mouse

The computer mouse is a small hand held device that when
moved, over a flat surface, causes movement of a screen
cursor (Greenstein & Arnaut, 1988). It provides (x,Vy)
coordinate positional data when it is moved over a plane
surface, and provides data entry from a finger operated
switch (Ritchie & Turner, 1975; English et al, 1967). The
mouse is an example of an indirect pointing device (see
section 2.1.2).

Mice have an assortment of physical characteristics; there
are mechanical, optical, and ‘tailless’ mice, in various
shapes and sizes, with varying numbers of buttons (Price &
Cordova, 1983). The physical implementation of a mouse has
been shown to strongly influence its ease of use, and task
performance for both short and longterm usage (Abernethy &
Hodes, 1987; Hodes & Akaki, 1986; Price & Cardova, 1983;
Hill, Gunn, Martin, & Schwartz, 1991). Similarly, the
‘feel’ of a device is important in determining its

effectiveness and acceptance (Baecker & Buxton, 1987).

Mice may be connected to the computer via a specific
‘mouse port’ or by connection to the existing serial RS232
port. The former being known as a ‘bus mouse’ and the

latter as a ‘serial mouse’.

Mouse movement with the serial mouse is usually recorded
on two counters within the device. These counters
represent the displacement of the mouse in the X and Y
planes of movement. An additional counter (register)
stores the status of the device buttons. Information taken

from these counters is converted into a suitable format
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for the serial transmission to the computer’s serial port.
Different Manufacturers provide different data formats for
their device, but typically use a transmission rate of
1200 baud.

The bus mouse produces electrical signals (quadrature
output) which directly reflect the mouse’s movement. This
information is ‘fed’ into the computer where it is
processed by the associated ‘bus card’ which will again
cause positional and button status counters to be

incremented.

Serial devices have the advantage of requiring no
additional hardware other than the provision of a serial
port (a standard provision on most computer systems), but
their inherent additional signal processing and the
relatively slow data transmission rate via the RS232 1link
make them slower than bus mice with respect to updating
the device’s spatial and button status. However, this
difference, between the two types of device, is rarely
apparent to the user due to the relatively slow refresh

rate of the display pointer’s position.

Contemporary mice typically detect movement in one of
three ways; mechanical, opto-mechanical, or optical. In
the case of a mechanical mouse, its movement is detected
by the corresponding movement of potentiometers, whose
change in electrical resistance corresponds to changes in
the position of the device. In opto-mechanical mice the
device movement is translated into the rotational movement
of a disc, whose surface is marked in such a way, that its
movement (and hence the movement of the device) can be
detected by opto-electronic sensors. An optical mouse
detects movement without the need for a mechanical
transducer. Movement is detected by the reflections of
light from a reflective mouse mat, upon which is
superimposed a fine grid. Mechanical, and opto-mechanical
mice are mainly of the ‘rollerball’ type, and they are

generally cheaper than optical mice.
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The computer program which processes the information from
the mouse device is known as a ‘device driver’. The device
driver not only processes the information sent from the
device to the computer port, but also determines and
maintains the cursor position on the display. Different
device manufacturers provide their own device driver
software. However, increasingly devices are being
manufactured towards compatibility with either the
‘Microsoft’ or ‘PC Mouse’ device driver packages (Computer
Shopper, 1991). Some device manufacturers provide the
user, by means of a switch on the device, with the option
of which of the two driver packages they wish their device
to be compatible with.

2.4 Review of recent input device studies

This section is primarily concerned with input studies
that have used the mouse device. Rather than consider each
study separately this thesis will attempt to discuss the
studies with reference to certain issues, which are
relevant to this research. However, to begin here is a

list of the studies of interest.

Many comparative studies between input devices have been
carried out. Devices have typically been compared along
the performance variables of positioning time, accuracy,
and occasionally user preference. The devices most
commonly used have been; mouse, joystick, keyboard,
touchscreen, and lightpen. One of the earliest studies to
use a mouse was English et al (1967). Some of the later
studies are: Card, English, & Burr (1978); Price & Cordova
(1983); Haller, Mutschler, and Voss (1985). Karat,
McDonald, & Anderson (1986); Ewing et al (1986); Epps
(1986); Radwin, Vanderheiden, and Lin (1990); Barker,
Carey, and Taylor (1990); Trankle & Deutschmann (1991);
Mack & Montaniz (1991); Hill et al (1991); MacKenzie,
Sellen, and Buxton (1991); Sears & Schneiderman (1991);
Murata (1991); Lin, Radwin & Vanderheiden (1992); Wolf
(1992). Studies have mostly employed the mouse device to

locate and select areas of the display, rather than focus
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on other aspects of its use, such as ‘dragging’ or

‘drawing’ (Mackenzie et al, 1991).

2.4.1 Variables Studied

The variables investigated in the above studies, apart
from the device, include; target size, position of the
target, amplitude of movement, direction of movement,
gain, user’s personality, and subjective usability. No one
study has varied all of the above, or otherwise controlled
for them all. Many of these variables are common to

several studies.

2.4.1.1 Performance criteria

Most studies have judged performance with respect to task
completion times and the frequency of errors (Radwin et
al, 1990; Trankle & Deutschman, 1991; Haller et al, 1985).

2.4.1.1.1 Task completion time

Given a discrete primary task design, task completion time
may be regarded as consisting of the following sequential
stages following the presentation of the target:

1) Reaction time
2) Movement time

3) Selection time

ending with the ‘acquisition’ of target (or error).

This proposed temporal model assumes that after the
presentation of the target there is a delay (reaction
time), followed by a period in which the cursor is located
onto the target (movement time). Having located the cursor
on the target (for an error free trial) there is a delay
until the selection is indicated (selection time).
Although this is not a comprehensive model, applicable to
all real world tasks, it applies to most of the

experimental studies.

Sears and Shneiderman (1991) and Epps (1986), took task
completion time as the period from the presentation of the

target until a selection had been indicated (reaction time
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+ movement time + selection time). Radwin et al (1990),
Lin et al (1992), Trankle and Deutschmann (1991), and
Karat et al (1986) (for their practice trials), recorded
the time from the first movement of the cursor until a
selection had been made (movement time + selection time).
Arnaught and Greenstein (1990), using a trackerball and
touchscreen distinguished between ‘gross’ and ‘total’
movement time (both excluding reaction time), and ‘fine
adjustment’ time. Gross movement time was that time from
the first cursor movement until the cursor entered the
target. Fine adjustment time was the time from entering
the target until the target was selected. Haller et al
(1985) distinguished between ‘positioning time’ (reaction
time + movement time) and ‘replacing time’ (selection
time). Wolf (1991) distinguished between ‘task time’ and
‘command time’. Task time was that time from the
presentation of the task until task completion(reaction
time + movement time + selection time), and command time
which removed the initial reaction time and positioning
time component from task time (selection time). Card et al
(1978) distinguished between ‘homing’ time and
‘positioning’ time. Homing time was the delay between the
target presentation and the first movement of the device
(reaction time). Positioning time was that time from the
first cursor movement until target selection (movement
time + selection time). Similarly, English et al (1967)
distinguished between device access time (time to grasp
the device) and motion time (movement time + selection
time). Ewing et al (1986), Abernethy & Hodes (1987) and
Karat et al (1986) for their main tasks required the users
to carry out an array of subtasks resulting in a single

completion time measure.

2.4.1.1.2 Accuracy

Most studies of mouse movement include some measure of
accuracy. Errors have been taken as the incorrect
selection of a screen area, other than the that associated
with the target area. In comparative studies this has been

used to distinguish between devices. However some studies
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are able to relate device accuracy to task conditions.
Sears and Shneiderman (1991), considering targets of size
(32, 16, 4, and 1 pixels) found that errors only occurred
for the smallest targets. Trankle and Deutschmann (1990)
found that error rates varied between individuals but not
across conditions. Card et al (1978) found that the number
of errors decreased with increasing target size, and a
slight increase in error rate with increasing
distance.Hill et al (1991) found that accuracy was a
function of task (e.g. drawing or dragging) and is

influenced by the required button presses.

2.4.1.1.3 Other Performance Measures

In some comparative studies subjective evaluation measures
have been used to assess devices (Haller et al, 1985,
Murata, 1991, Abernethy & Hodes, 1987, Wolf, 1991, Sears &
Shneiderman, 1991, Karat et al, 1986, Ewing et al, 1986).
A consensus from these studies is difficult to arrive at
due to the differences between the studies (tasks,
subjects, and devices). However, Wolf (1991) found that a
higher preference for a device was associated with a
greater previous experience with the device.
Interestingly, Ewing et al (1986) comparing the mouse and
keyboard devices, using a repeated measures design, found
that those people who used the mouse device second, had a
higher preference for the mouse than those who encountered

the mouse device first.

Radwin et al (1990) and Lin et al (1992) used two
additional performance measures; Movement path distance
and Root Mean Square (RMS) cursor deviation. ‘Movement
path distance was defined as the sum of periodically
sampled cursor displacement magnitudes along the path
traversed when acquiring a target’ and it gives an
approximate measure of the distance actually moved by
cursor in acquiring the target. RMS cursor deviation was
determined by ‘the sum of the squares of the periodically
sampled differences in displacement between the actual
path the cursor traversed and a straight line drawn

between the point at which the cursor first moved outside
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of the home region to the point at which the cursor
crossed the target perimeter’. This gives an indication of
how well the movement trajectory corresponded to a

straight line.

2.4.1.1.4 Individual Correlates of Performance

Mouse performance, as measured by task completion time,
has been found to be associated with cognitive spatial
ability (Taylor & Hinson, 1989; Barker et al, 1990), as
quantified by the Embedded Figure Test (Witkin, 1950).
Additionally, Barker et al (1990) found that mouse
performance was correlated with limb positioning skill (as
measured by a pegboard task) and the ability to map from
the horizontal plane to a corresponding vertical plane.
However, Ewing et al (1986) found no relationship between
personality, as measured by the Keirsey Temparment Scale

(Keirsey & Bates, 1984) and mouse performance.

2.4.1.2 Targets and Their Size

Targets have taken the form of characters (Card et al,
1978; Karat et al, 1986; Ewing et al, 1986; Murata, 1991;
English et al, 1967; Haller et al 1985), rectangles (Sears
& Shneiderman, 1991; Hill et al, 1991; Trankle &
Deutschmann, 1991; Epps, 1986; Price & Cordova, 1983;
Wolf, 1991) and circles (Radwin et al, 1990; MacKenzie et
al (1991); Lin et al, 1992; Barker et al, 1990). Wolf
(1992) required subjects to select spreadsheet cells.

Most studies take target size to be that associated with
the displayed target, as opposed to the target dimensions
projected onto the device movement area. Sears &
Shneiderman (1991), using rectangular targets specified
targets of size (mm); 0.4 x 0.6, 1.7 x 2.2, 6.9 x 9.0, and
13.8 x 17.9. Trankle & Deutschmann (1991) used square
targets of size (mm); 2.5, 5.0, and 10.0. Epps (1986) used
square targets of size (mm); 1.3, 2.7, 5.4, 10.7, and
21.4. Hill et al (1991) used rectangular targets of 12.8mm
X 19.2mm. Lin et al, (1992) used circular targets of
radius (mm); 2.9, 8.1, and 23.5. Similarly, Radwin et al

(1990) used circular targets of radius (mm); 2.7, 8.1, and
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24.2; and Barker et al (1990) of radius 2mm. Karat et al
(1986), used a rectangular target of 14 x 13 mm. Card et
al (1976), used targets of; 1, 2, 4, and 10 characters.
English et al (1967) used targets of 1 or 5 characters.
MacKenzie et al (1991) using a Fitts’ reciprocal tapping
task used rectangular targets whose widths ranged from 8
to 64 screen pixels on the Apple Macintosh II computer

systemn.

Comparisons across studies with respect to target size are
difficult due to the differing experimental conditions and
different target presentations. However, within most
studies increasing target size, with all other things

being equal, reduced the target acquisition time.

Movement Path Deviation has been shown to reduce for
increasing target width (Radwin et al, 1990; Lin et al,
1991).

2.4.1.3 Target Position

Position, in this instance, refers to the location of the
screen target area of the display. For example the top
left, or bottom right, of the display. Sears & Shneiderman
(1991) defined four target positions at the corners of the
display. However, position was used as a control measure
rather than an experimental variable. Other studies have

not controlled for target position.

2.4.1.4 Amplitude of Movement

Movement amplitude (distance to target), as was the case
for target size, has largely been studied with reference
to the display movement amplitude as opposed to the device
movement amplitude. It is identified with the initial
distance to be moved rather than the actual distance
moved. Movement amplitude, although a continuous variable,
has often been categorized for the purpose of statistical

analysis.

Radwin et al (1990) used amplitudes of (mm); 24.4 and
110.9. Lin et al (1992) used amplitudes of (mm); 24.3 and
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61.7. Card et al (1978) used amplitudes of (mm); 10, 20,
40, 80 and 160. Trankle & Deutshmann (1991) used
amplitudes of (mm); 25, 50, 100. Haller et al (1985) used
distances of long, medium, and short. Epps (1986) used
amplitudes of (mm); 20, 40, 80, and 160. MacKenzie et al
(1991) used movement amplitudes of 64, 108, 216, and 432
screen pixels on the Apple Macintosh II computer. In all
cases the time to acquire the targets, all other things

being equal, increased with increasing movement amplitude.

Movement path deviation has largely been accounted for by

movement amplitude and RMS cursor deviation increased with
increasing movement amplitude (Radwin et al, 1990; Lin et

al, 1992).

2.4.1.5 Direction of Movement

For most purposes direction of movement refers to the
direction of a straight line joining the centre of the
target to the centre of the start location. This notion of
direction is not necessarily the ‘line’ taken by the user.
Most investigators have categorized the movement into
horizontal, vertical, and diagonal groups. Radwin et al
(1990), Barker et al (1990), and Lin et al (1992) used
eight directions of movement; 0, 45, 90, 135, 180, 225,
270, and 315 degrees.

Targets requiring a Horizontal movement have been found to
take longer to acquire than those requiring a vertical
movement (Radwin et al ,1990 and Trankle & Deutschmann,
1991). Barker et al (1990) found diagonal targets quicker
to acquire than horizontal or vertical targets. Others
have found no, or a minimal, effect of direction on target
acquisition time (Lin et al, 1992 and Card et al, 1978).

Lin et al (1992) and Radwin et al (1990) found that RMS
cursor deviation and movement path distance measures (see

section 2.4.1.1.3) are greater for diagonal movements.
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2.4.1.6 The Mouse-Cursor Transfer Function

The relationship between movement device amplitude and the
resultant display movement amplitude has been referred to
by a number of investigators; ‘mouse-cursor transfer
function’ (Trankle & Deutschmann, 1991), ‘gain’ (Arnaut &
Greenstein, 1990, Buck, 1980, Carey, 1985), ‘control-
display gain’ (Gibbs, 1962, Lin et al, 1992), and
‘control-display ratio’ (McCormick & Sanders, 1976). The
term mouse-control transfer function is chosen here as it
implies less constraint on the relationship between
control device movement (mouse) and the resultant display

movement (cursor).

In most cases the direction of the mouse (or device)
movement is such that a movement of the device away from
the body produces a corresponding upward cursor movement
on the screen, and left and rightward device movements
produce corresponding movements in the same direction on
the screen. Although alternative correspondences could be

implemented, they are not often found in practice.

The relationship between the control movement (that of the
device) and the screen pointer (cursor) movement is
usually linear and is often referred to as the gain,

where:

Display movement

Gain = Equation 2.0

Control movement

and this ratio is held constant for any particular

movement (Figure 2.0a).
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However, with some mouse driver software an ‘accelerator’
is employed, whereby for different ranges of mouse speed,

different linear gains operate (Figure 2.0b)

For the purposes of this study the term gain will be used
where the relationship between device control movement and
cursor display movement is linear and the ratio of the two
is held constant throughout the period of interest.

Lin et al (1992) and Trankle & Deutschmann (1991) provide
brief reviews of non-mouse studies which have investigated
gain. Trankle (1989) indicates that research into the
mouse-cursor transfer function has been largely neglected.
Many indirect device studies fail to provide the details

of the mouse-cursor transfer function used.

Trankle & Deutschmann (1991) found no difference in task
performance using the mouse device for linear gains of 1:1
and 2:1. However, they did report a decline in performance
when an accelerator (the linear gain in operation was
doubled for device speeds greater than 100 mm/s) was used.
This poorer performance persisted even after 1200 trials.

Lin et al (1992) using gains (Control:Display) of; 2:1
(2), 1:1 (1), 1:2 (2), and 1:4 (4), for a mouse device,
found that task performance was better for the gain values
of 1 and 2. Epps (1986) reported the optimal value of gain
for the Mouse Systems Optical mouse was 3. Karat et al
(1986) used gains of 1 and 2. Card et al (1978) used a

gain of 2.

Performance with smaller targets has been found to be
particularly disadvantaged by gains greater than 1:1 (Lin
et al, 1992). Similarly, large movement amplitudes are
particularly disadvantaged by low gains (Lin et al, 1992).
RMS cursor deviation increased with increasing gain (Lin

et al, 1992).

Lin et al (1992) concluded that gain was not as important
as target width and movement amplitude, as target width

and movement amplitude accounted for 74% of the variance
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of task completion time compared; to only 1.4% for gain.
Similarly, Trankle & Deutschmann (1991) concluded that
movement amplitude and target width have the strongest
influence on cursor positioning times with the gain having

little, if any, influence on task completion times.

2.4.1.7 Experimental Tasks
This subsection attempts to draw together the experimental
tasks by means of broad task classifications.

2.4.1.7.1 Primary and secondary tasks

Most of the studies so far considered have employed a
‘primary task design’. A primary task design is one
whereby the subject’s task is the operation of the input
device, as opposed to a secondary task design, whereby the
input device is used to complete some other main task. In
primary task designs the use of a device is seen as an end
in itself, with minimal additional choice, visual search,

and discriminatory processes occurring.

Primary design tasks have typically required subjects to
select a target area of the screen. However, MacKenzie et
al (1991), using a computer based version of a Fitts’
reciprocal tapping task, compared ‘dragging’ (relocating a
screen object) to pointing for the same task conditions.
The dragging version of the task was found to take
significantly longer than the pointing form of the task.
Those studies that have employed a secondary task design

are described below.

Karat et al (1986), required subjects to carry out a
number of subtasks in order to complete an experimental
trial. Each subtask required the user to make a selection
from a menu with half of the trials also requiring the

input of some text.

Ewing et al (1986), using a database retrieval system
required users to select a number of embedded text strings

as part of a single trial.
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Mack & Montaniz (1991) required users to carry out an
assortment of tasks; document comparison, calendar
amendment, using a computer based calculator, and

spreadsheet editing.

Abernethy & Hodes (1987), in evaluating an ergonomically
engineered mouse, used tasks taken from an operable system
which required users to make both fine and course device
movements and to switch to keyboard entry for some

operations.

Haller et al (1985) investigated the lightpen, graphics

tablet, mouse, trackerball, voice recogniser, and cursor
keys for correcting single character errors in a page of
displayed text.

Wolf (1992) compared the mouse, keyboard, and handwriting
tablet devices for correcting errors within a spreadsheet.
The spreadsheets were taken from two commercially
available packages; Microsoft’s Excel and Lotus’s 123

spreadsheet packages.

Goodwin (1975), studying the lightpen, lightgun, and
keyboard employed three types of task. The first required
the user to acquire, in numerical order, ten targets
(single numerical digits 0 - 9 ) randomly displayed on the
display. The second task used ten identical single
character targets ("M") which were randomly positioned on
the display and the user had to acquire the targets in a
left to right, top to bottom, sequence. The third task
required the user to identify, and then acquire and mark,
word errors within a paragraph of text. The sequential
task was found to be the easiest ("M") and the arbitrary

digit location the most difficult.

Secondary tasks may either occur in parallel with, or as

an integral part of, the primary task. Parallel tasks are
referred to as ’‘secondary independent tasks’ and integral
tasks as ’‘secondary contributing tasks’. All of the above

studies have used a secondary contributing task design.
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2.4.1.7.2 Discrete and serial tasks

This distinction is particularly relevant to primary task
designs. A discrete task is one where the individual’s
actions are divided into a number of single trials, each
consisting of one discrete action, such as pointing to an
area of the screen. A sequential task is one where a
number of atomic actions are required by the user in order
to complete the task.Most studies have employed a primary
task design using a discrete selection task. Epps (1986)
and Taylor and Hinson (1989) required users to ‘chase’
around the display acquiring targets. The centre of the
previously acquired target furnishing the start position
of the next.

2.4.1.8 The effects of experience

A distinction made here is that between task and device
experience. Device experience reflects the skills which a
user of the device has acquired through previous
encounters with the device. Task experience refers to the

user’s familiarity associated with a particular task.

Most studies, for a particular task, reported initial
strong learning effects which reduced over a relatively
short number of trials: Radwin et al (1990) and Lin et al
(1992), after 720 trials, MacKensie et al (1991) after 160
trials (for the Fitts’ reciprocal tapping task), Epps
(1991) after only 40 trials, and Card et al (1978), after
1200-1800 trials, reported that performance with regard to
completion time stabilised. Sears and Shneiderman (1991)
using a mouse experienced user found that, for all target
sizes, completion times reduced with task experience.
Similarly, Goodwin (1975) and Karat et al (1986) reported
strong task learning effects during the experiment.

Learning effects have been assumed to be indicated by a
significant reduction in completion time from one block of
trials to the next. A lack of a significant difference
between adjacent blocks has been taken as indicating the
stabilization of performance. Some mouse studies have

employed DedJong’s equation for learning (DedJong, 1957) to
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describe the resultant learning curves (Card et al, 1978;

Radwin et al, 1990). The equation for learning is given
by:

Tp, = T;73" Equation 2.1
Where: Tn = Time for nth trial
Tl = constant

constant

jo)]
I

Wolf (1991) identified experienced mouse users as those
who had used a mouse for a period of 1 hour, or more, a
week during the preceding three months. The inexperienced
mouse users took almost twice as long to complete the
tasks, using the mouse, than the experienced device users,
and this was largely due to differences in selection and
movement times between the two groups. Furthermore,
inexperienced mouse users were more likely to prefer the
writing tablet to the mouse than the experienced mouse
users.However, Mack & Montaniz (1991) reported no main
effect of device experience for their four tasks (editing
a document, using a calculator, using a calendar, and
correction of a spreadsheet), but they did find that
experienced mouse users were significantly better than
inexperienced users for the spreadsheet task.

2.4.1.9 Subjects

Most studies have used undergraduate students or recruits
from employment agencies as subjects. Karat et al (1986)
used 26 subjects from an employment agency, most of whom
were women. MacKenzie et al (1991) used 12 computer
literate students. Mack & Montaniz (1991) used ten
subjects from an employment agency. Hill et al (1991) used
40 subjects. Wolf (1991) used 17 subjects, most of whom
were recruited from an employment agency. Card et al
(1978) used five undergraduates. Sears and Shneiderman
(1991), used 36 and then 20 subjects (two experimental

parts) drawn from the university’s subject pool. Ewing et
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al (1986), using the same subject pool as above, used 35
subjects. English et al (1967) used 11 subjects in total;
8 of them experienced with the ‘on line’ system and 3
inexperienced with the system. Presumably, neither group
was familiar with the mouse device. Price & Cordova (1983)
used forty-two Calma Company employees. Epps (1991) used
12 subjects with equal numbers of men and women. Radwin et
al (1990) and Lin et al (1992) used ten subjects. Murata
(1991) used 10 undergraduate students. MacKenzie et al
(1991) used 12 students 11 of whom were men. Barker et al
(1990) used 18 undergraduate students. Taylor and Hinson
(1989) used 10 male and 10 female student subjects.

Sears and Shneiderman (1991), Mack and Montaniz (1991),
Hill et al (1991), Price & Cordova (1983), Ewing et al
(1986), Wolf (1991), Lin et al (1992), and Radwin et
al(1990), used subjects whose usage varied in respect of
their mouse device experience. Haller et al (1985), Epps
(1986), Trankle and Deutschmann (1991), Barker et al
(1990), Taylor and Hinson (1989), Karat et al (1986), and
Card et al (1978), used subjects with no mouse device

experience.

2.4.1.10 Fitts’ Law

Fitts’ Law (Fitts, 1954) has often been used to describe
people’s input performance for pointing devices (MacKenzie
et al, 1991; Epps et al, 1986; Straayer, 1991). The
following section provides details of Fitts’ Law as
applied to mouse device studies. However, the interested
reader might also like to read the relevant section in the
following chapter (section 3.2.1) which also discusses
Fitts’ Law, but within a broader context. Card et al
(1978) was one of the first studies to apply Fitts’ Law,
+3ing the formulation below, to tasks using the mouse
input device. The law predicts that the time to move to a
tzrget is logarithmically related to the ratio of the
movement amplitude to the target width (MacKenzie et al,

1991). More formally:

MT = a + b log,(A/W + 0.5) Equation 2.2
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where: a & b are empirically
determined constants

A is movement amplitude

W is target width

MT is movement time
Most device studies have found this equation to provide a
‘good fit’ to their data (the coefficient of variation r?2

typically being greater than 0.9). The constants a & b

have varied between studies (see table 2.0).

Fitts’ T.aw_and Mice Studies

Study Gain a b r2

Card et al (1978) 2.0 1.03 0.096 0.83

Epps et al (1986) 3.0 0.11 0.39 0.70

Radwin et al (1990) ? -0.06 0.15 0.88

MacKenzie et al (1991) ? -0.11 0.22 0.98

Lin et al (1992) 1 0.13 0.14 0.98
Table 2.0

Typical values for b have been suggested as between 0.2
and 0.9 (MacKenzie et al 1991) and as being between 0.07
and 0.12 (Card et al, 1983). Card et al (1980) suggest the

following typical values for the above equation(2.2):

MT = 0.8 + 0.1 log,(A/W + 0.5) Equation 2.3

This does not include the time to depress the button which
adds a constant delay of 0.2 to Equation 2.3, or the

reaction time.

2.4.2 Discussion

This discussion will follow a similar structure to the
above section on mouse studies. It is intended to provide
a critique of the above studies with the aim of developing

= xperimental programme to meet the aims of the

research.

* Optimal gain
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2.4.2.1 Previous studies

There has been a general lack of experimentally based
investigations concerning pointing devices (Whitefield,
1986). More specifically, despite the increasing
popularity of the mouse device, there is a paucity of
human factors research concerning the mouse and its use
(Price & Cordova, 1983; Hodes & Akagi, 1986). There have
been studies concerned with the mouse but of those most
have been concerned with comparing a number of input
devices along a small range of performance criteria.
Relatively few of these studies have sought to optimise
the input of information using the mouse device. There has
been little or no research investigating the acquisition
of device movement skills over a long period of time.
Trankle & Deutschmann (1991) indicate that research into
the mouse transfer function has to date been largely
neglected. The effects of task factors, such as direction
of movement and system gain, have not been found to be
consistent across studies. Thus, there is a need for
research into many aspects of human computer interaction

using the mouse input device.

2.4.2.2 Task variables studied

A knowledge of the influence of task variables is
important, as it may permit the input task to be
optimised, or improved, by incorporating this knowledge
into the design of the task. A relatively small number of
task variables have been investigated in previous studies.
The variables that have received most attention are those

of target width and movement amplitude.

2.4.2.2.1 Performance measures
Although the most widely used performance measure is
movement time, this has often been defined and measured

differently in different studies.

2.4.2.2.1.1 Task completion time
Movement time has largely been implemented as a single
measure with some studies confounding movement time with

reaction and or selection time.
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Many studies have ignored the reaction time, that is the
time from the presentation of the target until the onset
of device movement occurs. It is possible that differences
in task conditions may produce differences in reaction
time (see section 3.3). This could be explained by
reference to cognitive factors such as preplanning.
Therefore, reaction time should not only be included in
performance time, but should also be individually
measured. Similarly, some studies have included selection
time in their performance measure, and others have not. As
with reaction time this should be an identifiable separate

period in time.

Buck (1980) and Arnaut and Greenstein (1990) categorised
the movement phase of the target acquisition activity into
two stages. Buck distinguished between acquisition and
overshoot times, and Arnaut and Greenstein between gross
and fine movements. Both studies based their
categorisations on the proximity of the screen cursor to
the screen target. This permitted a separate analysis of
each of the two movement stages. Both studies reported
that the different stages of movement were affected

differently by certain aspects of the task.

A classification of submovements based purely on the
proximity to the target seems too crude a criterion for
such a distinction. However, their findings do suggest
that a study using more subtle submovement criteria might
prove very useful for predicting the effects of certain
task dimensions on the submovements, and hence the overall

movement.

Further analysis of the performance time based on the
partitioned stages of completion time (reaction time,
movement time, and selection time) could be carried out.
Such a model of device performance may be regarded as a
temporal model. Similarly, a partitioned model of the
movement phases would be informative, and could be
regarded as a temporal-spatial model of performance.

Additionally, measures such as those proposed by Lin et al
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(1992) and Radwin et al (1990), movement path distance and
RMS cursor deviation, should be applied to the different

components, of the temporal-spatial model of performance.

Most studies fail to disclose details of their method of
timing, and as Chapter Five will show (sections 5.1 &
5.3), the incorrect implementation of experimental timing
is likely to produce relatively large random errors in
timing. It is felt that had the complex issues involved in
correct timing been addressed the authors would have
mentioned this. Therefore, it is most likely that they
have not addressed such issues and their timing results
may contain relatively large random errors (see section
5.4).

2.4.2.2.1.2 Accuracy (‘hitting the target, or not’)

The mouse has repeatedly been shown to be a relatively
accurate device. Some researchers suspect that this high
accuracy is obtained at the expense of speed (Trankle and
Deutschmann, 1991). That is, if subjects concentrated less
on accuracy they may complete the trials more quickly but
would incur more errors as a result. Karat et al (1988),
stressed speed and not accuracy when instructing their
subjects and obtained a relatively high error rate of 22%
compared to typical error rates of 5%. However, this
cannot be attributed solely to the experimental directions
given to the subjects and the authors suggested that the
errors were mostly due to subject difficulties with the

mouse buttons.

It is possible that subjects tend to locate the cursor in
the centre of the target, when all that is required is the
location of the cursor within the target area. This
activity might be further encouraged by the shape of the
cursor employed. Sears and Shneiderman (1991), Lin et al
(1992), Epps (1986), and Radwin et al (1990) employed
‘cross hair’ shaped cursors, and an arrow was used by
Trankle and Deutschmann (1991). This could be investigated
by using the notion of the ‘effective target width’
(Welford, 1968), but most of the previous studies would be
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unable to execute this analysis, due to the nature of

their measurements.

In some of the experiments, the subject’s near visual
acuity may not have been sufficiently good so as to enable
them to meet the visual demands of the task, or it may
have influenced their behaviour. Arnaut and Greenstein
(1990), using the trackerball and touchscreen devices,
were the only experimenters who reported checking their
subjects near visual acuity. They ensured that all
subjects had a 20/29 near acuity, as measured by the
Bausch and Lomb Orthorater.

Accuracy in most of the above studies was measured by the
number of target selections which occurred outside the
target area, that is, the error rate. This measure was the
only one available given the experimental techniques
employed. Siddall, Holding, and Draper (1957)
distinguished between errors of aim and errors of extent.
Errors of aim were said to have occurred when the line of
movement deviated from the optimal line/s connecting the
movement’s start location and the target area. Errors of
extent were said to have occurred when the movement was
shorter or longer than the minimal movement required to
reach the target (see Fig. 2.1). They found that these
distinctions in errors were useful in accounting for the
types of control processes used in making the movements.
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*xa. Movement vectors

Figure 2.1

2.4.2.2.1.3 Subjective Evaluation

The status of subjective measures within science is
controversial. Many researchers believe that science
should be supported only to the degree that it is
objective (Kosso, 1989), whilst others believe that all
knowledge begins with human experience, and they are not
separable, and hence subjectivity is inevitable (Muckler &
Seven, 1992). Research utilizing subjective measures often
seeks to establish the level of subjective/objective
consistency, with the areas of inconsistency often
yielding useful information (Muckler & Seven, 1992).
Subjective measures within input device studies can be
useful in supporting findings based on more objective
measures, highlighting defects in the experimental design,
and can yield information not provided by the more
objective measures (Carey, 1985). However, unless used
with careful consideration and application, subjective
data can produce meaningless or distorted measures of user
preferences, and so subjective measures should be confined

to particular devices for particular tasks (Carey, 1985).
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2.4.2.2.2 Movement amplitude and target width

Relatively few of these studies have distinguished between
the movement amplitude required of the mouse (control
amplitude), and that required of the cursor (display
amplitude). Similarly, many studies have not distinguished
between control target width and display target width. In
fact most studies neglect the ‘virtual target area’ on the
mouse pad. Most studies have provided the details of
cursor movement amplitude and screen target width, and
where they have also provided details of the mouse-cursor
transfer function, the associated control movement
amplitudes and target widths could be calculated. However,
some studies provide insufficient details of the transfer
function making this impossible. It is indeed possible
that many different control movement amplitudes and target
widths could result in the same display movement amplitude
and display target width, providing that different mouse-
cursor transfer functions were used. If the overall
movement time was found to be largely determined by
control movement amplitude and target width, this could
lead to very different subject performances between
different studies specifying the same target conditions.

The available range of control movements and target sizes,
that can be made without the need to 1lift the device, is
limited by the dimensions of the mouse pad, the system
gain, and the resolutions of the input device and screen
(See section 5.2). As a consequence of these consideration
the system gain would be limited to a minimum of about 2

and a maximum gain of 7 for relatively small targets.

In many cases the movement amplitude is ambiguously
defined. It is often unclear whether this distance is from
the start location to the target centre, or from the start
location to the nearest target boundary. If the target
size remains constant, the target is circular, and the
amplitude of movement is constant, then there will be no
error due to this ambiguity. If however, the measured
movement amplitude is taken to the centre of the target
(Radwin et al, 1990, Lin et al, 1992) then the minimum
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required movement amplitude will be less for larger target
areas as their boundaries will be closer to the start
location. This could lead to a systematic effect (if the
users did not locate to the centre of the target area)
which would tend to reduce the movement times for larger

targets, all other things being equal.

Similarly, as previously mentioned, a target which
produces different movement amplitudes from different
orientations could be a potential source of bias. The
magnitude of this potential error would be increased for
‘long thin’ targets. Circular targets have the advantage
of presenting the same distance to a fixed radial point
regardless of its orientation which is not the case for
non circular targets. However, in real life tasks, people
are not often required to acquire circular targets, but
are more typically asked to acquire text or rectangular
targets.

Movement amplitude and target width are potentially able
to take up a wide range of numeric values within certain
limits. However, most studies have only used a few of
these potential values and have arbitrarilly labelled them
as experimental conditions. In particular very small and
large movement amplitudes, and large target areas have
been neglected. The categorisation process of target sizes
and movement amplitudes has aided the statistical analysis
of the experimental data, but how should these categories

be decided?

Most studies gave no justification for their selections of
movement amplitude or target width. Sears and
Shneiderman(1991) claimed their target widths were
representative of most values to be found in practice.
Similarly, Card et al (1978), presented targets of various
character lengths to be representative of different word
length targets. This issue is further complicated by the
additional variability of the mouse-cursor transfer
function. A given display target width and display
amplitude will require different control movement
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amplitudes and control target widths depending upon the

mouse-cursor transfer function.

2.4.2.2.3 Target and cursor positions

The starting and finishing locations of a movement might
affect performance even when amplitude, gain, and all
other factors have been controlled for. It is conceivable
that a control movement made from a location nearer to, or
further from, the mover’s body will be different due to
the relative differences in the required positioning of
the limbs.

The starting location of the screen cursor in some of the
above studies was constant throughout the experiment
(Radwin et al, 1990; Sears and Shneiderman, 1991), and for
many other studies was not specified. In practice it is
unlikely that the starting location of the required
movement would always take place from the same screen
position. It is most likely that movements which always
start from the same location will be better executed than
those which start from differing starting locations.
Trankle and Deutschmann (1991), and Arnaut and Greenstein
(1990) controlled for start position variability by

starting trials from one of the four screen corners.

Target positions should also be controlled for in the same
way. Sears and Shneiderman (1991) positioned targets at

one of the four corners of the screen.

2.4.2.2.4 Direction of movement
The direction of a movement may influence its
characteristics by the different demands upon the

different components of the system producing the movement.

The reported effects of direction upon movement are
equivocal. Some studies have found differences due to the
demanded direction of movement, and others have not. Where
studies have found a directional effect on movement time
(Radwin, 1990; Trankle and Deutschmann, 1991) the
horizontal movements were found to take a little longer
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than vertical movements. Vertical movements with the mouse
are associated with the upper arm and horizontal movements
with the forearm. Schmidtke and Stier (1961) found that
movements predominantly involving the upper arm were
quicker than those using the forearm. Alternatively, the
anthropometrics of the experimental layout may have
favoured upperarm movements to forearm movements. However,
Radwin et al (1990) and Lin et al (1992) were the only
study to control for individual differences in
anthropometrics. Furthermore, the mouse-cursor transfer
function used by Radwin favoured the horizontal direction,
that is the gain was higher in the horizontal direction
than in the vertical direction.

2.4.2.2.5 The mouse-cursor transfer function

Trankle and Deutschmann (1991), reported no difference in
user performance for a doubling of the linear transfer
function (gain) from 1 to 2, and perhaps surprisingly
found that the use of an ’‘accelerator’ in the transfer
function worsened users’ performance. Lin et al (1992)
used gains of 0.5, 1, 2, and 4 and reported an optimal
gain in the region of 1 to 2. Similarly, Epps (1986)
reported a slightly higher optimal gain of 3. Given these
values of optimal gain for the mouse, it is not surprising
that Trankle and Deutschmann reported no performance

difference between a gain of 1 and a gain of 2.

Given that many of the commercial mouse driver products
allow the user to select linear gains from values of 1 to
10, the above range of experimental gains seems
inadequate. Similarly, the threshold used for the
raccelerator’ could have taken a number of values, but
only one (100 mm/s) was used in this study. The default
gain of some mouse devices is 5 with an available range of
1 - 10. However an interpretation of this figure is
difficult as gain in this sense usually refers to the
ratio of device resolution to screen resolution (mouse

counts to screen pixels) rather than screen movement to

device movement.
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In their paper, Trankle and Deutschmann (1990) do not
provide information regarding the instructions subjects
were given regarding the mouse-cursor transfer function
condition employing the ‘accelerator’. If the subjects
were not instructed, and possibly only slightly practiced
prior to the experimental trials, it is possible that they
would not choose to use this facility.

Most transfer functions define a linear relationship

between the control movement and the display movement. The
‘accelerator’ provides different linear relationships for
different speed thresholds. The possibility of curvilinear

relationships has not been explored.

Arnaut and Greenstein (1990) provide a word of caution
against gain, and gain alone, being used as an
experimental control variable. They found that for
identical values of gain, achieved through the use of
different ratios of control measures to display measures,

different movement times were obtained.

2.4.2.2.6 Experimental tasks

As already indicated most of the previous studies, with
the exception of Ewing et al (1986), Wolf (1991), Haller
et al (1985), and Karat et al (1986) have employed
discrete primary task designs. Of these studies Wolf and
Haller provide subtask completion times whereas the
completion times given by Karat et al and Ewing et al are
difficult to interpret due to the number of subtasks, such
as typing in data, included within their measures of task

completion time.

Studies employing the discrete primary tasks have largely
been repetitive requiring little additional choice, visual
search, or discriminatory processes on the part of the
user. Such tasks facilitate experimental measurements but
they may lead to a false indication of the ’‘real world’
device performance. The subject’s performance on such a
task, compared to their performance on a ‘real world’ task

might either be improved (due to the lack of additional
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cognitive demands listed above), or, due to the relatively
‘low arousal’ of the experimental situation, may result in
a poorer performance in the laboratory (see Laycock &
Peckham, 1980). However, if more complex ’‘real world’
tasks are employed it becomes more difficult to attribute

task performance mostly to device performance.

When investigating the acquisition of device skill through
experience on more complex tasks, it becomes more
difficult to attribute improvements in performance to

device learning, as opposed to task learning.

Goodwin (1975), found that randomly positioned targets
were more difficult to acquire than targets whose
positions were known in advance, or expected at a
particular location. Many of the above studies have
employed a random (from the user’s perspective) target
location for target presentation. In most practical
applications involving the mouse input device, experienced
application users should be able to anticipate the
location of targets which will facilitate their

performance.

All of the above studies have required the user to locate
a screen cursor onto a target area and then to indicate a
selection of that target. This is typical of much of the
activity carried out when using a mouse. However, studies
have not considered such activities, as ’‘dragging’, and
drawing which are also carried out with a mouse. These
activities could be conceived as being examples of
locating and/or selection (Carey, 1985), but it seems more
appropriate to consider them as separate activities to be

studied in their own right.

In summary many of the tasks employed to investigate task
performance using the mouse input device have borne little
resemblance to the tasks found in practice by the user.
The experimental tasks employed have placed relatively
small cognitive demands on the user; been boring; demanded
repetitive device movements in quick succession; and

presented targets at largely unpredictable locations.
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2.4.2.3 Drawing an analogy

The aim of this section is to show that the task factors
of amplitude of movement, target size and gain for
computer input using an indirect pointing device, are
interdependent. In demonstrating this interdependence
between these task conditions it is helpful to draw an
analogy between the computer input scenario and that of
drawing with the aid of a pantograph.

2.4.2.3.1 The Pantograph/computer task correspondences
The mechanical pantograph provides an insightful analogy
to computer input systems employing indirect pointing
devices. Figure (2.2) shows a simple mechanical
pantograph.

A Simple Pantograph

Moving Pivot

Stylus Pen

Figure 2.2

The movement of the stylus corresponds to the movement of
the input device. The movement of the pen corresponds to
the movement of the cursor. The display target corresponds
to a target area drawn onto a sheet of paper beneath the
pantograph. The corresponding device target corresponds to
the area that would have to be traced by the stylus in
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order to exactly redraw the target area. The ’gain’ of the
input system corresponds to the mechanical advantage of
the pantograph system.

With the above pantograph it is conceivable that tasks
could be designed that would correspond to the acquisition
of a target by a computer input device. Employing a
suitable performance measure, it would be possible to
investigate the pantograph task conditions with respect to
the performance criteria. It is likely that task
conditions, such as stylus/pen movement amplitudes, and
stylus/pen target sizes, would influence the performance
of the task. That is, we could carry out experiments
similar to those anticipated with the computer input
system.

2.4.2.3.2 Experimental difficulties

The pantograph system graphically illustrates one of the
main difficulties encountered in attempting to identify
the individual effects of task factors on performance for
such systems. Namely that a change in Gain cannot occur
independently of changes in control/display amplitude or
target size. This may be demonstrated more formally as

follows:

Let D; be the distance moved by the stylus, D, be the
distance moved by the pen, T, the target area, and T; the

corresponding control target area at the stylus. Then:

D,/T1 = D,/T, = constant Egn (2.4)

A change in any of the above parameters will require a
corresponding change in one of the other parameters. It is
impossible to independently vary any of the above
parameters without having a corresponding effect on the

value of one, or more, of the other parameters.

This lack of independence between these important task
factors has to be considered when investigating their
effects on performance. In attempting to investigate the

effects of variation in one factor there must also be
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corresponding changes in at least one other factor, and
therefore any resulting differences in performance cannot
be attributed solely to the variation in one of the
factors. A similar situation arises within physics for the
equation of state for an ideal gas which relates the

temperature, pressure, and volume of an ideal gas
(Ramsden, 1985).

P1V{/T; = P,V,/T, Equation 2.5
Where: P = pressure

\Y Volume

]

T Temperature

2.4.2.3.3 Implications for previous and current studies
Experimental findings which claim to have identified
influences due to amplitude movement, or target
dimensions, will have confounded at least two of the
component variables underlying the amplitude of movement
or target size. Thus their findings, will only be
applicable to those situations where both the identified
factor, and its confounded counterparts, are held
constant. The identification of an effect due to
variations in these variables, by means of an ANQOVA test,
does not meaningfully identify the variables’ effects, as
the ANOVA model assumes that such variables are
independent from each other. Therefore, we cannot
meaningfully talk of an effect of gain but instead we can
describe the influences of target size and movement

amplitude for a particular value of gain.

2.4.2.4 The effects of device experience

Many of the above input device studies have failed to
control for device experience amongst their subjects
(Sears and Shneiderman, 1991; Radwin et al, 1990; Arnaut
and Greenstein. 1990; and Ewing et al, 1986). It is
assumed that in general, with all other things being
equal, that a person experienced with an input device
would tend to perform better than a less experienced

person (Wolf, 1991; Karrat et al, 1986; Sears and

60



Shneiderman, 1991). A lack of control for device
experience in studies will probably have less of an affect
on factors employing repeated measures as opposed to
factors measured between subjects. However, there are
indications that previous device experience, or the lack
of it, can interact with task performance (Karrat et al,
1986; Wolf, 1991).

Most studies have only analysed subjects’ performance data
when their performance has stabilized. In practice this
has been said to have occurred when a subject’s
performance has not significantly improved from one block
of trials to another. However, there are reasons for
doubting this level of performance as being the optimal
level. With the exception of Sears and Shneiderman (1991),
who considered one ‘expert’ user, none of the above
studies have contrasted the attained subject performances
with highly skilled device users. There is evidence that
even subjects highly practiced in a motor skill (10
million trials over seven years), still show improvements

in performance (Crossman, 1959).

2.4.2.5 Task experience

Strong learning effects have been demonstrated even for
discrete primary tasks. Such learning effects may be
considered as comprising two, conceptually separable kinds
of learning; task and device learning. Most of the above
studies have confounded device learning with task
learning. For primary discrete tasks it is assumed, given
that the tasks are relatively simple and undemanding, that
task learning occurs very rapidly after a relatively small
number of trials. In the case of inexperienced device
users, it is conceivable that complex task learning could
interact with device skill acquisition so as to reduce the
rate of device skill acquisition, and to reduce task

performance.

A method of separating the influences of task and device

learning on performance would be to have the subjects
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carry out the same set of high level tasks (Eg select an

item from a menu) but employing a different input device.

2.4.2.6 Fitts’ Law

Fitts’ Law has been successfully applied to input tasks
utilizing the mouse device (as measured by r? the
coefficient of variation). However, invariably the
particular equations resulting from the application of
Fitts’ Law have derived the equation coefficients a and b
(see equation 2.2) from the experimental data. These
values have been shown to vary between studies which has
been largely attributed to the task differences between
them. Therefore, if Fitts’ Law were to be used in a
predictive fashion, what values would be selected for
these coefficients? Card et al (1983) suggest that values
based upon the average figures derived from previous
studies should be used. However, it is believed that the
resultant predictability of such an equation would be much
lower than the previously very high accountability, as

measured by the r? scores (see table 2.0).

A number of alternative equations have been suggested to
account for device movement time data. MacKenzie et al
(1991) propose a modification to equation 2.1 so as to
ensure that the coefficient (b) can only take positive
values; as a negative value is considered to be

theoretically undesirable (see equation 2.5).
MT = a + b log,(A/W + 1) Equation 2.6

Epps (1986) found that the equation suggested by Kvalseth
(1981):

log,(MT) = log,(a) + b log,(A) + c log, (W)Equation 2.7

where: a,b,c are constants

A = movement amplitude

W = target width

was a better description than Fitts’ Law of movement time

for the mouse device.
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Fitts’ Law takes into account movement amplitude and
target size which have been found to be important
determiners of movement time. However, it does not
consider the system gain which has been shown to affect
movement time (Lin et al, 1992) so as to produce different
solutions for the equation coefficients for identical
values of movement amplitude and target size. Similarly,
Radwin et al (1990) suggest that Fitts’ law should be

modified to incorporate a directional component.

Given the different ways in which researchers have defined
task completion time, the derived constants for the Fitts'’
Law equation would be expected to be different based on
this fact alone. To meaningfully average the empirically
derived constants, the constituents of completion time
(reaction time, movement time, and selection time), would

have to be known.

Fitts’ Law only yields information regarding the movement
times of a pointing task. The earlier discussion on the
suitability of task completion time as a description of
pointing behaviour suggested that this was inadequate for
many purposes. This criticism can be equally applied to
Fitts’ Law. This Law tells us very little about the types
of movements that are made with the mouse device.

‘Performance must be viewed in a wider

perspective than just Fitts’ Law~’.

Straayer (1991, p 119).

2.5 Conclusions
Very little is known about mouse device usage and the

factors influencing users’ behaviour.

Comparisons across studies are problematic due to the
varied operationalisation and implementation of
experimental variables, and differences between tasks and
subjects. This is further problematised due to the
uncertainty regarding influencing factors which have not

been adequately described.
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Studies have shown that differences in mouse construction
and implementation influence people’s task performance.
Despite this, many researchers still refer to the mouse
device as if there were only one mainfestation of this
device. Accordingly, there has been little research into

differences between different types of mice.

Despite evidence demonstrating the importance of previous
device experience when using an input device, studies have
often ignored, or failed to control for, such subject
experience. Furthermore, there has been very little
research into device skill acquisition over a relatively

long period of time.

Device behaviour has been considered within too narrow a
context. Although performance, as measured by task
completion time, may be important, it tells us little
about the nature of input behaviour, and has limited scope
for improving the input task. Much of the knowledge gained
from performance time studies has to be considered within
the experimental context from which it came. Studies have

mostly used contrived tasks and unrepresentative samples.

As a consequence of the above conclusions the research

programme described within this thesis was embarked upon.

In particular it is concerned with describing device
performance within the broader context of movement phases
and temporal movement stages. It will also examine
individual, and task factors within this broader

behavioural context.

Such movement descriptions will provide a general

framework within which movements, made with different

devices, can be understood in a coherent way.
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CTHAPTER THRER

MOTOR THEORY

This chapter attempts to place device movement within
a psychomotor context. It focuses on the motor
pProgram perspective for the control of motor
movements. The device movements, made within this
study, are considered to fall within the class of
acts termed ‘discrete motor movements’. In particular
the following theories of discrete aimed movements:
Fitts’ Law (Fitts, 1954), the iterative corrections
model (Crossman & Goodeve, 1963), the two phase model
(Woodworth, 1899), the single correction model
(Howarth, Beggs, & Bowden, 1971), the impulse timing
model (Schmidt, Zelaznik, Hawkins, Frank, & Quinn,
1979), and the stochastic optimized submovement model
(Meyer, Smith, & Wright, 1982) are discussed with
reference to their predicted spatial and temporal
output patterns. However, such theories tell us very
little about the characteristics of the submovements
made, and how they relate to the task conditions.
Finally, a number of kinematic studies are described

which inform subsequent debates within this thesis.
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3.0 Introduction

Movements are the only means by which we can act and
interact with our environment (Kelso, 1982). Most computer
input devices rely, to some extent, on the development of
high speed motor skills for their operation, and within
this context, the speed and accuracy of human motor
actions can be very important determinants of overall
input performance (Carey, 1985). As the literature on
motor skills is vast and diverse this chapter will focus
on those areas of motor theory dealing with those motor
acts associated with mouse device use. A discrete motor
movement is one which involves a single reaching movement
to acquire a stationary target, such as pointing
(Glencross & Barrett, 1989). Investigations of such
deceptively ‘simple’ movements have revealed that they
arise from very complex processes (Sheridan, 1984;
Glencross & Barrett, 1989; Stelmach, 1982; Greer, 1984;
Holding, 1989). Target acquisition using a mouse device is

considered to be an example of a discrete motor act.

Studies of motor skill have mostly been concerned with
determining and describing the processes underlying the
control of movement (Kelso, 1982; Summers, 1989; Colle