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SUMMARY

‘ The work studies the effect of reaction order on the
dynamic behaviour of a jacketted stirred tank reactor

under the action of controllers, and hence develops control
schemes which improve the performance.

Initially theoretical work determined system stability
and behaviour mainly for planning the experiments.
Reaction orders 2,1,0 and -1 were studied on the system for
various control schemes and disturbances.

The experimental work involved a partial simulation
technique in which the mass balance of an exothermic
chemical reaction was simulated by a digital computer.

The computer calculated the heat generation depending on
the reaction order and other operating and reaction rate
parameters. Appropriate signals applied to the immersion
heaters provided in the vessel liberated the corresponding
heat. The cooling water flowrate was the manipulative
variable and its setting calculated by the computer for the
control scheme chosen.

The transient response of the system for each experi-
mental run was plotted and compared with the corresponding
total simulation result. For this comparison the complete
plant was simulated by a set of differential equations and

samplers.

Invariance of tank temperature and concentration for 5
1oad disturbances was achieved by a control stratégy derived.
from the state equations. This strategy was an improvement /
on feedback control. e

Decoupling of tank temperature from the other two state
variables was achieved by a control scheme involving an .~
iterative procedure for the calculation of coolant flowrat

The open loop unstable operating point was stabiliseq
proportional feedback control. The limit-cycle at the op
loop stable and unstable points was generated by a fegdpg
control scheme. Conditions for the existence of a limit
cycle were established by the second method of Liapunov an
the harmonic contents of these nonlinear oscillatlogs
determined. The effect of oscillations was determined
comparing the time average conversion with the ste&dygs ‘

peformance. .

Key Words: Partial-Simulation; Stability; -Invar;ggcéiﬂ
Decoupling; Limit-Cycle , .
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INTRODUCTION

The study of the effect of reaction order on the
dynamics of a continuous stirred tank reactor (C.S.T.R.)
is important because a stable system for a particular -
reaction order can become unstable as the order is

changed. This has special relevance when complex

homogeneous or heterogeneous rate equations are
simplified to yield one reaction order for a certain set
of assumptionsa but a different one for another set of
assumptions. The reaction order is also affected by

the operating conditions. For example in solid
catalysed reactions the order is different not only for
different types of catalyst surface but also for different
impurities. In homogeneous liquid phase reactions large
excess of one reactant or product during the reaction

process can change the order.

A purely theoretical study of the transient behaviour
of a C.S.T.R. sometimes deviates too much from
practicality while in complete experimentation,practical

difficulties reduce the range of study. Hence in the

present study, a partial simulation technique which |
combines both experiment and theory is used. Thus the  ¥

mass balance of an irreversible exothermic chemicglk
reaction is simuléted using a digital computer, and;p§sei
upon the current rate of reaction, the computer cglgp at

the reaction heat generation and sends the apprOp??g

signal to the immersion heaters situated in the reactm




Reaction heat is thus

released and the actual heat trans-

fer to a surrounding cooling jackef takes place. With

water as the reaction as well as the cooling medium

various reaction orders can be simulated by the digital

computer with little difficulty.

A general theoretical study of the system stability
is carried out for all integer reaction orders ranging

from -4 to 4. However experiments and complete

theoretical work is carried out for reaction orders

-1, O, 1 and 2.

The transient behaviour of the reactor is obtained
with and without the action of control 6n the cooling
water flowrate. Theoretical nonlinear stability
analyses are carried out by the use of Krasovskii's
theorem and the effect of various controller
configurations on the region of asymptotic stability (RAS)
is determined and also verified experimentally. More
importance has been placed on complicated control
configurations of the decoupling and invariance‘type‘
because of their superiority over conventional type
controls and because they have not found their way into

chemical process control due to lack of proper underf

standing.

Operation of the reactor system only at a stable
operating point or only in a perfectly stabilised‘modgA-
reduces the scope for changing the system performance.

The stabilising of an open loop unstable operatingipg;




with the help of simple proportional controllers opens up

a new range of operating pqints. Iﬁducing sustained
oscillations at an inherently stable operating point for
constant input conditions sometimes helps in improving
the system performance to a certain degree. This
nonlinear oscillation, known as limit-cycling, 1is
studied for different reaction orders and their

fundamental harmonics evaluated.

The effect of inlet conditions,like feed and
coolant temperatures and flowrates on the operating
points is also theoretically studied in order to take

into account the day to day changes in water temperature.

The transiest behaviour and analysis of the reactor
aloné is carried out in Chapter 3, while the effects of
lags and delays introduced by measuring elements and
valves are considered when total simulation of the
complete plant is performed in Chapter 7. The
experimental runs are compared with total simulation.
Various computer programs for analysis, simulation_anq

control, and experimental work are also developed.

Although SI units are used throughout this repdrt,i‘;:i

CGS units are used in the computer programs for o

theoretical, total simulation and experimental work.f‘*?



CHAPTER 2

LITERATURE SURVEY

2.1 INTRODUCTION

The aim of the work was to study stable and unstable
operation of a C.S.T.R. and to investigate control schemes

not hitherto applied to chemical reactor systems.

In order to generate interesting cases of stable and
unstable reactor operation, the effect of various
parameters including reaction order on the dynamic
behaviour of a chemical reactor was sought in the
literature. The survey included the effect of operating

conditions .on the order of a chemical reaction.

The implementation of the open loop and the controlled
schemes used established techniques of partial simulation,
in which the reaction and mass balances were simulated on

a computer and the thermal effects existed in plant items.

The literature survey therefore covered the following;Qﬁ

P

areas of interest

(i) The effect of various parameters on the order

of chemical reaction.
(ii) Theoretical simulation studies on a C.S.T.R. both;
with and without control to predict the transient

responses and multiple operating points.

(iii) Transient experimental work carried out in a;}
C.S.T.R.
(iv) The partial simulation technique as a tOOl;Qf

study, using either an analogue or a digital computef$b




(v) Stability analysis of a C.S.T.R. and calculation
of the maximum region of stability.

{(vi) Operation of the C.S.T.R. at an unstable
equilibrium point, as an alternative to the inherently
stable point.

(vii) Decoupling of a multivariable interacting
nonlinear system.

(viii) Advantages of the Invariance type control.

(ix) Limit-cycling in a stirred tank reactor and its

effect on overall performance.

2.2 EFFECT OF PARAMETERS ON ORDER OF REACTION

The order of a given chemical reaction can change
with a number of factors including temperature, presence
of impurities, type of catalyst and energy level of
products. For a particular set of conditions there
will be a complete reaction mechanism involving the
order. Some examples of variation of order with

o . 1
conditions are given below

In the following liquid phase reaction

) i -
208 - 12 + 2 SO4

217 + S 2

the order is two for high concentrations of iodide ions/

while it is three for low concentrations.

In the decomposition of ammonia on platinum catalysfl

the rate equation is given Dby

~a{Ng} = ky (NHg)/ (i)
dt



while on iron catalyst it is

3
-d{NHg} = ko {NHg} {H,}

dt

/2

The presence of 02 as an impurity in the formation of
hydrogen chloride changes the rate equation from
d{§§1}= k, {Cl} {CH,}

2
to d{HC1}= k {01£ {0,}
dt 1 / 2

Sometimes the large excess of one reactant or product
during the reaction process can change the order. Thus in

the following reaction2

HCO Co (CO)4 + PH3 ~ HCO Co (CO)3 PH3 + CO

the rate is first order in HCO Co (CO)4 for large

concentrations of phosphine while the rate equation becomes

k, {HCO Co (CO),} ({PHg4}

{co}

for small concentrations of it. This type of behaviour
is also observed in liquid phase reactions between

acylcobalttetra-carbonyls with hydrogen, olefines, dienes , 

or acetylenes.

It is also seen that the pseudo reaction order for
complex reactions changes depending upon.the type of
assumptions made. Thus negative order type reaCtionS?%
possible, where one of the components inhibits the m&;

reaction. Generally reaction orders never exceed a va




three because of the greater loss of entropy in the
activated state and the small probability of collision
of three or more molecules at the same time to form the

activated complex.

2.3 DYNAMICS OF A C.S.T.R.

2.3.1 Theoretical Study

The theoretical dynamic behaviour of a C.S.T.R. with
exothermic reaction has been analysed by many authors.
The types of dynamic behaviour possible for a first order
reaction are classified according to the system parameters
like heat transfer coefficient , activation energy,

Dam K8hler number and adiabatic temperature rise by Uppal
and Rayg. Several kinds of "jump phenomena' like
coalescence of limit-cycles with separatrices or merging
of two limit-cycles are explained with respect to the
parameters. A consecutive first order reaction scheme
was analysed by Hlavacek et a14. Multiplicity and
stability were theoretically analysed in the parametric

plane.

A brief communication on the effect of reaction raté

on the open loop stability of chemical reactors by the

classical approach was presented by Luyben5. The
importance of assuming the correct mixing effects in a
C.S.T.R. was emphasised by DudukovicG. The author
concludes that even though micromixing effects are
secondary for normal reaction rate equations, they‘af?L
significant in self inhibited rate expressions whieh:ﬂ

have a maximum rate at some intermediate reaction




concentration. Certain micromixing-patterns may give
rise to unexpected multiple steady-state at intermediate
degree of segregation when only a single steady-state is

possible at the maximum mixedness condition.

2.3.2 Experimental Work

Though there are some papers available in the
literature that deal with the experimental study of
continuous stirred tank reactor performance they all
deal with the second order exothermic reaction between
sodium-thiosulphate and hydrogen peroxide. The studies
.by Vejtasa et al7, Chang and Schmitz8’9 and Schmitz et allo

covered the following aspects

(i) steady~state and transient behaviour of the
system.
(ii) stabilisation of an unstable point by means of

feedback control,
(iii) the construction of phase-plane diagrams showing
experimental limit-cycles.

(iv) effect of cooling jacket wall thickness on the .-

dynamics.

The hydrolysis of acetyl chloride was studied in‘a‘} 
reactor by Baccaro et alll mainly to establish the o

existence of limit-cycles for the particular systém.

2.3.3 Partial Simulation Technique

From the literature it can be seen that very_litgl
experimental work has been carried out on reactor dynam
because the experiments involve high cost and sophist“

instrumentation. Apart from that,a suitable reactiéﬁf“‘



system has to be chosen soO that the system behaviour can
be studied within the range of instruments. This is
partly overcome without too much deviation from
practicality by the partial simulation technique where
the chemical reaction and mass balance are simulated
with the aid of an analogue or digital computer while the

neat effects are actually studied on the plant.

Initial work in the Chemical Engineering Department
at Aston on the partial simulation technique was carried
out with an analogue computer to simulate the reaction and
material balance and it was changed later to a digifal
computer because of the many disadvantages that are
typical of an analogue computer. The principal work

covered in the Department follows.

The three authors who used analogue - simulation
were Chaolz, who studied the optimal and adaptive control
of a C.S.T.R, Alpazlg, who attempted the simulation of a

plug flow reactor with a series of C.S.T.Rs and Buxton14,

who studied the single loop control of a C.S.T.R. acting. o

through a cooling coil. These authors used a conventional -

type of controller in their work.

H. Farabil5 was first to study the advantages of‘
cascade control over a single loop control on a jackétie‘
C.S.T.R. for a first order reaction using the partialff
simulation technique with the aid of a digital cometh
the mass balance and alsoc for the control action. .
of a dlgltal computer to generate the controller acfQ

helps to simulate complicated controller conflguratlons




that can hardly be tried on conventional controllers.

2.4 STABILITY ANALYSIS

A vast amount of theoretical work has been carried
out on the general stability behaviour of a stirred tank
reactor. The papers can be broadly classified into two
groups according to the method employed. They are
Krasovskii's theorem for nonlinear systems and other
classical methods for linear and non-linear systems which
also include the phase-space technique. In the latter
method system stability is analysed by solving the system
equations numerically and deducing the transient behaviour
for large perturbations. The only article worth mention-

16

ing is a communication paper by Berger et al that tries

to extend this technique to a series cascade of reactors.

Krasovskii's theorem for nonlinear systems has beeh
applied by many authors. The important step in the
application of this theorem is the construction of a
positive definite Liapunov function and it is generally
agreed in the literdature that this is the most difficult

17,18

step. While Berger et al assume unit matrix as tpe;;fﬁ

Liapunov matrix and study the positive definiteness of

- [JT + J] , Jacques et al19 assume a Liapunov ‘ 

matrix of the form

1 S

S Y and maximise it with an inequali:c'y~
constraint

v - 82> o.

-10-




Tarbellzo tries to arrive at a Liapunov function from

the fundamentals of

thermodynamics but finally admits that

the theorem of minimum entropy production does not apply

to the near equilibrium C.S.T.R. steady-state due to the

presence of convective heat exchange between the reactor

and the surroundings.

Lueck and Meguine21 give an algorithm to update the

Liapunov matrix calculated initially, using the Jacobian

matrix.

The various steps involved are

1) Calculate J at

necessary condition

2) Solve JTA + AJ
positive definite.

3) maximise KL in
the condition - VL=

4) find J at this

contour touches -V

the origin (x%=o0) and check whether the

for stability is satisfied.

= -T for A and check whether A is

the equation VL=fTAf=KL satisfying
T gTa + a2 0

new point (x=x*) where the VL=KL

L=O’

5) Check whether the roots of J are on the left half of, f;

the plane and if so

The algorithm does not always yield the largest A
matrix because the J matrix calculcated from step (4)'Wiil

invariably fail the test in step (5) because of the faefz

that the x=x* point

separatrices formed by the conditions for the real p%fmsi

of roots of J to be on the left half of the plane.

go to step (2).

will generally be outside the

~11-




Berger and Lapidus22 try to maximise the time
derivative of the Liapunov function on the closed
Liapunov hyper surface but they simplify the problem by
assuming a unit matrix as the Liapunov matrix.

Davidson and Kurak23 outline a very cumbersome method
which involves very high computational time. The
Liapunov function is found by maximising the volume of

the stable region for the system

XTAX = 1

2.5 UNSTABLE OPERATING POINTS

Operating a reactor at the unstable point is an
attractive alternative for many reasons. Various
techniques have been used for this by many authors.

These include simple proportional contr0124, relay

feedback contr0125 as control strategies for operation

at the unstable equilibrium point. Chang and Schmitzg,

in their experimental study, used P + I control at the
unstable point in the chemical reaction between sodium-
thiosulphate and hydrogen peroxide. They also describe R
the problems involved in shifting the system operating |
point from the inherently stable point to the open loop:

unstable point. Horak et alol describe the effect of

using variousvmanipulated variables in the control of a
C.S.T.R. at its open loop unstable point. The

reasonable manipulated variables used by these authors«éﬁj
were flowrate of coolant or feed, outlet flowrate of';;
products or inlet temperature of coolant. Apart ffémv
these they also mention other manipulated variableé Whiéh;

are not practical.




\v}

.6 INTERACTION AND DECOUPLING OF STATE VARIABLES

A physical system is defined as multivariable when
it has a number of inputs and outputs. The most
important characteristic of such a system is that they
will be generally interacting and coupled, a condition
that occurs when there are inputs which simultaneously
affect more than one output. The C.S.T.R. with a

cooling jacket is a typical example of such a system.

A system which is defined by the set of differential

equations:
X, = fi(xl,xz....}%) 0. (2.1)
i=1,2....n

is said to be decoupled if it can be expressed as

x, = -D; x; i=1....n (2.2)
where Dis are constants and ¢;S are disturbances entering
the system. The value of Di determines the speed of
response.

No work has been reported so far on the practical

study of the noninteracting type of control on a C.S.T.R..

Furthermore very few papers exist for the theoretical
study of these control configurations on any chemical
process system. Mesarov1026 and Meerov27 lay the

foundations for a multivariable control system theory} 

Decoupling of a multivariable interacting system'has
been analysed by many authors, though most of them

simplify the problem by linearising the state equatibns

-13-




Foster et 3128 and Ballinger and Lamb29 present a method

to decouple a C.S.T.R. system by feedback and feedforward
compensators. Shean Lin Liugo developed a decoupling
technique which can be applied to nonlinear systems over
the entire state space, taking into account the constraints
on process input variables. Hutchinson and McAvoy31 apply
this technique for the time optimgl control of a noninter-
acting system. Tokumaru et 3132 obtain the necessary

conditions for noninteraction using variational methods.

2.7 INVARIANCE CONTROL

The principle of invariance, when applied to a
control system, will give the calculated relationships
permitting selection of parameters of the system, SO that
one of its generalised coordinates will be independent of
one or several disturbing influences applied to the system.:
Petrov33 has dealt with the general aspects of the
principle of invariance for both linear and nonlinear

systems.

Consider a dynamic system represented by the

following set of differential equations

2.4 Xq + 259 Ko weees + ainxn = fi(t) (2.3)
where a.q = A, dop * By d_* Cyy
il 1 -a? 1 at 1
and A,B, C are constants (zero or non-zero). Under g

conditions of absolute invariance of the unknown functi

X5 (t) of the system (2.3) from the arbitrary forcing_

function fi(t) the minor‘Di‘j of the principal determiﬁaﬁt;




A becomes identically equal to zero.~ If the conditions

of invariance of one of the variables Xj are realised in

the system, defining its behaviour relative to a certain
disturbing effect, fi(t), then in the absence of other
disturbing effects and zero initial conditions, the

variable x‘j will be equal to zero. It follows that
influences of this variable on other generalised coordinates

of the system will be absent.

An essential requirement for the realisation of these
conditions of invariance is that there must be identical
matching of the set of solutions of the equations of the
original system and the system broken at the output of
the element, defined by the generalized coordinates x.
(at the point of measurement of the variable Xj) during
realization of conditions of invariance and zero initial
conditions and when all influences are equal to zeroi
Another necessary condition is that, there must be at
least two channels for propagation of the influences
between the point of application of the external effect;
and the point of meéSurement of magnitude, whose

relation to this effect must be secured (Dual channel

concept).

The only paper available in the literature which

applies this principle to the control of a chemical

process system is by Haskins et a134. The authors tried

a theoretical application of this principle to the'Coﬁfr

of a heat exchanger acted upon by sinusoidal disturbances

in inlet temperature and found it to be very successful.

~15-




2.8 LIMIT-CYCLES

The study of the oscillatory nature of a C.S.T.R.
response for constant input conditions has attracted

several authors.

Oscillations were observed experimentally by Baccaro
et allo in the hydrolysis of acetyl chloride while
Chang et a18 observed similar behaviour in the reaction
between sodium thiosulphate and hydrogen peroxide in a
C.S.T.R. A limit-cycle was also observed by
Heemskerk et a135 in the acid catalysed hydrolysis of
2,3 epoxy propanol-1l. Both the hydrolyses are first
order in nature. Apart from generating limit-cycles the

authors do not analyse these nonlinear oscillations.

In addition to these three papers, the following

deal with the theoretical aspects of limit-cycles.

Luus et a136 use an averaging technique to determine
the time average of state variables while Beek37 uses a
truncated power series type expansion to obtain the B
variation of state variables with time. Douglas et a138? ;ﬁﬁ
Dorawala et a139 and Gaitonde et 3140 study theoretically
the effect of oscillations on the final conversion and. )

conclude that sometimes oscillations can improve the time'\5ﬂ”

average conversion by as much as 20%.

The existence of a limit-cycle is established in two

. 41

dimensional systems by the use of Bendixon's theorem ‘
while the theory of Bifurcation is used by many authqré~

to establish it in higher dimensional systems.

-16-




2.8.1 Theory of Bifurcation

Since the C.S.T.R. with a cooling jacket is a three
dimensional system the bifurcation theorems have to be
used for establishing the existence of limit-cycles.

Minorsky42 defines two kinds of bifurcation in a
parametric space. The bifurcation of the first kind
occurs whenever the limit-cycle nearest to the singular
point shrinks in size indefinitely and when the parameter
reaches the bifurcation value, the limit-cycle coalesces
with the singular point with the result that the latter
changes its stability while the limit-cycle disappears.
The bifurcation of the second kind occurs whenever two
adjoining cycles approach indefinitely giving rise to a
_ semistable cycle which disappears thereafter. The two
kinds of bifurcation mentioned are reversible.

43,44 and Jonnada et a145 establish

Ku et al
analytical criteria for the existence of a limit-cycle in
high dimensional systems using Bifurcation theorems in

parametric space. The analytical criteria are derived

from the direct method of Liapunov. They also classify

the limit-cycle into soft excitation and hard excitation -~

types depending upon their behaviour with respect to the
parameter under consideration. No papers were found whiqﬁ
make use of the theory of bifurcation for establishingz

the existence of a limit-cycle in a chemical process sys§§m

2.9 CONCLUSIONS

From the literature survey carried out it couldybé‘
seen that though a thorough understanding of the C.S.T.

has been carried out theoretically by many authors,

-17-




experimental work has been done mainly on the second order
exothermic reaction between sodiumthiosulphate and hydrogen
peroxide. No experimental work on C.S.T.R. dynamics

has been reported in the literature for zero or negative

reaction orders.

The partial simulation technique, in spite of 1its
advantages over theoretical simulation or -complete
experimental work has not been fully exploited so far in
understanding the reactor system. Though decoupling and
invariance type control have been tried up to a certain
extent on electrical systems they have never been tried
on chemical process equipment mainly due to their
complexities and the fact that a digital (or analogue)

computer has to be used as controller.

From the literature it is seen that order for a
particular reaction system can change depending upon

many parameters. The effect of reaction order on

dynamics of a C.S.T.R. offers an interesting study due to ;»f

the fact that order affects dynamic behaviour appreciably;f__i

and very few engineers give importance to the effect of

order on dynamics of a C.S.T.R. for design purposes.

The stability and limit-cycle behaviour of the
C.S.T.R. has been analysed by many authors in a two
dimensional plane. These studies in three dimensionalg
phase space introduce many complexities and require}ﬁ

new techniques that have never been tried before.

-18-




Experimental work reported on the generation of
limit-cycles has been only at the open loop stable
operating point. There has been no work which compares
limit-cycles generated at the open loop stable and unstable

points.

No work has been reported so far on stability
analysis by the Krasovskii's theorem in a region with
multiple equilibrium (singular) points, though such a
situation is possible in chemical reactor systems. The
Liapunov function in such situations should be chosen with
care so that it does not violate the necessary condition,
which is that the value should be zero only at x equal to
zero (origin) and tend to infinity as x tends to infinity.

The present work not only tries to emphasise the
advantages of the partial simulation technique but also
makes use of the powerfulness of the digital computer
to act as a controller. So control schemes which have
not been applied for chemical process systems SO far

are tried out.
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CHAPTER 3

THEORETICAL DEVELOPMENTS

3.1 INTRODUCTION

This chapter deals with the theoretical studies
carried out on the system in order to build up an under-
standing of its dynamic behaviour and hence to design
the experimental programme. The stability of the
reactor system was analysed for different reaction orders
and equations for cooling water flowrate were derived

for a number of control strategies.

3.2 MATHEMATICAL FORMULATION

An Arhenius type exothermic nth order irreversible chemical
reaction is assumed to take place in a jacketted
continuous stirred tank reactor. Neglecting the heat
losses to the surroundings and assuming complete mixing
in both the reactor and the jacket the mass and energy
balances in the reactor and energy balance in the jacket

can be written as

F (C -C) - vk C® = v && (3.1)
0 t )
FpC_(T -T) - UA (T-T_) + AHVKC" = VpC ar (3.2)
pro c p dt
- - T = p dT 3.3) 0
F PCoc(Teo T) + UA (T =T =V, QC. T, (3.3)
at
where k = k_ e -E/RT (3£4)‘

o

The parameters heat of reaction, frequency fapféx
and initial concentration are given in Appendix (5;69{
and are chosen so that the operating temperatures are

between 293 and 318 K to match the operating range.gfﬁg
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instruments on the experimental equipment. The same
parameter values are used in the experimental work.

The heat transfer conductance chosen for the theoretical
studies is an average value obtained from tests on the
equipment. The activation energy is chosen depending
upon the order of reaction so that the system has an
operating temperature near to 305 K. The values of
activation energy chosen for various reaction orders are

also given in Appendix (5.6).

3.3 STEADY-STATE EQUATIONS

At steady-state the right hand sides of equations
(3.1) to (3.3) are equated to zero. The equation so
arising from (3.2) can be split into two parts as heat
generation and heat removal to arrive at the following

set of steady-state equations.

Heat Generation = AHVkOCne—E/’RT (3.5)
Heat removal = FpCp(T—TO) + UA (T—TC) (3.6)‘:
rc + vk Cle ~/FewC (3.7)

T = (FpoCpcTeo * UMT)/(FpoCpe + UA) (3.8) .

Equation (3.5)when plotted against T 1is S—shaped;
and depends on the order of reaction; the heat removal¥
line plotted against T is independent of reaction ordet;
The number of times the heat removal line cuts the heg%
generation curve determines the total number of operaﬁ?
points some of which are stable and some unstable. ;'Th

lower operating point 1is generally stable and next h%gher~

9]




TABLE 3.1 INLET CONDITIONS

I

li

5 x 10°°m° /s

4 x 10~

5

288.1 K

288.1 K

m3/s

TABLE 3.2 OPERATING

POINTS FOR VARIOUS REACTION ORDERS

. Nature
Reaction TSS SS 5 TcSS of operating

(K) (kg/m™) | (K) point

-1 296.1 19.636 291.95 S

-1 305.1 19.215 296 .27 U

0 301.1 .19.405 294.35 S

O 306.1 19.163 296.75 U
304.5 19.221 296.17 S
312.1 18.889 299.63
305. 19.218 296 .27 S
339. 17.65 312.56
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one,if it exists,is unstable.

3.4 EFFECT OF REACTION ORDER ON OPERATING POINTS

For the set of inlet conditions in Table (3.1)
the steady-state equations (3.5) to (3.8) are solved for
integer orders ranging from -1 to 2 and the results
presented in Table (3.2). The computer program for
obtaining these operating points, written in BASIC for
HP 2000 is given in Appendix (1.1).

It can be seen from Table (3.2) that the unstable
operating temperature and hence the difference between
unstable and stable operating temperatures increases

with increase in positive or negative order.

3.5 STATE EQUATIONS FOR TRANSIENT STUDIES

The set of differential equations (3.1) to (3.3)
can be written assuming all the inputs as zero, in a form

which is suitable for transient analysis as

X _ _ X n_-Q/(Y + Bgg) _o8 o~Q/Bgg 3.9y
el Kl{(X + QSS) e 587 -oagq® P )”. L
, n -Q/(Y+Bae) .0 =Q/Baqy
% = -t Yo+ 3/t + K l(Xragg)e $8’ -agge Ss} 3
(3.10)
& o,z ¥/t + F (ogg ~ Yss 72 (3.11)
v
C

perturbations of tank concentration, tank temperature;?

and jacket temperature respectively.

FC is the control variable, the perturbation-@

coolant flow from its steady-state value. It thuéxh%55
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a zero value for open loop and otherwise depends on the

control strategy chosen. An upper limit on cooling water

flowrate is used in the theoretical work to correspond to
- the finite coolant pump capacity on the equipment.

The Jacobian matrix J defined by

3 = ot i=1,2 ..... n
9% i=1,2 ..... n
for the above system
] ]
I I Ji 0 I
Jo1 Jag a3
I31 Y32 s3]
. n-1_-Q/
where le = Ki n (X + @SS) e (BSS + Y)
- _ 1/
J11 = - T =gy
_ n_ -Q/
J1g = - Ky (X+agg)’e “(Bgg + V) Q
(Bss + vy2
Jog = = T1m Iy,
Ji3 = ©
J = 1/
23 Td
J31 7 ©
_ 1/ + 3Fc (¥
Ta2 = 'Tr vy 0SS
33 2 v _oZ 0S8
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3.6 EFFECT OF REACTION ORDER ON THE LINEARISED

SYSTEM

The Jacobian matrix calculated at the origin can be
termed as the characteristic matrix of the linearised
system. This matrix determines the system behaviour at
the origin (operating points).

The nature of the eigenvalues of this characteristic
matrix determines the stability of the origin. The
eigenvalues of the characteristic matrix are plotted
against reaction order at the operating point near 305 K
in Fig. (3.1). It can be seen from the figure”that one
of the eigenvalués is on the right-half of the plane for
negative order systems thereby indicating instability.

As the order is increased the system becomes stable for
reaction order one. A further increase in order makes
the eigenvalues complex, indicating oscillations in the

system behaviour.

From Table (3.2) it can be seen that systems with
reaction order -1 to 2 have a stable and an unstable

operating point. The eigenvalues calculated at these

points are plotted in Fig. (3.2). From Fig. (3.2a) it

can be seen that zero order seems the least stable of the

four systems.

3.7 EFFECT OF INLET PARAMETERS

3.7.1 Effect on Operating Points

The operating parameters like reactant flowrate: ‘a
inlet temperature, cooling water flowrate and temperatur
have an effect on the equilibrium points and the stabili

of the system. A brief theoretical study of this effe ﬁ




TABLE 3.3 OPERATING POINTS FOR VARIOUS REACTION
ORDERS FOR A DIFFERENT SET OF CONDITIONS

Reaction | T C T Nature
order SS SS 4 eSS of operating
(K) (kg/m™) | (K) point
-1 303.1 | 19.59  |297.43 S
-1 310.2 | 19.27  |300.82
0 305.1 | 19.51 |298.4 S
0 315.1 | 19.06 |303.25
305.8 | 19.49 | 298.0 S
325.5 | 18.66 | 306.28 U
306.1 | 19.476 | 298.9 S
363 17.07 | 322.25 U
F =28 ml/s =8x10°n’/s
F, =50ml/s =5x107° n°/ s
T, = 294.1K
Teo = 292.1 K
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is made in order to take into account the day to day
changes in water temperature expected in the experimental
work. Increase in water temperature moves the equilibrium

temperature upwards while increasing the flowrates has the

opposite effect.

The operating points for various reaction orders are
obtained for different sets of initial conditions and
tabulated in Table (3.3). For all further theoretical
work only the first set of conditions in Table (3.1) and

the operating points in Table (3.2) are considered.

3.7.2 Effect on Stability

Parameters 1like inlet temperature, inlet coolant
flowrate and temperature,change only the heat removal,
while tank inlet flowrate affects both the heat generation
and heat removal. p The unstable operating point is a point
above which the heat generation is greater than the heat
removal and the system goes out of bounds. So the region
between the stable and the unstable operating points,
where heat removal is greater than heat generation, can

be considered as the stability region, as a first

approximation.

The inlet parameters affect the stability region in’ -
different ways. Increase in tank inlet temperature

decreases the intercept of the heat removal line and

hence the stability region. Increase in jacket inlet:
temperature affects the heat removal line in a similar
manner but to a lesser degree. Increase in the tank

flowrate increases both heat generation and removal.

28~



(iii )

1l = Heat generation

2 = Heat removal
X axis = Operating temperature
Y axis = Heat gen./ removed

(i) Effect of coolant flowrate (Fc)
(ii) Effect of feed flowrate (F) v
(iii) Effect of feed inlet temperature (T,) J~v '
(iv) Effect of coolant iplet temperature (TCOyf

FIG.3.3(a) EFFECT OF OPERATING PARAMETERS ON HEAT
GENERATION AND REMOVAL



FOR DIFFERENT E VALUES (refer App(5.6))

FOR CONSTANT E VALUE

1 = Heat generation

2 = Heat removal
X axis = Operating temperature
Y axis = Heat gen./ removed

FIG.3.3(b) EFFECT OF REACTION ORDER ON HEAT
GENERATION AND REMOVAL
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However, the increase in heat generation is generally less

than the increase in heat removal and hence,

an increase in the Stability region.

there is

Reaction order affects only the heat generation.

If the activation energy is constant for all reaction

orders then increase in order will decrease heat generation

(assuming not much change in concentration) and hence

positive orders will be more stable than negative orders.
However, in the present study activation energy decreases
as order is increased and although the Previous argument

cannot be extended to this case,

stated that

|n] is more stable than [n-1].

The effect of various parameters on heat generation and

heat removal is shown in Fig. (3.3).

mathematically it can be

The difference

between the unstable and stable Operating points for

various orders and different inlet conditions is tabulated

in Table (3.4). Since the various barameters interact

with one another the temperature difference is not

linearly dependent on the various parameters.

For all inlet conditions the difference in stable
and unstable state temperatures is highest for reaction
order two. . The temperature difference for order one is -
higher than thaf of order =zero.

one and three the difference is higher for order one than -

for the negative order.

~31-
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TABLE 3.4 DIFFERENCE BETWEEN STABLE AND UNSTABLE
OPERATING POINTS FOR VARIOUS OPERATING CONDITIONS

Reaction DIFFERENCE(IN K) FOR VARIOQUS CONDITIONS
orders 1 2 3 4 5 6 7 8
-1 9 11 | 8 16 14 10 17 21
O 5.1 19 2 17 16 9 18 23
1 7.2 113 17 23 21 16 25 32
2 34 39 |37 | 51.3 {49.3 | 45.1 | 54.5 62.2
Conditions F(m3/ s) | F (mS/ s)| T T
c 0 .CO
x 1079 | x 1076 (X) (X)
1 50 40 288.1 288.1
2 510] 50 288.1 288,

3 50 50 288.1 290.

4 60 40 288.1 288.

S 60 40 288.1 290.

6 - 60 40 290.1 288.

7 60 50 288.1 288.

8 70 40 288.1 288.
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3.8 STABILITY ANALYSIS OF THE UNCONTROLLED SYSTEM

The stability analysis of the system for wvarious
reaction orders is carried out by two methods. The
first method is by the application of Krasvoskii's theorem
and obtaining the region of asymptotic stabiiity (RAS)
using a quadratic Liapunov function. The second method
involves actually solving the system equations for various
starting conditions and determining the stability region.
The limitations of the first method are revealed on

plotting the results of both the methods.

3.8.1 By Krasvoskii's Theorem

The stability of the nonlinear system and the region
of asymptotic stability can be determined by the applicatidn

of Krasvoskii's theorem.

The theorem states that for a system defined by .

x = f(x)
where f has continuous partial derivatives, if a quadratic

function of the form

_ T X V‘ .4, H.
v, = £Af i

Could be defined with the following properties

(1) A is positive definite symmetric matrix

(ii) VL=0 only at x=o0

L

(iii) V,+= as x+®

and if ¥ = dVy, = £TsTA + AJ)fis negative then the syste

dt T
is asymptotically stable at x=o and VL is the Liapunov .
function of the system. The largest region that is -

within the volume VL=KL and satisfies everywhere along i

surface VL < o is the region of asymptotic stability of
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the system.

Instead of inspecting the sign of the scalar quantity

vL’ the stability of the System can be determined by
looking at the definiteness of the matrix {JTA + AJ}.

The conditions for the stability of the CSTR system can be
obtained from the conditions for the negative definiteness
of this matrix. To start with,a simple symmetrix matrix
can be assumed for A(viz I, the identity matrix). Then
for the system to be stable, - {JT + J} should be positive
definite. Applying Sylvester's theorem ( see Appendix
(3.5))to this expression, the following conditions are

obtained for the stability of the system.

S1= - 2J,, >0 (3.13)
So= 4 J. . Joo = (Jon + J- )2 5 0 (3.14)
5 11 Ja2 12 ¥ JIo '
Sa= =2 Jy1{(4 Jop Tan = (Joatdaa)2}+2 Jon(d. +3. )2 > 0
3 11 22 J33 237932 33(J19%d9
(3.15).
= - .16)
S, 2 Jgg > O (3 )
= - 3.17)
85 2 J33 > 0 ( ?;
S.= 4 J J - (J + J )2 > 0 (3.18)%5
6 22 J33 93 * JI39 187

These six inequality conditions when plotted in the X,Y

plane for different orders divide the region into stablg
and unstable regions. The stable region obtained by th;si
technique is highly conservative because not only the
definiteness of {JTA + AJ} alone is considered but a uﬁ:
matrix is used as the Liapunov matrix. Fig. (3.4) give

the plot of equations (3.13)-(3.18) for various orders;
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reaction order zero is not considered because the matrix

elements are independent of X.

When equation (3.12) is substituted into equation
(3.13) and rearranged a lower limit for X is obtained for
order -1 and second order reactions as

X > :é
T Kin e /(Y * Bgg) (3.19)

Similarly condition (3.16) can be rewritten as an upper

limit
2 1/
Tl(Y + Bss) n

-Q/
Q Kje TU(Y + Byo)

X <

-a (3.20)

Equation (3.20) is valid for all orders not equal to zero.

A larger stability region can be obtained if a

different A matrix other than the identity matrix is chosen.

T

Then the six conditions for -{J A + AJ} to be positive

definite are

S1 = -2 JllAll - 2 J2l A12 > 0 (3.21)

Sg = 72 Jdgphgy 7 2 39853 = 2 J19h15 > 0 (3.22)¢4

Sq = -2 S 2 Jpqhgg > O
S = SS-—-SZ>O
4 172 7
2 B 2 _ 2 s 0
Sg= S48, -2 8, 8889 SlS9 SoSg
2
Sg = Sg83 =S89 > O
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where S7 = Alz(J11 + J

) -
22) * Jg1AgotA 1T, + AyLdo,

= A J +
8 130911 * Jag) * AT, ¢ J91893

07]
|

and = A Jd +
90 = A3(dgg ¥ Jgg) ¥ Agodog + Tgohg + T, Ay

Fig. (3.5) gives the plot of equations (3.21)-(3.26). It
can be seen that the region of stability is increased
appreciably from that of Fig. (3.4). The A matrix for
each order in Fig. (3.5) is obtained by an optimisation

procedure described later in this sub-section.

The Liapunov function considered so far is not a
true monotonically increasing function for the C.S.T.R.

system under consideration because f and hence V. are

L

equal to zero not only at the origin but also at the open
loop unstable point. So far no work has been reported on
determining Liapunov functions near multiple equilibrium

(singular)points. In order to make VL a true monotonically

increasing function, a Liapunov function of the form

v. = tTaf + x'Ax/107 = K

L L

is considered, which is zero only at the origin and is not;-
equal to zero at any other singular point in the space. ‘
A value of 107 is chosen so that the two terms on the rigpi'
hand side are of the same magnitude. To obtain the
largest RAS, this function has to be maximised under the;f

inequality constraint

v, = L5Ta 4+ AJ} £ + 2£7Ax < O
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at all points on the surface of the,éontour. A digital

computer program written in FORTRAN for CDC 7600 is
presented in Appendix (1.3) and the various steps involved
in the calculating procedure are given below.
Step 1: Calculate thHe Jacobian matrix J at X,Y, Z = 0O,
Step 2: Check whether the eigenvalues of J have negative
real parts; this is a necessary condition for
stability.
The checking procedure is given in Appendix (3.1)
Step 3: Solve the equation
JTA + AJ =-B for matrix A, where B is a
positive definite symmetric matrix (input by
the user).
The solving method is given in Appendix (3.2)
Steb 4: Check whether A is positive definite using

Sylvester's theorem (Appendix (3.5))

Step 5: Assume a small Liapunov function value KL

Step 6: For different values of X and Y calculate Z by

solving the equation fTAf + XTAx/107= KL;

Calculate VL and check whether VL< 0.

Also calculate the volume of the ellipsoid.

The procedure is described in Appendix (3.3)

L < 0 at all points, increment KL and

repeat step 6 until the largest K  that obéys

Step 7: If V

the condition is obtained; otherwise go tQ‘;

Step 9.

Step 8: Calculate J at another X, Y and 2 and go to -

Step 2.
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With A obtainegq so far maximise the volume
of the Liapunov contour by repeating steps
5-7 by varying the elements of A using the
logical search technique described in

Appendix (3.4).

The flow chart of the program is given in Appendix
(2.1). The largest volume obtained and the corresponding

A matrix for various orders are tabulated in Table (3.5),

It can be seen from the Table (3.5) that the RAS of
the second order system is largest and that of the zero
order one is the smallest, Also the volume of the RAS
of the -1 order system is larger than that of the first
order system. The region of stability (RS) tabulated in
the table is the region which encloses the RAS and is
separated from the RAS by a small band where VL> 0. A
semi-stable limit-cyecle can be considered to be situated
there separating the RAS and the equilibrium point from
the remainder of the RS. So any trajectory starting

outside this semi-stable limit-cycle but within RS will

move towards it, while 4 trajectory below the limit-cycle
will move towards the equilibrium point. An unstable
limit-cycle may be considered to separate the RS from the

remainder of the phase space. All orders other than -1 g

possess this RS.

The stability region was determined using the prOgﬁ

for proportional type control of the tank temperature andﬂ

plotted.
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3.8.2. By Numerical Integration

The stability region of the system can also be
determined by numerically integrating the set of system
equations (3.9)-(3.11) for different initial conditions.
Though this technique is time consuming it gives the
exact behaviour of the system around the operating point.
A program is written in SLAM (Simulation Language for
Analog Modelling) for the ICL 1904S computer to study the
dynamic behaviour of the C.S.T.R. The listing of this
program is not given since it is similar to the one
described in Chapter 7 (Total Simulation of the plant).
The program calculates the values of the state variable
at different time intervals by the Fourth order Runge-
Kutta Fixed step method. The program can also be used
to study the effect of control on the dynamic behaviour
of the system by incorporating the type of control

required from those available in the program.

3.8.3 Comparison of Stability Region obtained by

Both Methods

It can be seen from the figures that Krasovskii's.
theorem gives a highly conservative region of stability, = =
due to the fact that a positive definite symmetric matrix

is assumed as the Liapunov matrix. Plotting the

trajectories of the system around the steady-state ppip}v

by numerically integrating the model equations giveS‘af;

true picture of its behaviour. The Liapunov contours

obtained point towards the unstable operating point

because one of the eigewectors of matrix A COlnCldeSﬁ_k

with the line joining the stable and unstable points.
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Another important drawback of the former technique

is that, a given system of differential equations may

possess many Liapunov functions, each differing from

the others in a non trivial manner. To each of these
Liapunov functions there will be 1 corresponding RAS,
which will, in general be different. The fact that a
particular point is not included in the region of
stability for a particular Liapunov function does not

necessarily indicate that the trajectories through that

point fail to go to the origin.

It can be seen that both the techniques indicate
that the stability region of the second order system is
largest and that of the zero order the smallest; the
-1 order system has a stability region slightly larger
than that of first order system. In spite of the draw-
backs,stability analysis by Krasovskii's theorem is
superior to numerical integration because of the ease with

which it can be programmed and it gives a very quick idea

about the system behaviour. This technique is also usefui;
for higher dimensional systems where rhase-space techniquegg?
become meaningless. The conservative estimation of the |
stable region by this technique can also be used when

designing reactor systems and gives a certain margin of

safety.

3.9 EFFECT OF CONTROL

Incorporating a controller changes the system ‘
behaviour around the stable and unstable operating points.:

Various types of controller configurations affect t%?l‘




system in various ways.

Controllers can be used to

stabilise an operating point, to increase the stability

region or to improve the transient behaviour of the

system. In the sections below the effects of controllers

on the eigenvalues, Stability and transient behaviour of

the system are described.

3.9.1 Effect on eigenvalues of the Characteristic

Matrix

The effect of proportional type control of tank

temperature of the form

F =K, ¥ (3.27)

on the eigenvalues of the characteristic matrix is
tabulated in Table (3.6). Control stabilises inherently
unstable operating points, which means that simple
proportional controllers can be used to operate the
system at inherently unstable points with ease.

However, increase in controller gain induces oscillations,

as is well known. The eigenvalues change their

properties at different values of controller gains for

various reaction orders.

A controller of the type

(3.28) -

|
il
=~
¢}
bN}

seem to have a different effect on the eigenvalues Of;tﬁ_

system. The eigenvalues for this type of control

Strategy are given in Table (3.7).

3.9.2 Effect on Stability of the System

From equations (3.12)-(3:18) it can be seenj@éat
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TABLE 3.6 NATURE OF EIGENVALUES

PROPORTIONAL GAIN FOR CONTROLLE

AS A FUNCTION OF

R OF THE TYPE
IN EQUATION (3.27)

= —6
QzKézilo
Reaction Type of .
order operating point Nature of eigenvalues
K, = 4450 8850
-1 U un 2 57 sn o st
S sn ¥§OO st
0 U un %900 S node QQQO st
S sn 1Q900 Sf
1 S sn QEOO st
U un %900 sn 4Q90 st
9 S snl—%oosf
un = unstable node
sn = stable node
uf = unstable focus
sf = stable focus
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TABLE 3.7 NATURE OF EIGENVALUES AS A FUNCTION OF

PROPORTIONAL GAIN FOR CONTROLLER OF THE TYDPE IN

EQUATION (3.28)

K =K, x 1076
Reaction Type Of. Nature of eigemwalues
order Operating point
-1 S sn  (up to K2 = 47 ,000)
U un  (up to K2 = 20,000)
o) S sn  (up to K2 = 30,000)
U~ un  (up to K2 = 13,090)
1 S sn  (up to K2 = 13,000)
U un 1£;OOO sn
2 S sn ?;350 st
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Hence the study
should involve strengthening €quation (3.15) in order to

increase RAS. Equations (3.15) ang (3.18) can

be
strengthened if
Jo3 * JIg9 =0
1 dﬁc (y ~ Yaq = %) = 0O 3.29)
or Tg + z; g7~ 'oss sS (3.
where Tg = 1/T + 1/
: o} I

Various types of controller configuration can be tried to

satisfy equation (3.29).

If a controller of the type described in equations

(3.27) is considered, then equation (3.29) becomes

Ke = -V, 14 (3.30)

(Yoss~Yss ~ %)

Equation (3.30) gives a value for the proportional gain

in terms of the system parameters and operating points
in order to improve the RAS. If values are substituted .

in equation (3.30), neglecting 2 then

K =4.1435 x 10°°

and the controller gain given above will increase the RAS

to its maximum value.
A controller of the type described in equation (3'2§Q;

dF -
; : se ¢ = 0 and hence
cannot appreciably improve RAS becau — e

~5]1-



equation (3.29) wil] yield no resulf. Equation (3.18)

can be written as

{ ke c ( + Z
r + + Y

-4 J

which on Tearranging gives

2
K > -
c {VCT3 /1 4J22} -V T,
Yogg * 2 B - v ..o} < (3.31)
Ss 0SS Wea + 28 -7
Uss * 28 = Yoog

an inequality condition, a lower limit for gain Whicﬁ

is not a constant but a function of X, Y and 3z.

Integral action incorporated into equation (3.27)

gives
FC = KC Y + 1 Y dt (3.32)
Ty
Substituting this into equation (3.29) and rearranging

gives

K, =V, 1, oy (3.33)
(Voss™¥ss™®)  (Ty d¥/4)

The first'part on the right hand side of equation (3.33) _f»
is the same as equation (3.30) with an approximate :
numerical value of 4.1435 x 10—3. Normally when Y isl;?
greater than zero (i.e. tank temperature greater than,thé~
S.S. value) then dY/dt should be less than zero in ordel

to have stable behaviour. Then the second part oﬁ

equation (3.33) (—Y(T dY/dt))is greater than zero, =
I

thereby indicating that the gain should be greater erfa}

P+I controller than for P controller for the same stability
behaviour.

-52-




If derivative action is introdueed to make

F = Kc Y + T

c p 4 (3.34)

dt
then equation (3.29) becomes

hc = —VC (13)

(/OSS —YSS— Z)

- Ty JIge (3.35)

Since —J22 is greater than zero, as per equation (3.16),
equation (3.35) shows that the gain value obtained for
P+D controller should be greater than the gain obtained
for a P controller for the same stability behaviour.

From equations (3.33) and (3.35) it can be seen that the
addition of integral or derivative action to proportional
controller does not improve the stability of the system.

If a controller of the form
FC = f (¥) (3.36)

is assumed, where coolant flow is some function of Y

then substituting into equation (3.29) gives

g+ 1 alf (D} (ogg™Ys™) = O (3-37)-:*:?
Vv dy |
C
‘ = Vv dy
or d{f (Y)} T, Y, 4 —

0oss ~ SS

If Y is assumed to be independent of Z then

FC =_.T3 Vc Y (3.38)
(Yogs™ Yss™2)

an equation similar to (3.27)with a value of KC given in

equation (3.30).




It E
the coolant flowrate is assumed to be a function

of Jjacket temperature, 3z

(3.39)

F,=f (3)

then from equation (3.17)

+ -
dFC (YOSS - YSS - Z) < 0O

dz

1
VC

<I*@
o |lo

on integrating the equation for values of Z >(YOSS~~%S),it

gives:
Fc 7 VT (=3)
(YSS—YOSS + Z) (3.40a)
% and integration for values of % <(YOSS—YSS) gives
(3.40b)

F_ <V, 1,(-2)
(Yss™Yoss

+ 3)

These equations simply specify an upper or lower

limit to coolant flowrate.

If coolant flow is assumed to be both a function

Y and Z of the form
(3.4l)f*

F, =1 (Y,8)

then simultaneously satisfying equation (3.29) and (3
to make

will increase the stability region, 1.€

- ) <0

YSS

dFC (YOSS -
d%

~H4~




!
|

and

dF
—¢ (Yogg~vgg™8) = O (3.43)

T, o+ %~
c Y

3

Equation (3.42) is true if for values of Z > (
\ YossVss?

daF . . . , -
dzc is O, ie when 2 increases FC increases and vice
versa. Equation (3.43) can be expressed as

Yss™Yoss * #)

The term inside the integral has to be integrated numeri-
cally if this type of control strategy has to be applied
to the system. The equations (3.13) to.(3.18) are
plotted in Fig. (3.10) for proportional control of the

tank temperature.

The analysis carried out in this subsection is
based on equations (3.13)-(3.18) which assumes a unit

matrix as the Liapunov matrix. If some positive

definite symmetric matrix is considered as Liapunov |
matrix then equations (3.21)-(3.26) have to be analysed“ 3
in the same manner as above. It can be seen from thésé

equations, unlike the previous case, conditions SZ,KSB,b"

84, 85 and 86 are dependent on the control strategy

chosen (equations (3.21)—(3.26)).Ekrengthening these -

conditions increases the stability region as mentioned:. -

before.

It S, is made equal to zero then condition 84%;5

strengthened and 85 (equation (3.25)) becomes
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< = 2
55 7 518583 - 815,% - 5,52 5

179 278 (3.44)

and if 89 1s made equal to zero then condition 86 is
strengthened and 85 becomes

Sz = 8,8,8, - 8.5.2 _gg 2

5 7 P1%2%3 T 938, - 8,8.7 > 0 (3.45)

. 2 2
So if (—8387 ) > (—SISQ ) then 89 can be made equal to

zero or 1if the reverse is true then 87 can be made equal

to zero. If S7 is made equal to zero then the equation

for F is
c

As o (YAaa™Y - 4) 5 1
13*'0SS 'SS = =) - ;
c
+ {(Ay;-A1 ) K (X + agq) e Y y+g, }+fA. -4 ) Kn
1174197 %5 C SS 5§/ 197 8g9) K
U )
Y+8
-1 SS
X+a n } ;
( SS) dy + int.
where Kint is the constant of integration. An approxi-

mate analytical solution for the integral can be obtained

by expanding the term e ?%:E—_) by Maclauren's series and  \? “
SS e

integrating.

If F is assumed to be a function of % alone then
c

83,85 and 86

JSS' Condition SG requires

are affected because of the presence of term
2

while condition 85 specifies

9 2 2178
83 > {8189 + 8558g  * 2 8, Y/ 8y

. —57— /,- G
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3.9.3 Effect on Dynamic Behaviour

The analysis carried out assuming a positive definite

symmetric matrix as the Liapunov matrix is cumbersome and

complicated. However, an accurate picture of the system

can be obtained by numerically integrating the state
equations for various reaction orders and control
strategies. The computer program described in the
previous section is used to study the transient behaviour
for proportional type control of tank temperature and the
results plotted in Figs. (3.11)~(3.13) for various reaction
orders. It can be seen that the unstable point is
stabilised by the introduction of this control, while
oscillations are induced around the stable operating point.
Although the numerical solution procedure is time consum-
ing, it gives the exact behaviour of the system around the
equilibrium points, but will be very tedious for higher
order systems. The effects of other control strategies
on the system behaviour described in this sub-section are

not plotted but they were tried out experimentally on the

reactor.

3.10 INTERACTION AND DECOUPLING

The system under consideration is an interacting

multivariable one. The problem gets complicated

because of the superimposition of interactions on externgllg

disturbances. There is however a fundamental differencef

between the effect of external disturbances and the

effect of coupling coefficients. External disturbances;_

do not affect the stability of the system as a whole,

whereas the coupling coefficients, OT in the general case
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the coupling Operators,

have g substantial influence on

system stability.

Non-interaction is said to be achieved if the
controlled variation of one of the variables does not
influence the other variables, The three state
variables, under consideration, can be decoupled to

achieve

dX=-—D1X
dt

ay _

at DyY
dZ = - D.Z
at 3

where D;S are constants, with the help of three control

parameters. In the present study only oné state variable
(i.e. Y) is decoupled, since only the coolant flowrate

can be used as the manipulative variable.

If the load disturbances are assumed to enter the

system through feed and coolant temperatures then

equations (3.10)and (3.11) can be rewritten as

d¥ = - 1, Y + %>+ zZ + R (X,Y) (3.46)

It 1 T T |
o]

—d—% = _ TZZ + Y/TI + “{o + E(YO"YSS"Z + YOSS) (3.47)

dt T, Vc

Decoupling of state variable ¥ is said to be achieved:

if it is possible to write an equation of the form

(3.48) i

aY = - DY
dt
. where D is a constant
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An algebric equation for the coolant flowrate can be

obtained by rearranging equation (3.47) to yield

F ={%+ 1.2 - Y/ -
C 2 TI YO/TC} VC

Woss * Yo-Ygg-2}

(3.49)

where % is given by solving equations (3.46) and (3.48)

together. Thus

2= DY+ Y+ 8/ T- R (1)) T, (3.50)

The constant D, otherwise known as the exponential decay
constant, determines the speed of response. The 1argér
the value of D, the faster will be the response, and the
larger will be the coolant rate. As the pump capacity
fixes an upper limit to the cooling water flowrate it is
possible only to?achieve piecewise decoupling, i.e. a .
condition in which D is modified so that the coolant

rate is within the maximum allowable wvalue.

The piecewise &ecoupling procedure consists of the

following steps

a) Take a large value for D (=Dmax)

b) Solve equations (3.49) and (3.30) for FC

¢) Check whether F_ < FcUL—FCSS and F_ > - Foss

C

If so,set that value of coolant flowrate; otherwise

reduce D by 10% and go to step b).
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This iterative procedure requires a digital computér

as the controller. When perturbationsvare large the

value of D will be small so as to maintain the coolant
flowrate below the maximum value and as perturbations

die down the value of D reaches the D value An

0 .
optimum value for Dmax determines the minimum settling
time for the system. The effect of DmaX on the integral

of the absolute error (IAE) can be determined theoreti-

cally by simulating the system for various Dmax values

and same starting conditions. A plot of IAE versus

Dmax for various orders is shown in Fig. (3.14). It -

is seen that the error is a minimum for Dmax = 0,007.

A large Dmax value increases the speed at which perturba-

tions die down, while too large a value also induces
oscillations thereby increasing the settling time. It
is also seen from Fig. (3.14 a) and (D) that irrespective
of operating conditions or reaction orders the minimum

IAE is for a Dmax value of 0.007. The behaviour of the
system for various reaction orders under the action of
this control is shown in Figs. (3.15)-(3.18). The same -

computer program described in sub-section (3.8.2) is usediiﬁ

to simulate the system response for various starting

conditions. " It can be seen that the stability region}  3

is increased enormously and the operating point 1s a -

stable node thereby improving the transient response. -

The tank temperature and hence the tank concentrati

is made invariant from load changes in feed or coolant~,
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inlet temperatures by this control Scheme

Theoretical

studies carried out show that overshoot is negligible

for step in feed temperature of the order of 3K and there

are no oscillations on the System response. For
larger load changes the coolant flowrate reaches the

upper limit and hence perfect decoupling is not achieved.

% in equation (3.49) can be calculated by numerical
differentiation or by differentiating equation (3.50) to
arrive at an analytical solution. It was found that
the latter method gave a better system performance than the

former.

3.10.1 Effect of Decoupling Type Control on Stability

The effect of this control on the stability of the
C.S.T.R. can be analysed in the same manner as described
in section (3.8). Control affects most of the elements

of the Jacobian matrix to give

Jg91:993 = O
Jgg = D
Y - z
Jap = dF; (Yogs * Yo Yss ~ ®)
ay Ve
dF v - -3
5, =Y * - Uoss * Yo TYss T
32 Ty d¥ v
C
- —Z)— FC
JSS = _12 + EEQ (YOSS YO YSS vz
BV,

—-56-
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If these values are Substituted into/équations (3.13)-

(3.18) then the Separatrices become

S, = -

S, = S,S. +2J._ J 2_ 2
3 176 33 “12 7% J51719735 -2 J5 7 D

S, = 2D

- _ . 2
Sg = -4 JgqD T e

It can be seen that conditions S2, 84, 86 and hence S3
are strengthened while Sl remains unchanged. The
larger the value of D, the stronger will be some of the

separatrices.

3.11 INVARTANCE CONTROL

The principle of invariance, when applied to multi-
variable control systems, will give the ‘calculated

relationships permitting selection of parameters of the

system, so that one or more of its generalised coordinates
will be independent of one or several disturbing
influences applied to the system. Invariance of state

variable is said to be achieved if

X = 0 and dX = O (3.51)

dt

for wzero initial conditions.  Substituting these values

into equations (3.9), (3.46) and (3.47) the following L

relationships are obtained :
(3.52),

Yy = O and dY/ =0
dt
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since BO is a constant

dZ = O and
dat (3.53)

e
il

c {YO/T . BO(TO/T)Tz}VC
C

(3.54)

{VSS“YOSS‘YO‘BOTO/ }

T

FC is a function of the operating parameters and step
disturbances entering the system. When numerical values
are taken from Tables (3.1) and (3.2) and substituted

into equation (3.54) and, taking into account the upper

limit on coolant flowrate, the inequality relationship:

_ & T (3.55)
5.88 TCO + 3.49 TO < “CSS "COoSs

is obtained. It can be seen (Fig (3.19)) from the plot

of this equation, for the invariance of state variablg_
X and Y that the load changes should be within the
shaded portion of the graph.” It can also be'seen'thét jU
step disturbances in feed temperature have a much more g
serious effect than steps in coolant temperature.
If disturbances entering the system are only due to{a;>*

Step in coolant temperature than equation‘(3,54)-

simplifies to
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and Z = O. This means that the invériance of the

complete system (i.e. for a1] three state variables) is

achieved when B,= O.

From equation (3.54) it can be Seen that the
control strategy is similar to feed-forward control
though it is derived from the state equations The

physical characteristics of the reactor and the

operating points also affect the manipulated variable.

If disturbances are entering the system only through
a step in tank inlet temperature then an equation similar

to equation (3.56) is obtained

Fc B Bo ig T2 Vc
( t : ) (3.57)
-V, - T
’ss {QSSO o/T

Equations (3.56) and (3.57) are plotted to find

the effect of y_and B on Fc in Fig.(3.20). It can be

seen that there is a discontinuity and at that point

FC reaches infinity. The discontinuity occurs when

in equation (3.356), Y, =<YSS_YOSS)

and in equation (3.37) B, = (Ys5~Y0ss’ %__
0

Though the studies carried out so far have been on -

invariance control for steps in feed and coolant

temperature, similar control equations can be obtan‘zedi

if the load change enters through a step in feed

flowrate. Then equations (3.9) and(3.46) will be
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X L+
L

<j| =t

(1-X) -Rr (%)

(3.58)

(Boss * Bg - By THR( X,'Y>+z/T * B/t

O
(3.59)

where F denotes g berturbation value in feed flowrate

Invariance in X, in this case will not mean invariance in

Y. For invariance in X, from equation (3.58)

= F -Q i
Whgre K3 F + e /BSS' The equation for Z
V Ky dggn

and hence Fc can be obtained from equations (3.59) and

(3.47) respectively. The attainment of invariance maini&

depends on the following conditions

a) the mathematical model adequately described

the system behaviour

b) the theoretically derived controller equations
can be accurately executed
c) the control system is allowable by

satisfaction of the dual channel condition.

The behaviour of the system for reaction ordefé J};
one and two under the action of this éontrol is plotﬁédi
in Fig. (3.21). The superiority of this fype of -
control can be easily seen when, perturbation vaiue gf

tank temperature (f) remains zero for some values qf&‘ﬂ

disturbance.
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For step load disturbances in feed temperature

the
equations for decoupling type control are the Same as

those for invariance control at t= =0, As time increases

Since there is a feedback loop
while the latter is pure feed-forward

the two schemes diverge,
in the former,

control. A more detailed comparison study of these two

control schemes with conventional ones is carried out in
Appendix 7.

3.12 LIMIT-CYCLES

The limit-cycle behaviour, which is characteristic
of a nonlinear System, has been extensively studied for
two dimensional systems using Poincare-Bendixon's
theorem. The system in phase-space will exhibit a
closed curve. The oscillations about the operating
point may not always be uniform due to the presence of
nonlinearities, thereby exhibiting an average of the

performance different from that at stable operation.

The existence of a limit-cycle is studied for a

controller of the type

F, = - KX | (3.60)

For the generation of*limit-cycles the theory of

Bifurcation states that if a system of differential 7
equations contains a variable parameter its solutionlai
(trajectories in the phase-plane) also varies;’ an@f
for some critical or bifurcation values of this- |
parameter, if the characteristics of the equilibrrum

point changes (stable to unstable or'vide’versa)ﬁﬁhe

a limit-cycle is also generated (stable or unsta
The limit-cycle can be classified as a“$9ft Sf;he

type depending on whether Qyépgtxif,QQét?%Qﬁﬁ'Eo

“T7= :



3.12.1

B i ,
ehaviour of Eigenvalues as Gain.is increased

The behaviour of eigenvalues of the characteristic
matrix for different gain values is shown in Table (3.8)

The elements of the characteristic matrix are obtained

from equation (3.12) where, in this particular case

Jq1= _._F_C_ (YOSS—YSS-Z) (3.61)

VC

It is seen from the table that as the gain value is
increased the system ultimately becomes unstable,
except for the first case. As stated by the theory of
Bifurcation, a stable limit-cycle must be generated when
the system becomes unétable from a stable configuratioh
and similarly unstable limit-cycle must be generated
when the system becomes stable. The existence of
stable limit-cycles for this system can be verified by

the second method of Liapunov.

3.12.2 Existence of limit-cycles

The direct method of Liapunov can be used for

verifying the existence of stable limit-cycle for three -

or higher dimensional systems. When an unstable

equilibrium point can be shown to have a closed region ..

i thi i y time derivative Qf‘fi
surrounding it within which Vp the e

i i i and all regions
the Liapunov function V, 1S negative, 2 it

above and below it are positive then, there should be a =

i i i 11
closed curve inside this region towards which a
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TABLE 3.8 BEHAVIOUR OF THE SYSTEM FOR VARIOUS GAIN
VALUES FOR CONTROLLER OF TYPE IN EQUATION (3.60)
_ -6

QfKé}ilO

; Reaction Na?ure Of Behaviour of the System

§§ order operating points
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trajectories converge.

Since VL is negative inside

this region all trajectories converge, and as the

equilibrium point is unstable, trajectories near the

origin move towards this region. This argument

does not hold good if g singular point is present
inside the closed region. Again, as mentioned in the
previous section, choosing a suitable positive definite

symmetric Liapunov matrix constitutes the most important

step in this technique. The A matrix is calculated

from the relationship given below:

J TA + A J = -1 (3.62)

The Jacobian is calculated at the bifurcation value of
the gain. The computer program to determine the
stability region is given in Appendix (1.4) and the

corresponding flowchart in Appendix (2.2).
The program determines the smallest value of VL for

various Liapunov values (KL) and hence a closed region

surrounding the equilibrium point within which VL is
negative, Table (3.9) gives the results from the program run for

various reaction orders. From the table it can be

seen that all the systems have a stable limit-cycle,

and the limit-cycle expands as the gain is increased.

e next subsection by f,f

These two facts are verified in th

simulating the system under these conditions. Reactign_;
order -1 does not seem to pOsSsess & limit-cycle around';;l

its stable operating point. The other interesting

observations made during the course of this study are
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i

1) Inherently unstable operating points do not possess

a limit-cycle but stable limit-cycles appear only when
the operating points become unstable from stable
conditions.

2) Stable points become unstable by throwieg out stable
limit-cycles and the reverse happens with unstable points.
3) The stable and unstable limit-cycles and equilibrium
point occur alternately.

4) Sometimes a stable and an unstable limit- -cycle merge

together and the reverse action can also take place.

3.12.3 Effect of Reaction order on limit-cycles

The .existence of limit-cycles is verified by
solving the dynamic equations (3.9)-(3.11) and (3.60)
for the gain values specified in Table (3.8) and are-

plotted in Figs. (3.22)-(3.27). The limit-cycle formS‘»fgi

a closed curve in the phase~space and its shape is‘nof"g

perfectly elliptical due to the presence of nonlinearitiésff

and the limits on coolant flowrate. The time periodﬂo
oscillation and the amplitude increases as gain is ;
increased. The amplitude of oscillations is larger
around the open loop unstable operating point than~thef
stable point. The amplitude is largest for reactieﬁ

order one. Table (3.10) gives the amplitude for |
different reaction orders. As expected -1 order doe

not possess a limit-cycle around its stable operatln

point.

3.12.4 Harmonic Contents of Oscillation -

The fundamental harmonics (sine and cosipeftt m
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TABLE 3.10 AMPLITUDE OF OSCILLATION FOR
DIFFERENT REACTION ORDERS

Order of Reaction

Nature of | Amplitude of
Operating Point | Oscillation in v
Temperature Axis (K) .




in the periodic behaviour can be obtained by apprOlea -

ting the state variables to

C =X +X1 COSWt""XZSinWt

o (3.63)
T = YO + Yl Cos wt + Y2 sin wt (3.64)
To = &) + 3,005 W+, sin we (3.65)

The constants XO, Xl etc. determine the effect of eac‘hf“'

harmonic on the overall system behaviour. These values:

can be calculated by substituting equations (3.63)-.(5"‘.55":
into the state equations and solving the system of
simul taneous equations obtained on simplification and-
neglecting the higher harmonics by the harmonic balance
method. The other method, which is more accurate, is
to fit equations (3.63)-(3.65) into the system resp.oﬁv;sé

obtained by actually solving the equations. The valu"

of the constant for various orders and gain values ar'e

given in Table (3.11).

The effect of gain on time average values (X

and ZO) can be seen from the table. While X rema 1S

fairly constant Yo increases and % decreases, ex

for first order reaction,as gain is increas.eﬁd;
amplitude of the oscillations 1ncreases as galn

increased. When Table (3.2) is compared

it can be seen that conversion 1s Sllghtly nore

and O order systems at the‘open-_;fllo;ogi;u, t;&}b

under the limit-cycling conditions than' und
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3.13 Conclusions

The theoretical study carried out so far provided
the following information for experimental work
a) the reaction rate parameters and flowrate values

that should be used so that the operating temperatures

are within the range of instruments and heat of reaction,”
generation capacity already available on the plant. |
b) the effect of day to day changes in the temperatlju,\'v’e
of water on system behaviour, so as to interpret the '
experimental results.

c) optimum gain or constant values to be used for
various control strategies that are to be tried ouf .or‘:ll- E
the plant. P
d) the maximum allowable load disturbances that are{}'
permitted on the plant. %
e) ways and effects of stabilising inherently unstab
equilibrium points or generation of stable limit—cﬁ&clfés

around them.

The theoretical studies also provided the”f-_{:)_‘ilf'
information about the effect of reaction order o :
dynamics of a CSTR..for the given set of rea‘ctfz;o?n
parameters - "
(1) as reaction order increases the dlffere
unstable and stable operating temperaﬁglzjé.:'?‘
and hence an increase in thev/stab}i";ityffégl n
(2) The stability region of flrStO :
similar to -1 order system. ' o

(3) A lower proportional galnvalue




zero order unstable point.

(4) All orders have limit-cycles around their steady’—i-'h

state and unsteady-state points except for -1 order at

the steady-state point.

(5)  The time period and amplitude of oscillations
change depending upon the reaction order and limit—cycle:é‘
around unstable operating points generally have l"arger:-,"

amplitudes than around stable points.

Though the dynamics of the valve and meas’uriné
elements, and the effect of sampling rate were not |
considered while carrying out this work, these effecﬁis?
have to be incorporated while simulating the ‘dynamiC«“-
behaviour of the complete plant for comparing it wi’«t\h:‘

experimental results.



CHAPTER 4

APPARATUS AND COMPUTER SYSTEM

4.1 INTRODUCTION

The complete partially simulated system consists of“-”

two interconnected parts, viz the plant items and the

computer with its peripherals. The plant and the

Honeywell 316 computer, are linked by a Honeywell Anal;éguie

Digital Input Output system (HADIOS). The measurements
from the plant are amplified, conditioned and transmikt. d
to the computer, where appropriate calculations for “c?h‘é’
partial simulation are carried out. The signals fo’r;"
control action and heat generation simulation are
calculated and sent out from the computer. Water is
for the reactant as well as for the coolant medium.

The schematic diagram of the experimental arrangeme

is shown in Fig. (4.1).

4.2 APPARATUS DESCRIPTION

A detailed description of the experimental arr

H. Farabilt®.

The essential experimental plant 1tem
jacketted cylindrical vessel of 0285
0.4 m height. The liquid voiume;j:l
and is maintained constant by anov 1o
cooling jacket surrounds the ve 1 ‘and €
level is maintained constant bya

side. The jacket volume is 0.00
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the reactor and jacket ensure complete mix:—Lng. Thr.ee""
3 kW immersion heaters are provided at the bottom of the:-
vessel for simulation of the reaction heat release. A
thyristor unit controls the amount of energy sent to the
heaters. The thyristor unit, which consists of two
thyristors in inverse parallel arrangement, sends

current pulses to the immersion heaters when they are
triggered and the amount of energy received depends ui)l

the trigger angle. The trigger angle is manipulateﬁd“

the signals from the computer.

Comark thermocouples are fitted inside the tank an
the jacket, and also at the feed and coolant inlets‘ for
monitoring purposes. The signals from the thermoéoﬁp S
are amplified five-fold before being sent to thé comp;agf'
The sensitivity of the thermocouples is 0.1 degréeﬁ
A turbine flowmeter is fitted in the feed 11ne \
measure the flowrate of the feed. The me:té:'i‘:: outputs

pulses to the counter, which are measured by

A diaphragm control valve regulates
coolant to the jacket. The valve 1is fi’t,t’e_d'
positioner to reduce time delay and"'hysn;iffei‘»e;s; S.

analog output signals from the‘HAD;\IO_S are co
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solenoid valves, Two tanks are provideq fof the j‘aé

feed and the coolant can be switched from one tank to-:

another manually. The feed and coolant flowrates can be

monitored by rotameters, and any necessary adjustment

made manually to the feed flowrate and to the coolant

when on open loop.

No major changes were made on the equipment
constructed by the previous research student. The
coolant piping assembly was tidied up so as to reducqit
time delay in the cooling water line from 30 secs to
2 secs. An extra hot water line was provided to théi
reactor mainly for use during start up. The amplifié S
were modified and rewired so as to reduce noise and - .
drift in the signals. Provisions were made to measﬁré~
the coolant temperatures in the coolant supply tanké;:
accurately and also to keep the coolant supply tanks;

mixed.

4.3 LIMITATIONS OF INSTRUMENTS

Although the thermocouples can accept tempef
in the range 0-100°C, because of the immersion hea
capacity of 9KW the operating temperatuge_na d2)
restricted to O—SBOC, with an accuracy 9§ 0
Error is introduced into the measureménﬁsfdue

conversion.

The feed rate can be}man@pulated/be
0-8.33 x 10 °m/s and the coolant flowra
0-1.5 x 10’4m3/s, Thé accgracy‘in

flow depends on the D/A coO



diaphragm valve is fully closeq thereig g leakégykif‘
e o

coolant into the jacket at the rate of § x 10-0 3/s

Since the feed and coolant water are taken from gn

overhead storage tank, the inlet temperatures to the

reactor and Jacket vary from day to day. Provisions

are there to heat these tanks if required, but there are

no facilities for cooling then.

4.4 CALIBRATION

The various instruments and plant items were cal;
ted to connect the process parameter values to the
corresponding signal (analog or counter). The
calibration graphs for the turbine flowmeter, control
valve and immersion heaters are given in Appendix (5 -
Sectionsl-3) and the calibration equations in

Appendix(5.7).

4.4.1 THERMOCOUPLES

The amplified signal from a thermocouple is’ipf'
form of an analog signal in the range 0-5V and‘%sf
converted by the A/D converter to a number iﬁ-théyfa
0-1023. So the digital signals received b’y.tfhé co
are directly correlated to the temperaturespﬁVH‘

fashion.

4.4.2 TURBINE FLOWMETER

The flowmeter outputs pulses which a
counter A The contents of the;cQup
interval determines the counter rate.

rotameter is provided in the feed



linear equations.

4.4.3 IMMERSION HEATERS

The immersion heaters are controlled by ga thyrlstér

assembly. The power output by the heaters ig 1nversely’;

proportional to the trigger angle which in turn is
manipulated by digital signals from the computer Once
the average supply voltage and the resistance of the

heating elements were known, the trigger angle was

plotted against power output since they are related b

[\

Power = VS (m - o + % Sin 2 a)

TR

-

The digital signal output by the computer is related 

the trigger angle as

D, = a, 32767/m

S 1

where al = T-0

4.4.4  CONTROL VALVE

The digital signals from the computer in”$hé
0-32767 . are convefted to analog signalsq;%;#h"x
0-10 volts by the D/A converter. This voltage
converted to current in the rangeibfzcﬁv
converter and then to a pressure éf
O-14 psig by a I/P converter. 4
the valve is directly correlated to

signal. Since the control pressu

diaphragm the coolant flowrate is imver

to the HADIOS voltage output.
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4.5 THE HONEYWELL 316 A r
SYSTEM ND THE HADIOS DATA ACQUISITION

The computer data acquisition system hardware consists

of the following units
(i) A Honeywell 316 digital computer and
associated peripherals.
(ii) A Honeywell analog digital input output
system (HADIOS).

(iii) A remote signal conditioning box.

46,47

4.5.1 HONEYWELL 316 COMPUTER AND ITS PERIPHERALS

The Honeywell 316 is a computer designed for real
time systems application involving on-line control, data
logging, data formatting, process monitoring and message
switching. The general characteristics of the system .
include fully parallel organization, indexing, multilevel
indirect addressing, powerful I/O system, a comprehensive
79 command instruction repertoire, and straight-forward

logic for easy system interface and field expansion.

The memory cycle time is 1.6 1S with a memory size of 16384

16 bits word. Programs written in Fortran, BASIC-16

or DAP-16 (assembly language) can be run on this machine,

with provisions for mixed language segments..

The computer can support

(i) a Tektronic 4010-1 visual display unit

(VDU)

or an ASR 33/35 teletype:

er tape reader operating at

(ii) a high speed pap

200 characters per second .

-103-




iii ]
( ) a high Speed paper tape punch Operating

at 75 characters per second.,
(iv) a magnetic tape cassette unit for input

and output at 375 bytes per second.

(v) a floppy disk storage system

-

4.5.2 HONEYWELL ANALOG DIGITAL INPUT. OUTPUT SYSTEM48

HADIOS is a modular subsystem allowing a maximum

number of mixed inputs and outputs to be interfaced to a

computer with maximum efficiency. The HADIOS data

highway has fifteen dedicated address lines and each

device on the highway is allocated one or more of these.

The device or subinterfaces can be analog or digital and

input or output. The standard subinterfaces included

in the HADIOS system are as follows:

(i) High level analog inputs:
This subinterface provides a maximum of
thirty two separate analog signals in the
range O0-5V being converted to a decimal
number in the range 0-1023.
(ii) High speed counter input:
This subinterface can obtain the current

contents of the counter which will be in

the‘range of 0—25510. This subinterface

can be operated in either the non-interrupt

or the interrupt mode. In the interrupt

mode an interrupt is generated when the

counter is half full (12710).

'.1164#-




(iii) Digital output:

This Subinterface consists of Sixteen

parallel output lines. Signals to

Sixteen analog channels can be sent by the
digital to analog converter which makes use
of twelve of the Sixteen bits for data and
the other four for selecting the analog
channel. The analog output range is

0-10V corresponding to a digitalrange of

0—3276710 transmitted from the computer.

\

These subinterfaces can operate when control signals,

initiated by programmable command, from the computer to
the HADIOS are being output.
In this particular research four analog input

channels are used to receive signals from the thermocouples

)

and one counter input for the turbine flowmeter. One
digital output subinterface is used to send signals

either to the thyristor unit or to the control valve.

4.5.3 REMOTE SIGNAL CONDITIONING BOX

This unit directs the signal from the HADIOS to the

two analog output channels depending upon the control

signal. The digital signal is also converted to the
corresponding analog voltage by this unit. This unit

' i noise and.
is placed very near to the equipment to reduce ‘

losses during transmission. N
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CHAPTER 5

ON-LINE SUPPORTING SOFTWARE

5.1 INTRODUCTION

A complete chapter has been devoted to the software
used for on-line computing since its development formed

the most important sStep in the experimental work. In

mathematical computing, one is concerned solely with the

solution of the problem, be it by analysis or simulation.
This is also an element of on-line computing, but an
equally important aspect is programming for a pattern of
behaviour. The on-line programmer, is very intimately
concerned with the manner of execution of his program.

He is programming for a system in which the computer is
only a part. The most important aspect of on-line
computing that is not present in off-line work is control,
signal processing, and the identification and modelling

of the system.

The most important consideration a programmer should .
give for on-line computing is timing. He may be faced  ;
with the situation where there is an upperbound to the,’eV
available time. An example of this is the case where i
is essential to perform certain calculations betweenfeﬁl

successive samples of a signal, yet maintain the higheSti

possible sampling speed. Another important COﬂSldera_t"

the programmer must give is the ease w1th whlch he‘cen

1t as
change certain segments of his program and run

quickly as possible. So the executlve whlch control

h does -
whole program must be written in a language Whlc |




not need compilation.

Hence the executive program for
the present work is written in BASIC

a language which

needs a core resident interpreter. The main drawback

of this programming language ig its slow execution speed.
So the segments which are well defined and free from
errors can be written in g2 higher level language like
FORTRAN or assembly language DAP 15 (H316 dependent

language), and can be accessed from the executive.

The present package consists of nine subroutines
written in FORTRAN and DAP 16 and accessed from the BASIC
main program. These subroutines perform various tasks
like input and output signals, simulation, plotting and
other house-keeping tasks for the smooth execution of
the program. The software also makes use of the back-up
mass storage, mainly the floppy disk unit for storing |
program segménts. The calling sequence and the listing
of various subroutines are given in Appendix (4-sections

1-5).

5.2 HADIOS EXECUTIVE ROUTINES

The first five subroutines form the HADIOS executive

and can be used to

signals to various devices in the plant.

The first two routines form the scanning sequence.

and
The various analog and counter channels are scanned |

their contents passed on to the BASIC program. Thesez,

routines make use of the hardware clock. = The scannlng

ples per scan 1is nodified by the

rate and number of sam

user.

7197' :

scan various analog channels and outputy;;




Sub i 1
routines 3,4 and 5 cap pe used to send digital

output to various Specified devices, While the first

two r i
outines can send output signals only at the beginning

of a clock interrupt, Subroutine 5 can change the values

in between two clock interrupts.

The existing HADIOS EXEC 02 was modified so that the

subroutine address table and modified error reporting

segment were loaded at absolute location 371108. A
listing of HADIOS subroutines is available in Webb's
thesis5o.

A/D conversion is generally nonlinear because the
quantization prevents it from being additive or homogene-
ous. This nonlinearity is difficult to deal with and it
is generally tackled by treating it as a noise. In
digital computation all arithmetic and conversion
operations introduce high frequency noise while drift in
source signals produces low frequency noise. Since thev
scanning routines are not provided with a software filter,

smoothing of data is performed at the BASIC level.

5.3 INTEGRATION/SIMULATION ROUTINE

This routine performs the simulation of concentration ;

given the operating conditions and reaction paramEters by:ﬂ

integration of the mass balance equation using the Fourth

order Runge—kutfa fixed step method.  The step 1engt§i if

and the initial condition for concentration are input

data. The step is divided into fifty intervals

1nternally and the numerical integration performed.at;eai

interval. The subroutine can also be used to 1ntegrate

_108=



another differentig] equation

» Which is incorporated in

the BAS i i
IC program. This facility is required if integral

action is introduced into the control law

5.4 TETRONIX GRAPHIC LIBRARY

The Tetronix extended graphic subroutines are
combined together to form g single FORTRAN subroutine in

i order to reduce the total number of routiﬁes accessed from

the BASIC level.

5.5 HOUSE-KEEPING SUBROUTINES

Two more subroutines are available which can do the
following tasks
i) send output data either to the visual display
unit
or ' to the paper tape punch.
ii). HALT the computer for programmer intervention.
iii) Punch a.portion of blank tape so as to separate
two sets of data for identification purposes.
iv) calculate the actual time elapsed to execute
a set of BASIC program statements.
While the first three tasks are carried out by

subroutine 8, the last one is performed by subroutine 9.,;  

Setting of sense switch 4 through software diverts

output to the paper tape punch. Since subroutine 9

makes use of ﬁhe hardware clock, this routine should,not;i

be run in conjunction with the HADIOS executive routines.

5.6 OVERLAY ROUTINE

This subroutine transfers 2 specified segment from -
floppy disk to computer core overwritting the segment

_109-



4
{
i
¢

S
<

already present. The addition of this

Subroutine, which

can be called from the BASIC level, has increased the

computer size to an unlimited extent, This subroutine

is core resident and resides at the top of the memory.

For the present work the remaining subroutines were

divided into two segments, one consisting of the entire

Tetronix graphic library (segment 1) and the other
consisting of the HADIOS executive, integrator and clock
routines (segment 2). When graphical functions had to
be performed segment 1 was copied onto core and if scanning
or outputing of signal had to be carried out segment 2
was written onto the core. Although this copying of
segments everytime increased the Sampling time by 2.4
seconds it increased the core size by another 3XK.

If graphic functions are not required segment 1 could be
completely omitted and segment 2 made core resident.
Interrupts during the transfer operation cannot be handled

by this routine.

Dummy maths library routines for converting real to
integer and vice versa (C $-21 and C 3 12) are written so
that, similar facilities available in the BASIC interpretgr;
could be made use of instead of loading a duplicate vers}gh&
with the overlay routine. Segments should be transferré@?ﬁ

to disk from core prior to use by A $ D14, as the overla

routine is similar to it.

~110-




5.7 LOADING PROCEDURE

As there is very little base sector available in the
BASIC interpreter, all the loading should be carried out
so that each sector has its own cross sector referencing
information at the top and no sSegments cross sector
boundaries. The maths library routines must be grouped
using utility program OBJCHOP so that each routine could
be loaded separately at a suitable starting address.
The force load and program break facilities have to be used

whenever it is required.

5.7.1 INITIAL VERSION OF THE PACKAGE

In this version all the subroutines and libraries were
loaded together starting from the location 207408 and
moving upwards. Since all the subroutines were core
resident there was no need for the overlay routine. The
main drawback of this type of configuration was that there
was no scope for development as very little free space was

available. The simulator was numbered subroutine 6.

5.7.2 FINAL VERSION OF THE PACKAGE

In this version the overlay facilities were

introduced making use of the floppy disk unit. As

mentioned before the subroutine for transferring segments;;iﬂ

from disk to core is core resident with the BASIC

interpreter. The I/0 mod, subroutines address table

and the modified error reporting segment are also made

core resident. Segments 1 and 2 are loaded separately .

into core and copied onto disk using A$;Dl4._~.Both?tb¢r

segments were loaded from location»220008 upwards SQy?%ét
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subroutine 7 when segment 1 is in the core is the

Tetronix graphics library and when segment 2 is in the

core is the simulator routine.

Segment 2 1is much smaller than 1 at present but can
be extended, if required, up to location 371078. Care
should be taken not to overwrite the common block of
segment 1 by segment 2. The memory map of the core

resident portion and the two transferrable segments are

given in Appendix (4.8).

5.8 CHANGES IN BASIC INTERPRETER

The basic interpreter is modified so as to include
a new command which has many uses. The RUN command
always clears the tables, thereby erasing all variable
values and starts the program execution from the beginning.
This particular action may sometimes be unwelcome when
the programmer wishes to run a segment of his program
making use of the values obtained from a previous segment
or to start the program execution from an intermediate
point instead of from the beginning, after the program
has terminated due to an error. To include such an
option, a new BASIC command START is included which is

equivalent to RUN in the old version, while RUN m, where j‘f

m is a statement number, can be used to run a program from: .

the statement number specified without clearing the table..

The command CLEAR is removed to accommodate the command ’!“

START.

The importance of the change is made obvious in the.

next section which describes the BASIC program executive

=112~




used for on-line experimental work.

5.9 ON-LINE BASIC PROGRAM

The program is divided into two main sections, the
sSteady-state and the unsteady-state sections. The
second section can be run only after the execution of the
first which supplies the Steady-state Operating conditions.
The reaction parameters corresponding to the order under
investigation and the appropriate control equations must

be loaded prior to the start of the program.

In the steady-state section, the user inputs
steady~-state feed and coolant flowrates. The computer
scans and obtains the inlet temperatures from the plant
and then plots the theoretical heat generation and
removal curves (equations (3,5) and (3.6)). The scanning
is performed and the experimental tank temperature is
plotted on the same graph to find its deviation from the
theoretical value. The user can manipulate variables
until the two coincide to the required accuracy. Once
the user is satisfied that the system has reached the
steady~state, he can start the transient response studies. F
by entering the second section after applying suitable

load disturbances. In this section the following jobs

are performed

i) scanning of channels and calculating various

temperatures.
ii) calculating instantaneous concentration by

numerical integration of the mass balance:

equation.

~113-




ii1) calculating the heat generation and sending

appropriate signals to the immersion

heaters.

-
<
o

calculating coolant flowrate depending upon
the control strategy chosen and sending
signals to the diaphragm control valve.
v) punching out values on the paper tape punch.
vi) plotting tank temperature and concentration,
Jacket temperature and flowrate.
vii) repeating all the steps until the simulation

time is reached.

Facilities are available for re-running this section
of the program with different conditions or continuing
the present study further. The listing and flow chart
of the BASIC program are given in Appendices (1.6) and
(2.4) respectively. Polynomial equations have been
formulated connecting process variables like feed and
coolant flowrates and heat liberated against appropriate
analog signals and counter pulses for the turbine flow-

meter, control valve and immersion heaters respectively.

(Refer Appendix(5.7)).

If the program stopped somewhere within section 2
due to error, then it could be re-run, if necessary,
from the beginning of section 2, instead of from the

beginning of section 1 with the modified RUN command

discussed earlier.
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5.9.1 EXECUTION TIME

A few segments of the BASIC program could have been

written in FORTRAN in the form of Subroutines for faster
execution, but because the program was in the development

stage 1t was much easier to modify and re-run in BASIC

language.

The total sampling time during the execution of the
second section, for any type of control Strategy, except
decoupling type control, was 11 seconds. The times
taken for executing various sections of the program are

listed below

i) scanning, averaging and calculating

temperatures = 2 secs
ii) simulation = 4.3 secs
iii) scaling ﬁnd plotting, transmitting
output signals to various devices = 2.0 secs
iv) transferring segments 1 and 2 to
core from disk =

2.4 secs

o

It is seen that simulation takes 40% of the computer
time and so the user must striké a balance between
accuracy of numerical integration and the maintenance of
a high sampling rate. The difficulties that arise in th}f
having a large number of steps between each time intervalfifﬁ

can be seen in chapter 8 when theoretical results are

compared with experimental values.
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5.10 CONCLUSIONS

The importance of on-line programming and the
various aspects of it are described in this chapter.
The subroutines and the program used for the simulation
and control of the reactor system are described in detail.
It is also shown how the present software could be
increased further for larger control systems. The most
important consideration in developing a software package
is striking a balance between sampling rate and accuracy.
It is considered that a reasonable attempt has been made
to develop a software package which is able to provide
easy and efficient use of the hardware facilities

available.
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CHAPTER 6

EXPERIMENTAL STUDIES

6.1 INTRODUCTION

Experiments on the plant were performed to study the
effect of reaction order, control scheme and various
operating parameters like feed and coolant temperatures,
and flowrates on the stability and dynamic behaviour of the
reactor. While the reaction heat generation and
concentration were simulated by the computer depending
upon the reaction order under investigation, the feed,
coolant, tank and jacket temperatures were measured

directly from the plant.

The following studies were made on the system
(i) Effect of reaction orders on the general stability
of the open and closed loop systems.
(ii) Effect of control on stability and transient
behaviour of the system, in moving from an initial
condition to its equilibrium point.
The strategies employed were feedback and decoupling typé'fé;;

control

(iii) Control at the open loop unstable operating pointsf{;
using feedback and decoupling type control
(iv) Effect of feedback and invariance type control;ff
around a stable operating point for load disturbances iﬁ
the form of steps in feed and coolant temperatures
(v) Generation of limit-cycles by positive feedbacg
at open loop stable and unstable points and the efféétfo

reaction order on these oscillations.
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6.2 STEADY-STATE BEHAVIOUR

For each experiment the System was first driven to a

steady-state before starting the transient response studies.

Given the operating conditions, the theoretical steady-

state operating points were calculated and compared with

the experimental values. By suitable modifications the

experimental steady-state temperature was made to coincide
with the theoretical value. The unstable operating point

3

if it existed, was also calculated by the computer.

The steady-state conditions for a given reaction
order depended on the flowrates and temperatures of the
feed and coolant. Since the day to day temperature of
water used for experimental work changed, the operating
conditions also changed appreciably. It was found that
if the inlet water temperatures exceeded 18°C it was not
possible to get an operating temperature within the range
of present equipment. Generally when the inlet
temperatures were high, the feed and coolant flowrates

had to be high in order to have a steady-state operating -

point. Fig. (6.1) gives a typical output from the
computer at the end of the steady-state section. Thé;@
plant thus had to be run for some time in order to

confirm that it had reached its steady—state~va1u§‘

Driving the system to the steady-state pOint‘

considered as a start up problem. The varioﬁsfﬁgchn

tried to start the reactor from cold Cdndit?OQS WQT.

(1) reduction of the feed flowrate to_zexgigﬁ@

subsequent manual adjustment of it.



(1i1) similar manipulation of coolant 1ow

(iii) sending hot water into the tank.
(iv) applying large signals to the immersion heaters.
6.3 TRANSIENT RESPONSE STUDIES

At the steady-state operating conditions disturbance
was applied to the system manually in the following ways
(i) step in feed temperature by solenoid valves.

(ii) step in jacket temperature by shut off valves.

(iii) perturbation in tank or jacket temperature by the

addition of hot water.

(iv) perturbation in tank concentration by feeding the

disturbance value into the computer program.

The system behaviour was studied until the end of
simulation time. The state variables tank temperature
and concentration and jackét flowrate and temperature were
plotted while the values were also punched out for later
use. The response studies could be continued further or
new disturbances could be introduced at the end of the

simulation time.

The calculations had to be kept at a minimum during

the transient section in order to maintain a high samplingTig

rate. As mentioned in the previous chapter the normal
bsampling time was 11 seconds but was higher for decouplingﬂ

type control, which involved iteration for the calculatioh;

of coolant flowrate.

For the present set of reaction rate parameters

0
chosen, if the tank temperature exceeded 50°C the
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required heat generation exceedeq the 9 kW capacity of the

immersion heaters, So if the tank temperature increased

o
to beyond 50°C the experiment was terminated and the

system was assumed to be unstable for those set of

conditions.

6.4 STABILITY ANALYSIS

The only way in which the RAS could be determined
experimentally was to observe the behaviour of the system
from different initial conditions. If the starting
points in the phase Space were outside the region of
stability, then the tank and Jacket temperatures would
increase indefinitely. If the system had multiple
operating points, one stable and the next higher one
unstable then if the starting conditions were below the
unstable point the system would be stable and above it

would be unstable.

The effect of control on the stability was determined
by carrying out similar éxperiments for different control
schemes. Unstable operating points were stabilised by ag-\u
feedback controller. For these experiments the system
was first driven to the stable point and then moved to the

unstable point by the use of feedback control.

6.5 EFFECT OF REACTION ORDER

Integer reaction orders ranging from -1 to 2 were

simulated. Different activation energies were chosgqﬁg
the different orders of reaction in order to keep the .
operating temperature within the limits of the instrumgnts{““

while the heat of reaction, frequency factor and inlet "

-12l-



concentration were maintained constant .

The concentra-

tion of reactant in the tank at the steady-state condition
was calculated from the steady-state mass balance equation

depending upon the reaction order. Although a general

algorithm could have been developed for calculating the
steady-state concentration from the material balance

equation for any reaction order, the actual concentration

equations were stored in the computer so as to reduce the

computation time during execution of steady-state phase.

The concentration equation for the reaction orders

under consideration are given below

n=2 5 )
Cqg = F - (F7 + 4FC_K,) (6.1)
—2K4
n=1
(6.2)
Css = S
1 + K4/F
n=o
= = (6.3)
CSS‘ CO K4/F
n= -1 9 9 3
= -4FK F (6.4)
CSS - C0/2 + (F Co 4) /
-E/RTgq
where K4 = ko V e
6.6 CONTROLLER EQUATIONS

Various types of control strategies were tried on:tﬁgv‘

system Apart from the simple feedback controller,

i state variables and” *
complicated schemes for decoupling o

maintaining the controlled variables within the 1im1tS‘Qﬁ |
tability were considered. The various types of controlk *“
sta

scheme tried were




(i) proportional feedback control of
a) tank temperature (equation(3.27))

b) jacket temperature (equation(3.28))

c) tank concentration (for generation of

limit-cyecle -(equation(3.60))
(ii) Decoupling type control of tank temperature
(equations(3.49)and(3.50)5
(iii) Invariance type control for ‘
a) step in tank inlet temperature (equation(3.57))
b) step in jacket inlet temperature (equation(3.56))
c) steps in both tank and Jjacket inlet temperatures

(equation(3.54))
(iv) controller equation obtained from Stability conditions

with a view to strengthen RAS (equation (3.38)).

The controller equations were similar to the ones given in
Chapter 3. Sometimes a comparison of controllers was

also made for the same set of operating conditions.

6.7 LIMIT-CYCLES

Although the existence and the parameter conditions

required for the generation of self sustained oscillations;f;;‘

could be derived theoretically, during experimentation
limit-cycles were generated by modifying the gain value'
by trial and error. So the gains chosen for experimentgi
runs could not be termed as the bifurcation values.
Longer simulation times were required in order to cogf’7:
that the oscillations were constant and self sustainiﬁ
Limit-cycles were generated not only at the open 100?;%

stable operating point but also at the open loop unstabl



points. The harmonic components of the oscillations

were obtained theoretically from the system response.

6.8 PARAMETER VALUES CHOSEN

The parameter values chosen for experimental
purposes were similar to those of the total simulation
studies and are given in Appendix (5.6). The heat
transfer coefficient was calculated at the steady-state

condition during experimental runs and used for later

calculations.

The exponential decay constant for decoupling type
control was the optimum value determined in the
theoretical studies, while controller gains for other
schemes were chosen arbitrarily. Similarly the gains

for limit-cycle studies and for stabilising unstable

operating points were chosen by trial and error procedure.

A



CHAPTER 7

TOTAL SIMULATION OF THE PLANT

.1 INTRODUCTION

The complete experimental arrangement not only
consists of the jacketted reactor but also various time
lags and transfer functions arising from thermocouples,
the control valve and other electrical and pneumatic
components. The effect of sampling (with zero order
hold) was also considered since some time is taken up by
the computer in processing the signals received from the
plant. For verifying the experimental results with
theoretical simulation the mathematical model equations
of the plant should not only have the materiél and energy
balance equations for the reactor and jacket but also
first order transfer functions for the four thermocouples
and one control valve together with samplers with zero
order hold before the signals enter the computer. The

block diagram of the entire plant is given in Fig. (7.1).

7.2 MODEL EQUATIONS OF THE PLANT

The model equations of the entire plant are given

below

Mass balance in the reactor

n -E/ f,‘fzﬁ
~C) - RT* = V dC (7.1) =,
F(CO C) kOVC e e

dt
Energy balance in the reactor 5
B E/pramypc. 9T
FQQP(TO—T) - UA (T-T,) + &H k VC'e "'RT VeCh T ;
(7.2
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Energy balance in the jacket

F 0 C_ (Tan-T |
C act co-Te) + UA(T-T.)=
ct "¢ Tpe (T-T¢) VCDCCpC dT (7.3)

dt
Equations for measuring elements
T dT )
m om + T = T
It om 0 (7.4)
T dT
m m -+ T =
= m~ T (7.5)
T dT = / :
m com * Tcom Tco (7.6)
dt
dT
+ =
Tm _a%@ Tcm Tc (7.7)
Equation for valve
T dF '
+ =
v dgact Fcact FCcal (7.8)
Samplers
* -
TO = sampler (Tom,rs) (7.9)
T* = sampler (Tm, Tg) (7.10)
= A ‘ fee
TCO sampler (Tcom,fs) (7.11)
* - N f@
TC = sampler (Tcm,Ts) (7.12)  E
Fooal™ Output value from the computer; (7'13)”?;
calculated depending upon the :

control strategy
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This set of thirteen equations represents the plant

almost exactly. Equation (7.1) is similar to equation

(3.1) except that the effect of sampling on tank tempera-

ture 1is considered here. Similarly the control equation

(eguation (7.13)) will involve only the sampled temperature
values and not the original ones. At steady state,
equations (7.1) to (7.3) will be equivalent to equations

(3.1) to (3.3) and the other equations can be ignored.

7.3. ASSUMPTIONS IN FORMULATING THE MODEL EQUATIONS

There are a few assumptions in formulating the model
which are either verified through experiments or by
visual observations. Some of the assumptions are
(i) Heat losses to the surroundings are negligible.
(ii) The tank and jacket are well mixed vessels.

This was verified fbr several typical operating conditions
by residence time Studies. These were carried out by
comparing the response of these vessels with the response
of a single continuous stirred tank for a step in inlet
temperature. The response curves are included in
Appendix (5 - sections 4-5).

(iii) The transfer functions are first order in nature.

The time constants of the measuring element and valve are '

given in Appendix (5.6). The dynamics of the V/I and

I1/P converters are combined with the valve.
(iv) the time delay due to immersion heaters is neglecte
(v) Sampling time during a run is constant. This ;g

true except for decoupling type control, where the

coolant rate is calculated by an 1terat1ve procedure




(vi) The heat transfer coefficient does not vary with
coolant flowrate. This is true because the Jjacket is a
well mixed tank.

(vii) Liquid volumes inside the reactor and jacket are
constant and do not vary with flowrate. This is generally
true because large diameter outlet pipes have been provided
for maintaining the liquid volumes.

(viii) All noise and errors entering the system are
neglected. Errors are introduced during A/D and D/A
conversions and other numerical computations which cannot be
measured. Similarly noise enters the system due to drifts
in electronic components. These errors and noises could
have been simulated as random noise but they have been
completely neglected in the present study.

Even when the control valve is fully closed there is
some leakage into the jacket whibh should be considered in
the total simulation studies. Since the feed flowrate is
assumed constant during an experimental run, the effect of

sampling on the determination of feed rate is neglected.

7.4 SOLUTION PROCEDURE

A computer program is written in SLAM for the
ICL 19048 to simulate the complete plant using the

equations (7.1) to (7.13). The differential equations :;t”

are numerically integrated by the Runge-Kutta fixed steb3;
method. The communication interval 1is divided into 200“;
steps so that integrations are performed every O.1 of éy’
second. Various controller equations are also includédf
the program. The listing of the program is given 1? 2

Appendix (1.5) and the cqrresponding flow chart in‘; d



Appendix (2.3).

~3

.5 COMPARISON OF EXPERIMENT WITH TOTAL SIMULATION

The total simulation program was run for each set of

operating conditions obtained from the experimental run.

The results of simulation were punched out on paper tape

for reading into H-316. Since the tape was of even

parity it had to be converted to one with no parity, by a
tape conversion program. The listing of the tape

conversion program is given in Appendix (4.6).

The converted data tape was read in and plotted with
the experimental results for comparison purposes. The
BASIC program which plots these two tapes is given in
Appendix (1.7). If limit-cycle studies had been carried
out, then the harmonic contents of the oscillation could
also have been found from the response of the system and

the approximate response plotted with the other two results.




CHAPTER 8

RESULTS AND DISCUSSION

8.1 INTRODUCTION

More than 180 experiments were carried out on the
reactor system for the four reaction orders under
consideration but due to limitations on space the results
of only 92 experiments are reproduced here. Initially
the system was driven to the Steady-state; Table (8.1)
gives the steady-state operating conditions for the
different experiments. The theoretical steady-state
and unsteady-state temperatures given in the table were
calculated by the computer. Table (8.2) gives the
various control schemes and disturbances introduced for
the different experimental runs. The disturbances were
either load changes or perturbations (different initial
conditions) in state variables. The plots of different
experimental runs for various control schemes and
reaction orders are given in Appendix (6.1). The graphs
for comparison of experimerntal results with total
simulation are given in Appendix (6.2). Only half of
the number of comparison graphs are reproduced, again due
to limitation on space. More experiments were carried
out on reaction order one than any other order. The

following sections describe the various studies carried

out on the reactor system.

8.2 OPERATING POINTS o
m Table (8.1) that the experimen—-

It can be seen fro

tal steady-state temperature and the theoretical value. .
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coincide generally within 0.5k,

Por experiments

concerning operations at the open loop unstable point the

system is driven to the Steady-state point and then moved
to the theoretical unstabie point by a suitable control

scheme. The operating points depend on the reaction

order as well as inlet conditions. The operating

temperatures generally vary from 295 to 315 K.

8.2.1 Effect of Reaction Order

It can be seen that for second order reaction the
system unstable point is absent because it is oﬁtside the
ranges of the thermocouples. All other reaction systems
possess a stable and an unstable point. The stable and
unstable operating temperatures for the first order
system are higher than those of the zero order system
as verified by theory. The operating temperatures of the
~1 order system are either slightly less or similar to
those of the zero order system, though theory predicted'
that the operating temperatures of -1 order should be

less than that of the zero order system for the same

inlet conditions.

8.2.2 Effect of Inlet Parameters

The day to day changes in inlet tank and jacket
temperatures had made it necessary to use different

feed and coolant flowrates thereby changing the

operating points. The feed temperature varied from

284 to 291 K (feed and coolant temperatures chosen for

theoretical studies were 288 K), while the coolant

temperaturé was in the range 280-291 K.
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Increase in tank or Jacket inlet femperatures

increased tank outlet temperature. When experiment 42

is compared to 43 it can be seep that an increase of 4.5
in coolant temperature has increaseq the steady-state

temperature by 6K. Similar effects can be seen in

experiments 55 and 58, An increase in feed temperature

by 1K (experiments 48 and 90) increased the steady-state
tank temperature by 2.4 K. Increase in feed flowrate

also decreases the operating temperature, as can be seen

between experiments 22 and 24.

8.3 Open Loop Stability Region

The system behaviour is studied from different
starting conditions to determine the region of stability

around the operating point. The stability region

K

depended on the reaction order under consideration as well -

as the inlet conditions.

The second order system is the most stable of all the

four systems. Even for very large disturbances in the

state variables the system returns to steady-state

(experiments 1 and 2).

1,0 and -1 order systems exhibit a stable region,

Within which the paths converge to the steady-state and

all paths outside the region diverge away from it. For E .

the first order system, experiment 14 shows a stable
behaviour while 16 an unstable behaviour. In
experiment 15 the tank temperature deviation remains

constant (the fall in it is very slow), whiah could be
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termed as meta-stahle behaviour

It could ne noted

that although in experiment 15 the system ig meta-stable

for a tank temperature deviation of 10 K, it is unstable

in experiment 16 for g5 deviation of § K, since the

perturbation is above the unstable point. The difference

15. For zero order reaction experiment 48 shows a
stable behaviour while 49 an unstable one, Similarly
for the -1 order System experiment 71 shows a stable
behaviour while 69 an unstable behaviour. Experiment

70 exhibits g meta-stable behaviour.

The effect of g step in feed temperature was also
studied on the system behaviour, For a step of 2.5 K
the second order system (experiment 3) reaches s new
steady-state temperafure, an increase of 4.7 K. whereas
the tank temperature increases without reaching a
steady-state for the other three reaction orders.
Experiments 17, 52 and 72 give the behaviour of 1, O and

-1 order systems respectively.

8.4 CLOSED LOOP STABILITY BEHAVIOUR

The stability behaviour of the closed loop system
was studied with the following control strategies

(i) proportional control of tank temperature

(ii) proportional control of jacket temperature

(iii) control law obtained by the application of: :

Krasovskii's theorem (equation (3.38)).
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(iv) decoupling type control.

A detailed study of the last scheme is described in

section 8.6.

The first scheme involves a simple proportional
feedback loop for the control of tank temperature. This
scheme increases RAS for all reaction orders. This
strategy 1s not studied for reaction order 2 because the
open loop system is stable within the limits of the
instruments. Experiments 18-20 show the behaviour for
a first order system. Experiment 20 shows that the
system becomes unstable for small gain values and large
disturbances. Similar experiments were conducted for
zero order (experiments 50,51) and -1 order system
(experiments 73, 74 and 75). Even meta-stable behaviour
similar to open loop conditions was observed in experi-

ments 75 and 51.

When jacket temperature is used as the controlled
variable then larger gain values were required.
Oscillations were induced in jacket temperature and
flowrates. Experiments 21 and 22 were run for the first
order system and experiment 76 for the -1 order system.

Experiment 21 shows a meta—stable behaviour, with a

very slow decrease in perturbations.

The third strategy in which the coolant flowrate is -

calculated from equation (3.38) is found to be superiox?z;

to the other two schemes in improving RAS. The region

i ie down
is increased enormously and the perturbations d ;
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very quickly. The fall is generally asymptotic in
nature. Experiments 5, 23, 54 and 77 show the

behaviour for reaction order 2, 1, O and -1 respectively.

The system behaviour is also studied with propor-
tional control of tank temperature for a step in feed
temperature in experiments 24, 25, 53 and 78. As
expected, offset is introduced in tank temperature
although the system is stabilised. This study is
carried out mainly for comparing it with decoupling and

invariance type control schemes.

8.5 OPERATING THE SYSTEM AT THE OPEN LOOP UNSTABLE

POINT

The reactor system was operated at the inherently
unstable point by using feedback control or decoupling
“type control. The feedback control schemes involved
proportional control of tank or jacket temperature.
Since the second order system does not possess an
unstable point no studies were carried out on this
reaction system. The studies using decoupling type

control are described in Section 8.6.

8.5.1 Proportional Control of Tank Temperature

Experiment 28 shows that the gain value is not

sufficient for stabilising the unstable point. The
unstable operating point of the first order system is¥ f
stabilised in experiments 29 and 30. Although the
operating point is stabilised the stablllty region is
small. The operating point is a stable node and as tv

gain is increased further it becomes a stable ﬂxyg.
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Experiments 57 and 58 give the behaviour of the zero
order system and 79 and 80 the behaviour ofﬁthe -1 order
system. Although offset in experiment 58 is less than
in 57 the operating point is not fully stabilised in both
these cases. Experiment 80 shows that the unstable
operating point of the -1 order is stabilised although

the response is slow.

8.5.2 Proportional Control of Jacket Temperature

In this strategy the gain values have to be higher
than those of the previous scheme. Oscillations are
observed in jacket temperature and flowrate, since they
are directly coupled by the control equation. Experi-
ments 59 and 60 show the behaviour for zero order
reaction. The operating point is not stabilised even
for very large gain as there is an offset observed in
both cases. Experiment 81 and 82 give the behaviour
of the -1 order system. The unstable operating point is

stabilised in experiment 82.

From the studies carried out on stabilising the
open loop unstable point by these two control schemes it
is seen that the first strategy has many advantages overjff

the second.

8.6 CONTROL FOR DECOUPLING TANK TEMPERATURE

Many experiments were carried out on this control %
strategy for all the four reaction orders under
consideration. The system behaviour seems to be

generally independent of reaction order. The~f011gwi

sections describe the various studies carried out on th
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reactor system with this control strategy.

8.6.1 On Region of Stability

It is seen that stability region around the stable
point increases enormously and the transient responses
indicate that the operating point remains a stable node
despite large coolant flowrates, unlike feedback control
schemes, where the operating point may become a focus as
the gain is increased. Initially coolant flowrate is
high and oscillatory, but falls suddenly as perturbations
die down. The initial oscillations are due to its

sensitivity to the state variables.

Experiments 6, 7, 8 and 9 show the behaviour of the
Second.order system for different initial conditions.
The fall in temperature is generally asymptotic in nature.
Experiment 9 shows that tank-temperature remains
independent of perturbations even in tank concentration.
Experiments 32, 33, 34 and 35 show the behaviour for a
first order system. Experiment 35 shows an increase in
the stability regién larger than any other strategy ' ?WJ
studied so far. Experiments 62, 63 and 64 give the
system performance for zero order reaction while 85, 86

and 87 give it for -1 order system.

8.6.2 ‘For Step In Feed Temperature

This strategy also decouples the tank temperatureﬁi_
and hence tank concentration from a step in feed
temperature. Experiments were carried out for
different reaction orders for step in feedjtempergtuk

It is seen that there are no oscillationS*ahd the



overshoot is generally very small. Experiment 13 gives
the response of a second order system for a step of 4.75 K
in feed temperature. Experiments 39, 40, 67, 68, 89 and
90 give the response of first, zero and -1 order systems
for a step in feed temperature. For a step of 4.5 K
(experiment 39) the overshoot is around 1 K. The
exponential decay constant value, D, is generally small
since the step change is persistent. In experiment 67
the step change was removed at 2200 seconds so there is

an undershoot before the system goes back to steady-state.
In experiment 90 there is a small negative offset in tank
temperature, which may be due to errors either in
arriving at the steady-state operating temperature or in

the heat transfer coefficient.

8.6.3 Operation at Open Loop Unstable Operating Point

This control strategy was also tested in stabilising
the open loop unstable operating point. This scheme was
found to be definitely supefior to the other methods
described in the previous section. The unstable operatiﬁé#
point is stabilised and the response is fast and smooth

with no oscillations. Experiment 31 shows that the

unstable operating point for the first order is stabilised

by this scheme. Similar experiments were carried oﬁf
on zero order (experiment 61) and -1 order system g

(experiment 83 and 84). In eéperiment 84 the déviitiq
in temperature is of the order of 11 K in the bbsitfj

direction, which shows the creation of a'largé




8.6.4 Effect of D
max

The system behaviour is studied for various Dmax

values ranging from 0.002 to 0.016 and different reaction

orders. A small Dmax value reduces the speed at which

tank temperature dies down but the fall is asymptotic.
Larger values induce oscillations in all state variables
and increase settling time. Experiments 12, 37, 65 and
91 show oscillation in jacket flowrate for reaction orders

2,1,0 and -1 respectively for large Dmax values. These

responses can also be compared with the corresponding
response with optimum (0.007) Dmax value (experiments
6, 35, 62 and 85). Experiments 38 and 88 show the

system response similar to optimum response for a Dmax
value of 0.005.

8.7 INVARIANCE CONTROL

Invariance control studiesv were carried outanly for a:
first order reaction system, since the control equation‘
is independent of reaction order. Experiments 41 and |
42 show the system behaviour for a step in feed

temperature. Perturbations in tank temperature are VerY'

small when compared to similar behaviour under thefacti:“
of feedback control (experiments 24 and 25). Experi@
43, 44 and 45 show that invariance of all the three:sﬁﬁt
variables is achieved for a step in coolant temperatﬁiil
This is true even for a step of magnitude 7 K. ‘*Osé

tions in jacket flowrate are due to its sensitivity
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coolant inlet temperature when Yo is very nearly equal to
(YSS—YOSS) (note the denominator term in equation (3.56)).

Experiments 46 and 47 show the system behaviour for steps
in feed as well as coolant temperatures. In all the
cases perfect invariance of the state variables tank
temperature and concentration is achieved since the load
changes are such that the coolant flowrate is within the

limits.

8.8 LIMIT-CYCLES

A limit-cycle was generated at open loop stable and
unstable operating points for the four reaction orders
under consideration. Since reaction order two does not
possess an open loop unstable point,a limit-cycle was
generated only at the stable point. Long simulation
times were necessary in order to confirm that the
oscillations were persistent. The following subsections
describe the various studies carried out in the generation

of limit-cycles at the stable and the unstable operating

points.

8.8.1 At Open Loop Stable Point

Experiments 4, 26 and 55 show the limit-cycle
behaviour of 2,1 and O order systems at their respecti&
steady-state operating points. Even for very 1argefg
values, sustained nonlinear oscillations were not foﬁnd
the steady-state operating point of the —l'ordeerY§f:
The gain of the second order system is higher thag ﬁ
the other two orders. Oscillations in jacket téﬁ?{

ture are highly nonlinear because there are lower .



and higher limits on the coolant flowrates . Table

Q8.3 (a))gives the amplitude of oscillation in tank and
jacket temperatures for the three reaction orders under
consideration. It shows that the amplitudes are largest
for reaction order 2 and smallest for reaction order 1.
The time average tank and jacket temperatures are
determined by the harmonic balance method, which is
described in subsection 8.3.3. The amplitude of
oscillation of jacket temperature is larger than that of
tank temperature, generally of the order of two in all

cases.

8.8.2 At Open Loop Unstable Point

In these experiments the open lcop unstable point is
stabilised in the sense that all the trajectories inside
the region enclosing the limit-cycle will remain within
this region as time tends to infinity and some traject-
ories outside this region tend towards this region (since
the limit-cycle is stable from both sides). Experiments
27, 56 and 92 show the limit-cycle behaviour of 1,0 and

-1 order systems at their respective open loop unstable S

points. The gain of the zero order system is the
largest of the three values under consideration.

Amplitudes in tank and jacket temperatures are much‘j?f
larger than in the previous case. The amplitﬁdes!ofi%
-1 order system are the least and that of zéfo orderl;
system are largest (refer to Table 8.3 (b))."'The'égﬂ

of jacket to tank temperatures is around 1.75. ‘; -



8.8.3 Harmonic Components of Nonlinear Oscillations

The harmonic contents of the nonlinear oscillations
discussed above are determined by fitting the equations
(3.63)-(3.65) into the system responses and calculating
the constants. Tableb(8.4) gives the constants for
different reaction orders. The accuracy of the deter-
mination of these constants can be seen when these
approximate equations are plotted with the actual response.
XO,YO and ZO give the time average concentration, tank and
jacket tempeatures respectively. ‘The cosine component 1in
the jacket temperature (Zl) is larger than the sine
component (22), whereas the sine component in the tank
temperature (Yg) is larger than the cosine compénent (Yl).
A comparison of XO,YO and ZO values with corresponding
operating poilnts gives the effect of nonlinear oscillations
on the system performance. In all cases the conversion
is reduced slightly due to oscillations. In certain cases
the jacket temperature goes down by 1 K, while there is very

little change in the tank temperature.

8.9 TOTAL SIMULATION VERSUS EXPERIMENTAL RESULTS

The experimental results are plotted with corres-

ponding total simulation values for all cases in order to

confirm their validity. Only half the number of these
comparison graphs are reproduced here, again due to
limitation on space. Graphs where the theorétical
results fit exactly with the experimental results are
omitted. It can be seen that generally the experiment

tank concentration coincides with the total simulatia,L
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This may be due toO the fact that concentration is
gimulated 1In the experimental WOTK: Deviation in
experimental and theoretical concentration (Figs. (A.6.2.
10, 12, 31, 32, 33 and 34)) may be due to the fact that
different step lengths are used in the integration
techniques used. A step length of 0.1 seconds is used
in the Runge-Kutta fixed step method in total simulation,
while a step length of 0.2 seconds is used in experimental
work. Another reason for deviation between theoretical
and experimental results for decoupling type control may
be due to the fact that the sampling time changes during
an experimental run because of the iterations involved in
the calculation of the cooling water flowrate for this
particular control scheme. This change in sampling time

is not incorporated 1n the total simulation studies.

Oscillations in jacket temperature are observed in
experiments 22 and 60, while there are no oscillations in
the corresponding total simulation runs (Figs. (A.6.2.
13, 30)). This may be due to the fact that the thermo-
couple inside the jacket may be near the coolant inlet
so that sudden increase in flow may be affecting the

temperature around the region immediately. Due to

spurious oscillations in jacket temperature, the jacket
flowrate also oscillates because the control is based on  'k

jacket temperature.

In limit-cycle experiments (Figs. (A.6.2. 3, 15, 16
28, 29 and 47)),apart from plotting the total simulation

results,the approximate responses obtained from equations
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(3.63)-(3.65) are plotted with the experimental results.
These approximate responses seem to fit the theoretical
results very well because the constants of the equations

were determined based on the theoretical response.

Large deviations in experimental and simulated tank
temperature are observed in Figures (A.6.2.10, i2, and 15).
Similarly large deviations in experimental and simulated
jacket temperature are observed in Figures (A.6.2, 12,
15,16, 31, 32, 33 and 34). Deviations are observed only
when there aré sudden changes in temperature or during
oscillations. This may be due to.mixing effects of the
jacket or the thermocouples may possess two time constants,
one for increasing and another for decreasing tempera-
tures. Noise and errors arising due té D/A and A/D
conversions are not included in the total simulation
model equations. Although the heaters extend through
half of the vessel from the bottom, there may be temﬁera—
ture gradients along the height of the tank when large
quantities of heat are output (when temperature and

concentration perturbations are large positive numbers). -
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TABLE 8.3 AMPLITUDE OF TANK AND JACKET TEMPERATURES
FOR DIFFERENT REACTION ORDERS

Reaction Amplitude Amplitude
order of Tank of Jacket
Temperature Temperature
(X) (X)
2 2.5 5.5
1 0.85 1.5
0 2 4.5

a) at open loop stable point

Reaction Amplitude Amplitude
order of Tank of Jacket
Temperature Temperature
(K) (K)
1 4.2 6
o 5 8.5
-1 0.95 1.25

b) at open loop unstable point
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CHAPTER 9

CONCLUSTIONS AND RECOMMENDATIONS

Many conclusions are drawn from the theoretical,
experimental and total simulation studies céfried out
so far on the C.S.T.R., and are summarised in the
following sections. A few recommendations are also

made for further studies.

9.1 CONCLUSIONS

9,1.1 On Theoretical Work

The theoretical work carried out initially helped
to design the experiments. It also gave an idea about
the operating ranges for various parameters. Much of
this work was verified later through experiments. The

conclusions drawn are listed below.

(i) Reaction order [n] (absolute of n) is more stable
than order |n-1] for any inlet conditions. Generally
reaction order 1 is more stable than -1 but for certain

inlet conditions the reverse is true.

(ii) The region of asymptotic stability (RAS) depends

on the reaction order to a large extent.

(iii) Although the algorithm for the determination of =« .. =

the RAS,using Krasovskii's theorem,can easily be

programmed its limitations and conservativeness 1s

brought out in the comparison graph.
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(iv) Although qualitative stability analysis by
Krasovskii's theorem has limitations, it can be used to

design control schemes, which are much superior to

conventional control schemes.

(v) The open loop unstable operating point is easily
stabilised by simple proporticnal feedback control.
Sometimes limit-cycle 1is also generated at this point

by a suitable control scheme,

(vi) A control strategy which decouples tank tempera-
ture from other state variables (decoupling type control)
is found to be superior to conventional controllers for
increasing RAS, for step type disturbance in feed

temperature or for stabilising open loop unstable points.

(vii) Invariance control is simple and found to be very
effective for load disturbances in feed or coolant inlet

temperatures.

(viii) Liapunov's method was tried for determining the
existence of limit-cycles in three dimensional state space
and found to be successful. There are no other methods
reported so far for high dimensional systems. This
method is also useful for the determination of the

existence of multiple stable and unstable limit-cycles.

(ix) A method was devised to determine the harmonic
components of the nonlinear oscillations and found to bf

very successful.



9.1.2 On Experimental and Total Simulation Studies

The partial simulation technique is confirmed as
a powerful tool in studying the dynamics of a reactor.
This technique embraces the advantages of total simulation
and the realities involved in experimental work. It is
seen that various exothermic chemical reactions are
simulated in the reactor with ease. Different
complicated control schemes are also applied to the
system since a digital computer is used as the controller.
The on-line software package developed as part of the
study is found to be versatile and powerful. Other

important conclusions drawn on the studies carried out

are
(i) The operating points and RAS depend on the
inlet conditions, and order of reaction. The later

affects the system behaviour qualitatively.

(ii) - The unstable operating point separates the
state space into stable and unstable regions. So the
difference between unstable and stable temperatures gives

an idea about the stability region.

(iii) A simple proportional feedback controller
increases RAS. A control scheme developed based on the
second method of Liapunov is found to be better than

feedback control schemes.

(iv) The open loop unstable point is easily stabilisé@;“

N

with proportional feedback control or decoupling type

control schemes. Using the latter scheme a system - =
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operating point can be switched from a stabhle to an
unstable point in the shortest time without oscillation.
Control of tank temperature was found to be superior

to control of jacket temperature.

(v) Decoupling type control increases RAS for all

reaction orders to a large extent.

(vi) Invariance control for load disturbances is
definitely superior to feedback control schemes,

although an additional feedback loop may reduce drifts.

(vii) Decoupling type control also makes tank
temperature and concentration invariant to changes in

feed temperature.

(viii) A limit-cycle is generated at stable and
unstable operating points. The amplitude and time
period of oscillation depends on reaction order and the

nature of the operating point.

(ix) The harmonic components of the nonlinear
oscillation determined are found to be very accurate,
as seen in the comparison graphs. Only the first

harmonics are found to be predominant.

(x) The time average conversion is found to be.

slightly less than steady-state conversion.

(xi) The model of the entire plant developed for
total simulation studies consists of several

differential equations and samplers. The transient
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behaviour of the reactor Coincides well with the

corresponding model response,

(xii) Limitations on coolant flowrate limits the

largest disturbances and loag changes that can be applied

to the system without making it unstable.

9.2 RECOMMENDATIONS

There is a large scope for further Wo}k on the

reactor system by making a few modifications. Examples

of these are

(i) The feed flowrate can also be used as a manipula-
tive variable by adding a control valve to the feed line.
With two manipulative variables tank temperature and
concentration can be decoupled in the same way as
described in the previous chapters. Invariance control

for step in feed concentration can also be incorporated

in the system.

(ii) The addition of another C.S.T.R. in series
Creates many stability problems. The effect of flow of 
coolant cocurrent or countercurrent to the feed on the

stability can be studied.

(iii) As the equation generated for invarianceégntrgi‘
Scheme is different from that of the conventibnal;feég:{
forward control a comparative study of invariance’aﬁg},
P+ I + D and feed-forward control could usefﬁllijQ;

carried out.

(iv) Sampling with zero order hold }ﬁthQPQQSfﬁ%me

-y oy g



lags and hence instabilities. Thus if the sampling time
is large, time lag may be large and the effect of this on
limit-cycle offers an interesting study. A stable limit-
cycle for low sampling time may become unstable as
sampling time is increased. Fig. (9.1) shows the effect
of sampling on the limit-cycle generated at the first
order open loop stable operating point. The period of
oscillation increases as the sampling time is increased
and for a sampling time of 80 seconds is no longer a

closed stable trajectory but slowly unwinds.

e Eoie)



3a8

18.16 TANK CONC(KG/MA3)» 19.26 291 JACKET TEMPRC(K) = 383

Gain (Kc) =0.036.

0 = Open loop stable operating point ; ey
1 = Sampling time =0 secs. , Time period=960secs. ﬂf
2 = =20 secs., =1160secs.
3 = =80 secs., - =l3005é¢s§ .

FIG.9.1 EFFECT OF SAMPLING TIME ON THE LIMIT-CYCLE GENERATED
AT THE OPEN LOOP STABLE OPERATING POINT OF A FIRST =
ORDER SYSTEM vl B
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A.l.1 PROGRaM FOR OBTAINING THE STARLE AND/UNSTABLE
OPERATING POINTS

10 wEM GENERALISED PrUGRAM FUk UBTAINING SS VALUES AND
15 <EM KJJTS JF LINEAKISED SYSTEM FUR VARIJUS KEACTIUN
17 rEM (UKDEKS .

240 READ VoVl COskaKsDoU

30 DATA 173UU:8532;.OUI;-00198:2UGD;3U;-037

4y PRINT"WHAT AKE THE INLET CONDITIUNS';

50 INPUT Fs¥F12T05TL>CH

61U Fdk 1I=1 T4 9

70 d=1-5

&0 PRINT "TYPE JF STUDY: I1=CALCULATE E>GIVEMN iJP. TEMPR.'
90 PRINT TAB(IS);”ZZCALCULATE JPe TEMPR. GIVEN g

91  INPUT I2

92  T9=V/F

94 T&=V1/F1

96 10=Uu/7Cuv%CQy)

9% IBEIVEGVEEINID)

100 19=(

105 ILF 12 >= 2 THEN 50¢

107 REM CALCULATE ACTIVATIUN ENERGY FUR THE GIVERN

ius REM UPERATING TEMPEKRATUKE

110 PRINT"WHAT 1S THE STEADY STATE TEMPERATURE DESIRED';
115 INPUT T2

190 PRINT"WHAT 1S ThE NEAKEST E VALUE";

240 INPUT E

210 E=E+.005

224 G=ExCO/ (rR*D*C1)

23U 19=19+ 1

240 Bl=T2%Z

250 Ce=Cl-.0001

260 C3=Ce2

2740 AZK*¥C3 **x J*ExpP(-Q/B1)

25U HUSF*(C1~=C3)=-xxVy

290 hl=-F-d%xx%xy/C3

30U C2=C3-HU/HI

320 IF ABS((C2=-C3)/C3)>.00001 THEN 260

330 T3=(U*T2+F 1 *CU*T1)/(U+F1*CU)

340 HU=F*CU*(TU=T2)-U*(T2-T3)+X*\yxD

360 IF 19=1 AND HU<0 THEN 2470

400 IF HO*1000 > 1.E-0% THEN 210

405 W=E/K

4140 PRINT"REACTIJON UJRDER=""34 c el 13

420 PrRINTVE="ZE;"T1=";T2;"C1="3C3;:"TCl=""; e
438 Zgim;"isATEwanws=";a.181*v*x*u*cs **x UXEXPC-E/(R*T2))
44 34 i 2 ( el
445 ﬁé;JC§ﬁggLATE JPERATING TEMPERATUKE Fdk Gl VEN
447  REM ACTIVATIUN ENERGY

SUU DiM B(9)

Sey MAT READ B '
S30  DATA 21+499,19.60551722514.835120444510-0
535 DATA 7:67355:2855,2+9

el W=B(I) Kk

62U TS=TU+1.5

630 I2=75

G L



6414 XEEXP(~-Q/T2)
650 T3=(U*T2+FI*R*CU*TI)/(U+F1*H*CU)
660 C2=Cl=-.00uUyl
6740 C3=C2
680 HISF*(C3-Cl)+K*yxx*(C3 %% U
690 RH2=F+K%ykx % ]J*x(C3 *x% -1
700 IF H2=0 THEN 720
710 C2=C3-H1/H2
720 1F ABS(C3-C2)/(C2 <= 0.0001 THEN 740
730 CAdTJ 670
740 Y=SRK*D*xy*C3 *x* [Jsx
750 H2=Y*Q/T2 *xx* 2-F*xr*C0-y
760 H1=F*N*C0*(TU-TE)-U*(T2-T3)+Y

780 i2=.9
790 IF ABS(TS-T2)>.5 THEN &10
U0 [2=.4

810 TS=T2-(hi/n2)x]2
20 IF ABS(T2-T5)/TS <=.00001 THEN 410
30 GJTJ 630
1995 KEM CALCULATE EIGEN VALUES
2000 DImMm A(3:3)
2010 A1=C3/C1
2020 Bl=T2%Z
2030 Q=E*CO0/7(DxR=*C1)
2040 AC153)=A(351)=g
2050 A2, 10=K*Cl ** (J-1)*A1 #% (J-1)*U*EXP(=-Q/B1)
20 6l Alls1)==-1/T9-AC251)
2070 AC1,2)=K*C1 ** (U-1)%A1 **x J*EXP(-Q/B1)
2080 ACL1,2)=A01,2)%Q/B1 *x%2
2090 ACZ2,2)==(1/T9+10)-AC1,2)
2100 A2,3>=10 - :
2110 A(3,2)=11
2120 A(3,3)=-C1/T8+11)
2130 BS==(A(15,1)+A(2,2)+(3,3))
2140 PT7=A(2,2)*A(3,3)
21510 PB=A(253)*%A(352)
2160 P9=AC(1:2)*%A(2,1)
2170 Be=A(15,1)%x(A(252)+A(353))+PT7-P&-P9
2180 B7==-C(A(], 1 )*(P7-P8)-A(353)*%P3)
2190 K9=-B7/Bé6
2204 KR8=K9
2210 HO=K8 =*x 3+RE *xx 2*BS5+RE*B6&+B7
2220 hH1=3%K8 *% 2+2*xkB*B5+B6
2230 H2=6*RE+2*BS
22 44 K9=RB-HU/H1-hRl/72/H2
225U 1F ABS(HDDY>1.E-U7 THEN 2200
22 64 Bs=B5S+k&
2270 B9=B&6+k&E*(BS+KE)
2280 r9=k§
2290 kr&=U
23U0 Bé=BY xx 2-4x*B9
231U 1F Bé>0 THEN 234l
2320 rb=1
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2330
2340
2350
236U
2370
23&0
2390
2400
2405
2410
2420
2430
244(
2450
2460
2470
248(
24990

B6=ABS(Bg)

Bé6=SQrT(Bs)

B5=-Bg

PRINT"THE RIJTS ARE®

IF RK8=1 THEN 2400

PrRINT R9,(85+86)/2,(BS‘86)/2

CAdTd 24190

PRINT R9;BS/2$"+1“;Bé/2:85/2;“~1”;86/2
KEM CALCULATE THE NEXT HIGHER JPEK. TEMPR.
IF 19<y THEN 2450

19=~1 '

T5=T1+2.5

GUTUY 630

NEXT 1

END '
PRINT "GIVE A LJWER VALUE JrF g
GJTd 190

END




A.1.2 PROGRAM TO DETERMINE THE SEPARATRICES

TRACE?Z2
MASTER SEPARATRIX
PRUCGRAM Td CALCULATE SEPARATRICES BASED JiN
KEASUVSKIL 'S THEUREM
INTEGER OkrD
REAL KoIl0s11,K85KC
DIMENSIUN A(313);EE(4):B(3:3)
DATARH:RHC:CPJCPC:V:VC:R:K:DH/I-;lo;O.DUI,0.00I,I73OD.
)8532-10-UU198:2030-’300/:U/Uo037/
DATAEE/14-83:12-445:10-06)7-67/
HEAU(5:2U9)F:FC)TU:TCU:CU
READ(532099)((B(I:J):J=IJ3);I=I:3)
2099 FJRMAT(3ED.0)
1dd=0
209 FURMAT(SF0.0)
100 FORMAT(3F0.0)
ACL>3),A(351)=0.
ZZ=RH*CP/(DH*CU)
TH=v/F
I0=U/(RH*CP=%y)
I11=U/(RHC*CPC*Vy(C)
THC=VC/FC
GO=TCO0=*22 -
WRITE(6:99)((B(I:J))l=l:3)}J=l:3)
99 FORMAT(IUX:'[AJMATRIK:'/)3(3(5X:F9»4)/))
200 FQHMAT(SX;'URDER JF REACTIUN=',12)
300 FURMAT(EX;'SEPARATRIXz':Iz//QUX:'TEMP':IDX:'CUNC')
2584 READ(5:2099:END=9GOU)KC:XKC
WRITEC651134)KCsxKC
1134 FORMAT(20X52E15. 6)
Idd=1dd+]
X3=y
DUI000IUK=154 -
C CALCULATE SEPARATRICES FUR RN. UKDER=-~1s1 & 2
IFCIJKEG.2)6UTI1000
URD=1JK=2
IF(IJJ-EQOl)READ(SJ1UQ)TlSSJClSSJTCISS
W=EECIJRKI*CP/(K*DH*CQ)
AlSS=C1S8s/CO
B1SS=T188*z22
GISS=TC1538%*z2Z
WRITEC6,200)JRD
DJ20001Jdx=155
IF(IJX-EQ-I-AND-IJKOEQ-3)GUTD2UUU
Tukx=1Jx "
TFCIJXeGTed) I dkx=1dx+1
WRITE (6230001 JKX
DU3U00IX=1s13
T1=290 .+CIXx=-1)%5.
X2=(T1-T1S8)*x2Z
RI=EXP(-QG/(Xx2+B1SS))
Ca2=Co
IrM=0

o




l Cl=C2
A<2:1)=K*URD*C1**(JRD-1)*R1
ACLls 1)=-1/TH=-A(2,1])
ACL,2)=-K*Cl** JKD*R1*Q/( (B] 1SS+X2) x*%2%(C( )
ACZ2,2)=~C1/TH+10)-A(1,2)
BB=VC/(GO-G1S58~x3)
DFCX3=xKC
DFCx2=KC
A(3,2)=11+DFCX2/BB
FCB=KC*X2+AKC*x3
A(3:3)=-(1/THC+1l)-FCB/VC+DFCX3/BB
Al2,3>=10
DF1=-K*JRD*(ORD-1)*R1*Cl** ((JRD-2)
DF2=-A(2,1)*Q/ (CO*(B1SS+X2)*%x2)
DF3=-DF1
DF4=-DF2
FNI=2*xA(1s1)%B(1,1)+2%A(2,1)%B(]52)
FN2=2*%A(2,2)%B(2,2)+2%(A(3,2)%B(2,3)+A(1,2)%
I1IBC(1,2))
DFN1=2*%DF1*B(1,1)+2%*B(1,2)%DF3
DFN2=2%xDF4%xB(2,2)+2%xDF2%B(1,2)
GUTJ(10,205-30530,202),1Jx
C SEPARATRIX 1
10 FN=TH*K*R1*(B(1,1)-B(1:2))/B(1,1)
IFCIJUK<EQ-1)CI=SQRT(FN)
IFCIJKEQegldCl==1/(2%FN)
IFCIRM-EW.12GATU 401
GadTa70
C SEPARATRIX 2 :
20 FN== (= C1/TH+10)*B(2,2)+B(2,3)%A(2,3))/(B(1,2) R
1-B(2,2))*C1**JRD/AC],2) g
IF(LUK.EQ+1)C1l=1/FN
IF(IJK«EGQ«32Cl=FN
IF(lUK«EQe4«AND«FNLT.0.2GOTU3000
IFCIJRK«EQe4)CI=SQRT(FN)
IFC(IRM.EQ.1)GJTA 40!
GJTJd70
C SEPARATRIX 3
340 KK‘B(I:Z)*(A(l;l)+A(2;2))+A(2:1)*B(2:2)+BLI‘
I *A(1,2)+B(1,5,3)%xA(3:2)
DXX= B(I:2)*(DFI*DF4)+DF3*B(2:2)+B(1,1)*DFE_
FN=FNI*FN2=-XX*%2 : £
DFN=DFNI*FN2+FN] *DFN2=-2%XX*¥DXX
IFC(IJXEQ-42GJTU40
GATadsa
C SEPARATRIX 4
40 YY= 5(1,3)*(A(l,l)+A(3:3))*8(1,2)*A(2:33*A(
1*B(253)
DYY=B(1,3)*DF1+DF3*B(253)
C SEPARATRIX 6
op2 Z7=B(2,3)%(A(2:2)+A(3> 3))+B(2:2)*A(2:3)+A
1IB(3,3)+AC152)%xB(1,3) »
$3=-2%A(3,3)*B(353)~ 2*A<2,3>*a<2,3>
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DZZ=B(2;3>*DF4+DF2*B(1;3)
FN=53*FN-2*XK*YY*ZZ+FNI*ZZ**2+FN2*YY**2
DFN=SS*DFN-2*DXA*YY*ZZ*Q*XX*DY?*ZZ-Q*XX*YY*DZZ+
1DFN2*YY**2+FN2*DYY*2*YY
2+DFN1*ZZ**2+FN1*DZZ*2*ZZ
1F<1JX-E®.4>GDTGSO
FIN=-S3%FN2-77%%0
DFN=-ZZ*2*DZZ-1*S3*DFN2
50 lF(lRM-EQ~I)GdTJ 401
IF(DFN-EQ-D)GdTﬂéﬂ
C2=C1-FN/DFN
C3=C1 '
IF(CI-E@-U-)C3=C2
1F<C3-EQ~O->GDTU&U
lF(ABS(CZ-Cl)/CB-GE-U-UUOS)GGTUl
60 Cl=C2
70 WRITEC65400)T1,C1
400 FLJ'KMAT(19X:F6-2:8X;F9.7)
C2=C1l=*].1
IRM=] )
GAdTyJd 1
40 1 IF(FN.GE-D-)WRITE(6:1012)
1012 FURMAT ClH+, 46X, '+ ')
IF(FN-LT-O-)WRITE(6:1013)
1013 FURMATClH+5, 46X, '=*)
LZ=CP/(DH*CQ)
3000 CONTINUE
2000 CANTINUE
1000 CUONTINUE
2222 CUONTINUE
GUT28&8
9000 CUNTINUE
STQP
END
FINISH




A.1.3 PROGRAM TO DETERMINE THE LARGEST RAS

PRUGKRAM TUJ DETERMINE THE LAKGEST RAS USING
KRKASAOVSKII 'S THEUJREM
SUBRUUTINE MAXLIAP (XKALl»XDKA>XKA2,As XK YSUMLD
SUBRUUTINE TU CALCULATE LARGEST LIAPUNOV VALUE
WlITHIN WHICH -VvDJT > 0
REAL KA>KAls»KAZ2
DIMENSIUN DF(353)5X4(3)5,X3C(3)5A0353)5X(3)sFN(3)
REAL ITHU»ITHISKC ’
INTEGER URD
COMMUN/THREE/ZIQOU451551I8T
CUMMUN/SIX/7A15B1,A2,B2,C25sAAABBBsCCC,DDDs FNI
COMMUN/SEVEN/IPKSIPD,KAL»KA251FALLSDKA
CUMMUN/FIVE/TH>THC,C0-,A15S5,B18S5G1SS5 1 THO»ITHISK
1,Q522Z>JRD>CURD5>G0->BU>VCsKCs XX X1 0sX115XG6
vSuml=0.
KAl1=XKAI
KAZ=XKAZ2
DKA=XDKA
IPK=(
52 FURMAT(9Xs "LIAP K'512X5 '*X1C'512X5 "X2C s 12Xs *X3C "5 12X
*ABJ ' 12Xs *VOLUME D
SINDEX=190.%178.
NX=3
KA=KA1
1929 WRITE(2,300)
300 FARMATC(/5Xs* [A) MATRIXx:")
DU 4 I=1,NX
WRITE(2,200)CACI-d)sd=150NX)
4 CUNTINUE
_ CALL SYLVES(NX-A>0)>RWTURNS(9999)
200 FURMAT(2Xs3(E14.652X2)
WRITE(25,52) e
54 FURMAT(8Xs *X1C'"515Xs *X2C'5 15X, 'X3C'5> 15X '"UBJ 5 15Xs- \«
1 "X3C'5, 15X, 'UBJ's15X5s "X3C") Ll
7 WRITECIJUJ4,50)KA
S50 FURMAT(/2X, 'LIAPUNAV K=':2E13.6)
XK=KA
WRITECIUUO4s54)
X(1J)=-0.003+.82
SMIN=10«%x%x7(
vsuMm=0.
DU 1002 IJdl=1,61
M=1dJdl1/2
INDEXI=2
IF(M*2 .EQ.1J1)INDEXI=4
IFCIJl«EQeledRIJlI<EQs61)INDEXI=]
XC1)=XxC1)X+.003
X1C=x(1)=-A1S8S
AB==0.015375
DA 1003 1J2=1,65
XB=xB+.015375
X(2)=xB/103.25
M=lJderse

—
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INDEXJ=2
IF(M*2.EQ.1J2)INDEXJ=4
IFCIJ2-EQel«URIJ2.EQ.65) INDEXJ=]
INDEX=INDEXI*INDEXJ
X2C=x(2)~-(B1SS-80)
YY=EXP(=G/(B1SS+X2C))
FNI==X1C/TH=C(X1C+A1SS)**JRD*YY~xxXx)*CJRD
FNCID)=FNI
X3(12=X3(2)=x3(3)=0.
1JDEX=0

1010 CALL VAR3(X1C»%2C>X3C» IUDEXsKA>A) s RETURNS(1005)
X3CIUDEX)Y»=X3C
IF(X3C+LT«XGG)X3CIODEX)=XGG
IF(X3C.LT-xGGXGATI 1010
CALL JUACUOBIACX1CsX2C>Xx3CsDF)
FN(2)=A1+B1*X3C
FN(3)=A2+B2*X3C+C2*xX3C**2

808 DSUMF=0.
DL} 802 L=1,-NX
DU &02 I=1,NX
DU 802 J=1sNX

802 DSUMF=DSUMF+FNCID*FNCII*DF(L>J)*CCACTILL)+ACL,I))*15
X4¢1)=Xx1C
x4(2)=x2C
X4(3)=Xx3C
DJ 803 I=1,NX
DO 803 J=1,0NX

803 DSUMF=DSUMF+CACI>J)*X4CI)*FN(I)+ACIs ) *XL4CIIRFNCID)IA10 e %%T
dBJ=-DSUMF
WRITECIUU4,1006)X1C»%x2C>Xx3C»0BJ

1006 FORMAT(SX,4(E14e752X))
IF(OBJ«LT+0««ANDIST.EQ-12GJTI 1911
IF(OBJ«LT+0+«+AND.IST.EQ.0>GUTO 1909
IFC(IBJ«GT-SMINYGUITY 1010
SMIN=UBJ
XIMIN=X1C
X2MIN=Xx2C
X3MIN=X3C
GUJTAY 1010

1005 CONTINUE
IF(X2C*KCeGT+120)VSUM=VSUM-FLUAT(INDEX) *.18%*
PCX3C1)=-X3¢2))*(1+./10.25-(B1SS-B0)~120./KC)/SINDEX

C VULUME OF THE ELLIPSOIDAL REGION

VSUM=VSUM+FLOATCINDEX) %« 18%(X3C(1)=-Xx3(2))/SINDEX

1003 CUNTINUE )

1002 CUNTINUE
IF(SMIN«GT.10.%%x69)GATO 1009

1919 WRITE(7,1007)KA>X1IMIN>X2MINs X3MINs SMIN> VSUM
VSUM1=VSUM

1007 FURMAT(SXs> 6(El4e6s2X)55X)
IPD=0
IFCIST.EQ.1>GJTY 1910

1911 CALL LIAPK(KA) .




IFCIPD.LE-QY)GATY 7
GJTY 9999
1009 KAl=KAl+DKA
WRITE(7,1007)KA
KA=KAl
GATAY 7
1909 XK=KA-DKA
1910 WRITE(2,1008)XKs VSUM1
1008 FURMAT(SXsEl4. 65 64X5E14.6)
9999 CUNTINUE
RETURN
END
SUBRUUTINE LIAPK(KA)
C TU INCREASE LIaPuUNJV VALUE
CUMMGN/SEVEN/IJK:IPD;KAIJKA2:IFAIL:DKA
REAL KA XK(3)5KAlsKA2
IPD=-1
KA=KA+DKA
KAl =KA
IF(KA«GEKA2)IPD=}
KRETURN
END
SUBRUOUTINE SYLVES(N>B5>INDEX) s RETURNS (NA)
C DETERMINE PUSITIVE DEFINITNESS UF A SYMMETRIC MATRIX
REAL C(353):DETs>WKSPCE(3)
DIMENSIUN B(353)
DU 10 K=1-N
IFAIJ=0
DLJ 1 I=15K
WKSPCE(I)>=(.
DJ 1 Jd=1sK
I CCILJ)=BCl,U)
I1C=3
CALL FU3AAF(C,»ICsKsDETsWKSPCESIFAID
IFCIFALJ.GT.026GATO 5
IF(DET.LT.0>GJTU 2
10 CUNTINUE
IFCINDEXEQ.0)WRITE(2,400)
400 FURMAT(/720X,°* [A]l MATRIX IS +VE DEFINITE®™
RETURN
2 IFC(INDEX-EQ.0)WRITE(2,100)
100 FORMAT(/20Xx-,"' [A] MATRIX IS -vE DEFINITE®)
"RETURN NA
S IF(INDEX.EQ«0>WRITE(25500>
S00 FURMAT(/720Xx5 ' [A] MATRIX 1S INDETERMINATE®)D
RETURN NA
END :
SUBROUTINE CUNSTAN(KALlsDKA>KAZ, xMULT 15 1JK)D
C REACTUR UJPERATING PARKAMETEKS AND CUNSTANTS
INTEGER JRD
REAL ITHO,ITHI-KAl»KA2,KC
COMMUN/Z/EIGHT/ZAIUSsBIUS>GLUS
COMMUN/THREE/ZI1004-,1551S8T

4139,4;,




90

100

200

150

151

152

185
900

201

COMMUN/FOURZT 6 ,
CAMMUN/FIVE/TH>THC>CU-A1SS>B1SSsGISSsITHOSITRISKQ s
122>3RD>CORD>GO>BOsVCIKCs XX X1 s x115XCEC

DATA RRsRHCsCP,CPCsV>ZCsRsQKsDH/1e51+500015040015173005
18532.50.0019852000-.-30/,U/70.0377

vC=2C

FURMAT(412)

READ(159023KD

E=14.83

1IF(JRD-EQ-D0JXE=12.445

IF(URD.EG-12E=10-06

IF(URD-EQ.2)E=7+67

READ(1,100)F>FC>TO>TCO5CO

FORMAT(SF10.6)

READC1,2000TISS>C18S5>TC1SS
READC(15s2003TIUS>CIUS>TCLIUS

FORMAT(3F11.7)

READC1,201)0KC

WRITE(2,150>dKRD

FORMAT(/20%xs "JURDERK OF REACTIUN :'512)
WRITE(2,151)2FsFC,TO>TCO05CO

FURMATC(/9X, "F="5F10:355X5s '"FC="5F10:3:5X5"T0=">
F103s5X5"TCO0="5F10355X5"'C0="5F10.8)
WRITE(25,152)T1588:C18S,TC1SS
FORMAT(/5X,5 'T1S8S:'5F10355%X>°'C188:'5F10-3,5X>
*TC18S:'-F10.3)

WRITE(2,5185)KC

FORMAT(/720X, " CONTROLLER GAIN='51PE14.T)
A1585=C1S8S/CQ

ZZ=RH*CP/(DH=*C0)

B1SS=Z4Z*T1S8S

G1855=2Z*TC1SS

GO0=2Z*TCQ

A1US=C1US/CO

BlUS=ZzZz*T1US

GlUS=ZZ*TC1US

BO0=T0*ZZ

K=adrD=-1

TH=Vw/F

CORD=QK*CQ **K

ITHA=U/ (RH*CP*V)

ITHI=U/ (RHC*CPC*V\(C)

THC=VC/FC

Q=E*RH*CP/ (R*DH*C0)
AX=EXP(~Q/B1SS)*A1S5S**0RD
X1d=1./TH+1THJ

XIl=1./THC+1THI
READC1,201)KA1>DKAsKAZ
FARKMATC(3E13.6)
READC(15,9021JU04515516518T

READC1,20 1)XMULTI

KREAD(1,9021JK
IFCI6EQ«1)WRITE(25188)

b
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186 FURMAT(20X5> *CONTROL UN TANK TEMPERATURE *»
IFCI6EQ-2)WRITE(25187)
187 FURMAT(20X, 'CUNTROL ON TANK CONCENTRATIAN *)
IFCISEQ«1)WRITE(2,188)
188 FURMAT(20X, "REAL TIME SYSTEM * )
IFCIS.EQe-1)WRITE(25189)
189 FURMAT(20X», 'INVERSE TIME SYSTEM')
' AKC=KC
XGG=GU0-G1sSS
IFCIST-EQ-0)WRITE(25190)
190 FURMAT(20X, *MAXIMISATION UF REGIUN UF ASY. STABILITY®)
IFCIST.EQ«1DWRITE(25191)
191 FURMAT(20X, "MAXIMISATIUN UF REGIAN OF STABILITY ")
RETURN
END
SUBRUUTINE RUTH(N>A5 INDEX)sRETURNS(NA)D
C DETERMINE THE NATURE JF ROQTS UJF JACGBIAN MATRIX
C BY RUTH'S CRITERIUN
REAL 11(353)
CUMMON/THREE/I1JJ4515518T
DIMENSIUN AC(353),B(454)5C(353)5P(5)
IFC(IS.EQ.1)>GOTY 6
D 7 I=1-N
D 7 Jd=1,N
AClsJd)=-AC1, D
6 PCId=1. '
DO 2 1=1sN
DO 2 J=1sN
BCIsJd)=0.
IFC(L.EQeJIBC(I»JI=1.0
2 CONTINUE
DU 10 K=1,N
Dd 3 I=1»N
DU 3 J=15N
Sum=0.
DU 13 L=1,N
13 Sum= A(I:L)*B(L:J)*SUM
3 CClsJdr=8SuUm -
TR=0.
DU S I=1sN
S TR=TR+C(I.,I)
P(K+1)==-TR/K
pg 1 =1sN
DO ! Jd=1,N
ITCl>432=0.0
IFCIWEQ.d) IICI»UI=P(K+1)
1 CUNTINUE
DU 4 I=1,N
DO 4 Jd=1,N
4 BCI»J)=CCl,J0)+11C1I,.Wd)
10 CONTINUE
Kll1=N+1
DU 22 1=1,Kl1l

-~

-196—



DO 22 Jd=1sK11
IF((loNE-KI1-ANDoJ.NEoKll)-AND.IS.EQ‘~1)A(I,J):-A(I,J)
20 B(1,J)=0.0
I=Nn/2
M=(K11)/2
IFCI*2EQeN) M=(N+2) /2
K=0
Ki2=M-1
DJ 21 1=1,M
Dd 21 J=1s2
K=K+1
21 BCJs1X=P(K)
DO 23 J=35K11
pg 23 K=1,Klil2
23 BUJsKI=B(J=25K+1)=(B(J=2,1)%BCJ=1,K+1))/BCd-1,1)
DO 25 J=1,K11
IF(B(Js1)) 24,25,25
25 CUNTINUE
GU TJ 26
24 IFCINDEX-EQ-0)WRITE(2,200)

RETURNNA .
200 FURMAT(/20X,'REAL PARTS OF THE RUOOTS OF [J1 MATRIX ARE +VE*)
RETURNNA

26 DO 27 I=1,K11
IF(BCIs1)) 24,28,27

27 CUNTINUE
IFCINDEX-EQ.0)WRITE(2,300)

300 FORMAT(/20X, 'REAL PARTS UF THE ROUTS UF [J] MATRIX ARE -VE')

: RETURN

28 IF(INDEX.-EQ.0)WRITE(2,400)

400 FORMAT(/20X, '"PURE IMAGINARY RUUTS IN [J] MATRIX')
RETURN ' ="
END - RN
SUBRUUTINE JACUOBIA(X1C»X2CsX3CsDF) o
C CALCULATE JACUBIAN UF THE SYSTEM AT A GIVEN PUINT
INTEGER URD
REAL ITHJ>ITHI»KC .
DIMENSIUN DF(3,3) . L
COMMUN/FIVE/THs THC»C0,A1S8SsB1SS5G1SS>I1THO» ITHI»Ks@s
1 ZZ’QRDJCURDJGO:BU)VC:KCJXX:XID:XII:KGG
DFC1,3)=0.
DF(2,3)=1THJ
CALL CUUJLANT(X1C»Xx2C»Xx3CsFCBsDFCX1>DFCX2,DFCX3)
DFC3,1)=DFCX1*(XGG-X3C)/VC
DF(3,2)=1THI+DFCX2*(XGG-X3C)/VC
DF(3,3)=-X11-FCB/VC+DFCX3*(XGG~X3C)/VC
YY=EXP(-Q/(B1SS+X2C))

40 DFC1,1)==1+/TH=YY *CORD*URD*(XI1C+A1SS)**K
DF(1,2)==(X1C+A1SS)**IRD*YY *(Q/(X2C+B1SS)I**2)
DF(2,1)==DF(151)-1./TH .
DF(2,2)=~-Xx1J-DF(1,2)
RETURN




END
SUBRUUTINE COOLANT(X1sX2>X3, FCB> >DFCX15DFCX25DFCX3)
DETERMINE CUUJLANT FLOWRATE
INTEGER URD .
REAL ITHU-ITHISKC
CUOMMUN/FOURZIL 6
COMMUN/FIVE/TH>THC CO:AISS:BlSS:CISb:ITHJ:ITHI:K:@:
12Z5sUJRD>CORD> CU:BU:VC:KC:XX:XIQ:XII:XCG
DFCX3=0-.
IFC(16.EQ«2)GUTJ 210
C CUNTRUL FCB=KC*X2C
10 FCB=KC=*x2
DFCX1=0-
DFCX2=KC
RETURN
CONTRUOL FCB=-KC*Xx1C
20 FCB==-KCx*X1
DFCX1=-KC
DFCX2=0.
RETURN
END
SUBRUOUTINE VAR3(X1C» K2Cs X3C>1UDEXsKA>A) RETURNS(NA)
C CALCULATE X3(STATE VARIABLE CURRESPONDING TO
C JACKET TEMPERATURE) GIVEN THE UTHER TWwd VALUES
INTEGER UKD
REAL KC>ITHJ-1THILKAKAl>KA2
DI'MENSION AC(353)
COMMUON/SIX/ Al,B15A2-B2,5C25,AAAsBBB-CCC>DDDs FNI
COMMUON/ELIGHT/A1USsBIUS»GIUS
CUMMDN/FIVE/TH)THC:CU:A!SS:BISS:GISSJITHU:ITHI)K
1)@:ZZ:ORD:CURD,GUJBU;VC:KC:XX;XIQ:XII:XGG
IUDEX=IUDEX+1
IFCIODEX-NE«Q)GOTO 100
YY=EXP(-Q/7(B1US+X2C))
FN1==X1C/TH=-C((XIC+AIUS)**ORD*YY~ AlUS**URD*EXp(’Q/BIUS))*CDR[
100 IFCIODEX«GT«2)RETURN NA S Fg
IFCIODEX-EQ@.22GUTJ 1000
Al==-X2C*XIJ-FNI=-X1C/TH
Bl=1THU
CALL CUUJLANT(X1C»X2C>X3C»FCBsDFCX1>DFCX2sDFCX3)
A2=X2C*I THI+FCB*XGG/VC
B2=~XII1-FCB/VC
C2=0.0
AAA=A(2,2)*xB1**2+2%A(3,2)%B1 *B2+A(353)*B2%*2
BBB=2x(A(2, 1 )*%FN]1*B1+B2*xA( 3, 1 )*FNI+A(2,2)%A1*Bl+
TA(3,2)*% (A1 *B2+A2*B1)+A(353)*A2%B2)
CCC= 2*A(2:l)*FNI*A1+A(2,2)*Al**2+2*é(3,ID*FNI*AQ
L+ACTIL 1) XFNT*%2+2%A(3,2) %A1 *A2+A( 35 3) A% *¥2 -KA -
AAA=DAA+A(353)/10 « x%7
BBB=BBB+2«*(A(1,3)*X1C+A(2,53)*%X2C) /10 **7 :
CCC= CCC*(A(1:°)*X1C*X2C+A(1:l)*XiC**Q*A(2:2)*X2C**2)
DDD=BBB**2-4*AAA*CCC
IF(DDD.LT+0¢) RETURN NA

(@]

(@
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X3C=(“BBB*SQRT(DDD))/(Q*AAA)
RETURN
1000 X3C=(~BBB-SQRT(DDD)Y )/ (2%xAAA)

RETURN
END
SUBRJUTINE FUNCTIO(X1ICsXx2C5X3Cs FN)

C CALCULATE FUNCTION AT A GIVEN POINT
DIMENSIUN DF(353),FN(3)
INTEGER URD
REAL KCsITHO,ITHI

CDMMQN/FIVE/TH)THC:CU:AISS:BISS;GISS:ITHD:ITHI:K
l)@:ZZJURD:CURD:GO:BU:VC:KC:XX)XIO:XII:XGG
YY=EXP(-Q/(B1SS+X2C))
FN(1)=‘XlC/TH'CURD*(YY*(AISS*XIC)**DRD'XX)
FN(2)=-XID*XZC*X3C*ITHG‘FN(l)‘XIC/TH
CALL CDGLANT(XIC:XBC:X3C:FCB:DFCXI:DFCXQ,DFCX3)

FN(3)=°XII*X3C+X2C*ITHI+FCB*(XGG‘XSCD/VC
RETURN A
END
SUBRUUTINE SJLVEA(NsB,A51)

C TO SULVE [JIT [AI+[A] [J] =-(B]
REAL P(959),A0353)5B(3s3)sAV(9,1)5BV(951)
l:WKSPCE(9):AA(9:9):BB(9:!))1(3:3)
IEXIT=0
ia=)
IB=9
PCl,10=2%B(151)
P(252)=B(1,1)+B(2;2)
PCT757)=P(353)=B(1,1)+B(3,3)
PC45,4)=BC(1,1)+B(2,2)
P(5,5)=2%xB(2,2)
P(8,8)=P(656)=B(2,2)+B(353)
Bv(ilsl1o=1C1,1)
BV(5,1)=1(2,2)
BV(9,12=1(3,3)

BV(4,1)=BV(2,1)=1(152)
BV(7,1)2=BV(3,1)=1(1,3)
BV(6,1)2=BV(8,1)=1(2,3)
P(9,9)=2.%B(3,3)
PCUl,5)=P(1,6)=P(15,8)=P(1,9)=
1P(2,4)=P(2,6)=P(2,7)=P(2,9)=
2P(354)=P(3,9)=P(357)=P(35,8)=
3P(4s2)=P(453)=P(4,8)=P(4,9)=
4P(551)=P(5,3)=P(55,7)=P(5,9)=
SP(651)=P(652)=P(65T7)=P(6s8)=
6P(7,2)=P(753)=P(7,5)=P(7,6)=
TP(8,1)=P(853)=P(&54)=P(¥8s6)=
BP(9,1)=P(9,2)=P(954)=P(9:5)=0.0 'k
P(25,5)=P(3,6)=P(1,4)=P(1,2)=P(4,5)=P(7,8)=B(2,1
P(2,8)=P(359)=P(1,7)=P(1,3)=P(456)=P(7,9)=B(3>1)
P(5,2)=P(5,4)=P(653)=P(451)=P(2,1)=P(8,7)=8(1,2)
P(35s1)=P(8,2)=P(9,3)=P(751)=P(65,4)=P(9,7)=B(1,3)




P(2;3)=P(4:7)=P(5;8)=P(6,9):P(8,9)=p(5,
P(3’2>=P(6)5>=P(7:4>=P(8:5)=P(9;8)=P(9,
NI=9
CALL FU4AEF(P,IB,BY,IB
1BB>IBLIEXIT)
K=0
DJ 20 L=1»N
DO 20 J=1.N
K=K+1]

20 A(J:L)=AV(K:1)*IDO**5
RETURN
END

PRUGRAM JFINLI(DATAI:DUTPUT:ERRDRQ:ERRURI:TAPE 1=DATAL,
I TAPE 2=0UTPUT.,TAPE 6=ERRUR1> TAPE 7=ERROR2)
C MASTER WHERE MAXIMISATION OF LIAPUNOYV VJLUME IS
C CARRIED QuT
CDMMDN/EIGHT/AIUS:BIUS;GIUS
DIMENSIUN DF(3)3);AA(3:3):A(3:3):NT(6):DAA(6);B(3;3)
CALL CUNSTAN(XKAI:DKA;XKAQ:XMULTI:IJK)
CALL JACUBIAC(Qes50+s0.5DF)
X1C=X2C=X3C=0.0
WRITE(25201)
201 FURMAT(20X, 'JACOBIAN AT THE URIGIN®/5Xs,*{J] MATRIX*)
DJ 3I=1.,3
WRITE(2,200)(DF(Isd)sd=1,3)
200 FURMAT(2X,3(E15.853X))
3 CONTINUE
CALL RUTH(35DF>0)5RETURNS(9999)
101 FORMAT(3I2)
IF(IJK=-1)999,998,1000
C INPUT MATRIX B FOR CALCULATING MATRIX A IN
C (JIT (A1+0A1 (J] =-(B1 .
999 READCIS100>C(BCI>UJ)sJ=153)51=153)
CALL SULVEA(3,DFsAsB)
CALL EIVECT(A)
WRITE(2,1025)
CALLMAXLIAP (XKAlsDKAs AKA25As XK VL)

6)=B(3,2)
6)=B(253)

:NI;IA;AV:IB:WKSPCE:AA:IB)

99§ IFC(IJUK.EQ+1)READ(1,100)2X1C5X%2C»X3Cs vOL
READCI- 1002 XIMINSXID,X2MINS,X2D»Xx3MINSX3D
READCI>101)0NX1sNX25NX3
DU 1026 I=1,3
DO 1026 J=1,3

1026 AACl,Jdd)=aCl,d)
C MAXIMISE VOLUME FJR DIFFERENT [A] MATRIX VALUES
C CALCULATED WITH DIFFERENT JACOBIAN MATRICES
DU 887 Il=1,0NX1
Al=XIMIN+X1D*I1
DO 887 I2=15NX2
X2=X2MIN+X2D*12
DU 887 13=1,NX3
X3=X3MIN+X3D*13
CALL JACUOBIA(X1sX25X3-DF)

.*2’95_;1




CALL SULVEA(3,DFsA-B)
WRITE(2,51092X1,X25%3
CALL MAXLIAP (XKAlsDKAs> XKA2,A5 XK VSUM)
IFCVSUM.LT.vOL)GATY 87
X1C=X1
x2C=X2
X3C=Xx3
vidL=VvSuUM
DO 1023 1=153
DJ 1023 J=1,3
1023 AAC(LJ)=ACI s J)
887 CUNTINUE
109 FURMATCI0X> "MAXIMISATIUON CARRIED QUT AT: "> 3(E14+752X))
1025 FURMAT(30X, "MATRIX (Al UBTAINED FRUOM JTA+AJd=-1')
10 6 IF(IUK«NE2)GOTJ105
1000 READCILI1002CCAACIL )5 J=153)51=153)
100 FORMAT(6E13.6512)
READC1I,100)>vadL
105 INK=INKI=(
DA 1021 1I=1,3
DO 1021 J=I,3
ACT-UJd2=AACI>J)
1021 ACJ,12=AC1,U)
IDIR=1
C MAXIMISE LIAPUNDV VULUME BY MUDIFYING THE ELEMENTS
OF [AJ MATRIX ' :
1005 XMULT=XMULTI1+1.
INDEX=1

10180 IMP=0

1020 IFCINDEX.GT.32CGUTO 1022
K=1
J=INDEX
A(K:J)=AA(K;J)*XMULT
ACJsKI=A(Ks J)

GUTU 1024

1022 J=INTCINDEX/2¢+.89)
K=2
IFCINDEX.EQ+6)K=3
A(K» J)=AA(K, J) *XMULT
ACJsKI=A(Ks J)

1024 CALL MAXLIAP(XKA1,DKA,XKA25AsXKs VSUM)
IFCVSUM.GT.vaLIGATA 1030
IFCIMP.EQ.1)GJTU 1040
IMP=1
AMULT=1.-XMULT1
IDIR=-1
GdTO 1020

1040 INDEX=INDEX+1
A(K,J)=AA(Ks J)

ACJsKI=A(K> J)
AMULT=1.+XMULT!1
IFCINDEXLT«72GOTd 1010
IFCINK.EQ.0>GUTO 9000
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INK=0
cdTd 1005
1030 INK=1
vdL=V5SUM
AA(K,J)=A(Ks J)
GOTY 10148
9000 INKI=INKI+]
IFCINK] «EQ.3)2GUTO9001
XMULTI=AMULT1/2.
GUJTJ 1005
94001 DO 800 1I=1,3
DO 800 J=1,3
ACI>JdX=AAC1,5U)
800 ACJ,1d=AC15UD
XK=-1.E+05
CALL MAXLIAP (XKA1l5sDKAs XKAZ25,A s XKs VSUM)
CALL EIVECTCAD
IN=-1
CALL VAR3(AlUS»BlUS>X3C»IN>XKsA)>RETURNS(300)
IN=1
CALL VAR3(AIUS>BlUSsX3Ci>INsXK»A)>RETURNS(0300)
WRITE(2,1002)XK>G1US»X3C>x3C1
1002 FORMAT(2X54(E13.652X))
300 CONTINUE
9999 CONTINUE
STUP
END
SUBRUUTINE EIVECTAD
C DETERMINE EIGEN VALUES/VECTORS (OF MATRIX [A]
DIMENSIUN A(35325R(3)5,V(353),E(3)
IFAIL=0
CALL FO2ABF(A»353,R»Vs35E5IFAILD
IFCIFAILSNEO)WRITE(25100)1IFAIL
100 FURMAT(20Xs 'IFAIL=',12)
WRITE(2,105)C(R(1)»1=153) : e
10S FORMAT(SXs 'EIGEN VALUES:'»3CE14¢753X)//5Xs "EIGEN VECTORS:*)
DA 1000 I=1,3 ‘ .
WRITEC(2,110)(VCLsJ)sd=153)
110 FURMATC(19X,3C(E14.753%X))
1000 COANTINUE
RETURN
END
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A.L.

4 PROGRAM TO DETERMINE THE EXISTENCE OF LIMIT-CYCLES

PRAUGRAM TJ DETERMINE THE EXISTENCE JF LIMITCYCLES
IN THREE DIMENSIUONAL SPACE BY DIRECT

SUBRUUTINE MAXLIAP(XKA1, XDKAs XKA2)

C SUBRUUTINE TJ DETERMINE THE REGION WITHIN WHICK

¢ VvDUJT <0 FUR A SYSTEM

52

1929
300

'54

REAL KALKAl,KA2

DIMENSIUN DF(35335X4(3)5J1(353)5X3(3) sA(353):X(3),FN(3)

REAL I1THU,ITHI,KC
INTEGER URD
CUOMMUN/ELGHT /17
COMMUN/THREE/I1JU4515

CUMMDN/SIX/A]:BI:AEJBQ:CZ:AAA:BBBJCCC:DDD:A:FNI
COMMUON/SEVEN/IPKS IPD>KALl>KA2-KA> IFAILS DKA
CUMMON/FIVE/THsTHC>C05A1S8S5B1S8S5G1S8S»ITHO,ITHISK

1,Q52ZZ2,0RD>CUIRD>G0>BO5>VCsKCs XX X105 X115 XGG
KAl=XKA]
KAZ2=XKA2
DKA=XDKA
IPK=0

FORMAT(9X5 "LIAP K'512Xs "X1C'512X5 'X2C"512X5 *X3C*'5>12X5°OBJ >

112Xs "VULUME *)
SINDEX=190 %178

NXx=3 ‘

CALL JACUBIACQ+50.50.5 DF)
ICHECK=10

WRITE(Z25,100)

FORMAT(/SXs 'JACOBIAN MATRIX®)
KA=KAL
DO 3 I=1sNX
WRITE(2,200)(DF(I>J)>Jd=1sNXD
FORMAT(2X5 6{(E15853X))
CUNTINUE
CALL RUTH(NX,DF»0),RETURNS(888E)
DO 8g&7 1=1,3
Dd &88&7 J=1,-3
JICIsJd)=0
IFCILCEQ-J)JI(ILUd==1
CONTINUE
IF(I7.EQ.02CALL SULVEA(NXsDFsA-J1)D
IFCIT7.EQ.1IXREADC1,141)CCACIsJ)5J=153251=153)
FURMAT(6E13. 62
Al2,1)=AC1,2)
AC3,13=AC1,3)
A(3,2)=A(253)

WRITE(2,5,300>
FORMAT(/5X» '[AY MATRIX:")
DO 4 I=1,NX
WRITE(2,200)CACI»U)5Jd=15NX)
CONTINUE . .
CALL SYLVES(NX>A>0)sRETURNS(66662
CAaLL EIVECT(A)
WRITE(2552)
FURMAT(8X»> *X1C*»15Xs *X2C'» 15X, "X3C"

METHJAD OF LI1APUNOV

WITH UNSTABLE ORIGINCIOPERATING POINT)

,15%, "0BJ" > 15X



7
50

1010

808

gga

803

1006

1515X,"UBJ "> 15X, " X3C°*)

WRITECIOO4550)KA

FORMAT(/2X5 "LIAPUNUV K=',E13.6)

WRITECIOO4,54)

X(1)==-0.003+.82

SMIN=10.*%x70

vSum=0.

DO 10082 IJl=1,61

M=1d1/2

INDEXI=2

IFM*2.EQ.IJ1) INDEXI=4

IFCIJI+EQ«1«0R-1J1+EQe61) INDEXI=]

XC1)=XC1)+0.003

X1C=X(1)-A1SS

XB==0.015375

DO 1003 1J2=1s65

XB=XB+0.015375

X(2)=XB/10 .25

M=1J2/2

INDEXJ=2

IF(M*2.EQ+.1J2) INDEXJ=4

IF(1J2+EQe1+0R.1J2.EQ+65) INDEXJ=1

INDEX=INDEXI*INDEXJ

X2C=X(2)-(B155-B0)
YY=EXP(-Q/(B1SS+X2C))

FNI  ==X1C/TH-((X1C+A1SS)**0ORD*YY=XX)*CORD
FNC1)=FN1
X3C(1)=X3(2)=X3(3)=0.
I0DEX=0

CALL VAR3(X1C»X2C,X3C>I0UDEX)>RETURNS(1005)
X3(1JDEX)>=X3C

CIF(X3CLT-XGG)X3(IUDEX)=XGG

IF(X3CLT-XGGY GUOTO 1010
CALL JACUBIA(X1C»X2Cs»X3CsDF)

FN(2)=A1+B1*X3C

FN(3)=A2+B2*%X3C+C2*X3C**2

DSUMF =0 .0

DJ 802 L=1,NX

DO 802 I =1,NX

DU 802 J=1.,NX
DSUMF=DSUMF+FNCID*FNCJI*DF (L Jd)*(CACILLX+ACL,1)) %15
X4(1)=X1C

X4(2)=X2C

X4(3)=X3C

DO 803 I=1.NX.

DU 803 J=1,nNX

DSUMF= DSUMF+(A(I:J)*X4(I)*FN(J)+A(I J)*XA(J)*FN(I))/lﬂt*
UBJ=-DSUMF i
WRITECIOU4»1006)X1C»X2C»X3C>UBJ
FORMAT(SXs 4(E1 4 752X))
1FCOBJ.LT-0.)GOTQ 1909
IF(OBJGT.SMINYGOTO 1010
SM1N=QBJ



1005

1003

1002

1007

1009

1909

6666

6667
185

9999

INPUT REACTUR UPERATING PARAMETERS AND
CONSTANTS

XIMIN=X1C

xemMIN=x2C

X3MIN=X3C

GJTU 1010

CONTINUE -

IF(X2C*KC«GT-120+) VSUM=VSUM=-FLUATCINDEX) *+1&*

(X3C1)-X3(2))*(1./10.25-(B1SS-B0)>-120/KC)/SINDEX

VSUM=VSUM+FLOATCINDEX) *+ 18* (X3(1)~X3(2))/SINDEX

CONTINUE

CUNTINUE i

IF(SMINGT-10.*%*%69) GO TO 1009
WRITE(Z251007)KA» XIMIN, X2MIN> X3MINs SMINs VSUM

FORMAT(SXs 6(E14¢652X)Y55X5)

IPD=0

CALL LIAPK

IFCIPD.LE.0Y GO TQ7

GG TU 9999

KAl=KAl+DKA

WRITE(2,1007)KA

KA=KA1

GAJTJ 7

XIMIN=X1C '

XeMIN=x2C

X3MIN=X3C

SMIN=UBJ

VvSuM=Q.

cdTd 1919

AC15,1)=ABSC(A(1512)

A(2,2)=ABS(A(2,2))

A(3,3)=ABSC(A(353))

ICHECK=1CHECK+1 )

IF(ICHECK.EQ.2)GUTU6667

GATd 1929

KC=KC*0.9%

WRITE(25,185)KC

FORMAT (/20 X5 *CONTRULLER GAIN='s1PEl14.7)

GATO 2

CONTINUE

RETURN

END

SUBRUOUTINE CONSTAN(KAl:DKA-»KAZ2)

—

INTEGER JRD
REAL ITHU,I1THI,KAlsKAZ sKA SKC
CUMMUN/EIGHT/Z17
COMMUN/THREEZIOQO4515
COMMUN/FOUR/1 6
CDMMDN/FIVE/TH:THC:CO:AISb)BISS:GlSS:lTHD:ITHI:K:@
1 2Z5JRDsCURD»G0»>B0»VCsKCs XXs XIJsX115XGG
DATA RHsRHC,CP,»CPCsVsZCsR»QK sDH/1es 15000150 001’{
18532+50+00198,2000¢530+75U70- 037/ .
VC=ZC




90 FURMAT((412)
READC1590 {ORD
E=14.83
IF(ORD-EQ«0) E=12+.445
IFCORD.EQ-1) E=10.06
IF(ORD-EQ.2) E= 7.670
READCI>100) F>FC»TO0sTCO5CQ
100 -FURMAT(SF10.6)
READC(152000T1SS5C18S>TC1SS
200 FURMAT(3F11.72
READC(1,201)KC
WRITE(2,150) dRD
150 FUORMAT(/20Xs "URDER OF REACTIONS :'5,12)
WRITE(2,1512F>FCsT0>TCO5CO
151 FDRMAT(/SX’.F="F]0~3JSX:'FC:';Flg'SJSX:'TU=':F10-3:5X:
1 'TCO0="5F10.3,5X5'C0="5F10.8) |
WRITE(2,152)T18S»C1SS,>TC1SS ‘
152 FDRMAT(/SX:'TISS:':FIU-BJSX:'CISS:':FIU.S:SXJ'TCISS:';
1 F10.3?
WRITE(25185) KC
185 FORMAT(/20X,°* CONTROLLER GAIN =, 1PE14.7)
900 A1SS=C1SS/CO
ZZ=RH*CP/ (DH=#%C(0)
B1S5S=ZZ*T1SS
G1S8S5=2Z*TC1SS
GO=TCO=Z22Z
BO=T0=*ZZ
K=0RD-1
TH=V/F
CURD=@K*C(0 **K
ITHO=U/ (RH*CP* V)
ITHI=U/7(RHC*CPC*Vy(C)
THC=VC/FC
Q=E*RH*CP/ (R*DH*C0>
AX=EXP(-Q/B1SS)*Al SS**JRD
XId=1./TH+1THO
XI1=1e/THC+ITHI
READC15,201) KAl>DKA->KA2
201 FURMAT(3E13.6)
READ(15,9021004515,16517
IF(I 6.EQ«1)XWRITE(2,186)
186 FURMAT(20X, *CUNTROL UN TANK TEMPERATURE®)
IFC(I6.EQ«2)WRITE(2,187)
187 FORMAT(20Xs 'CONTROL ON TANK CONCENTRATION®)
IF(IS«EQ«1IYWRITE(2,188)
188 FURMAT(20X, "REAL TIME SYSTEM®)
O IFCIS.EQ.-1)WRITE(2,189)
189 FORMAT(20X, *INVERSE TIME SYSTEM®)
XKC=KC
XGG=GO-G1SS
RETURN
END
SUBRUUTINE VAR3(X1C:X2C:X3C:IQDEX);RETURNS(NA):!‘




c Td CALCULATE X3 GIVEN THE OTHER Tuwid VALUES

INTEGER ORD

REAL KC»ITHULITHILKAKALl,>KAD

DIMENSIUN AC35 3D

COMMUN/SIX/ Al>B1:A2,825C2,AAA-B88,CCC,DDDsA» FN1
CUMMON/SEVEN/IPK,IPDsKAl1sKA2sKA>IFALL>DKA
COMMDN/FIVE/THJTHC:CD)AISS:BISSJGISS)ITHQ:ITHI:K
15QZZ>URD>CIORD5>GO5>BO->VC,KCs XX X105 X115%XGG
IUDEX=10DEX+1

IFC(IODEX - GT.2)YRETURN NA

IFCIODEX-EQ-2XGATY 1000

Al=-X2C*XIO~-FN1-X1C/TH

Bi=1THO

CALL CJOJLANT(X1C»Xx2C>X3C»FCBsDFCX1sDFCX25DFCX3)
A2=X2C*1 THI+FCB*XGG/ VC

B2=-X11-FCB/VvC

C2=0.0
AAA=A(2,2)*%B 1 **2+2*A(3,2)%B1 *B2+A(353) *xB2% %2
BBB=2*(A(2, 1 )*FN1*B1+B2*A(3,1)*FN1+A(2:2)%Al*B]+
LA(3,2) (A1 *B2+A2*%B1)+A(3,3)*%A2%B2)

CCC=2*xA(2, 1 )*FNI1*Al+A(2:2) %A1 **x2+2%A (3,1 I%FN1*A2
1+AC1 s 1) *FNI*%x2+2%A(352) %A1 *A2+A(353)*A2%%x2 ~-KA
AAA=AAA+A(3,3)/10.%%1(
BBB=BBB+2.%(A(]1,3)%X1C+A(2,3)*%X2C>/10.%%10 X
CCC=CCC+(AC1,2)%xX1C*X2C+A(1s 1 )*X1C**2+A(2:2)*%X2C*%x2)/10%%10 :
DDD=BBB**2-4xAAA*CCC

IF(DRDDLT«0.2) RETURN NA

X3C=(-BBEB+SQRT(DDDI>/7(2*%xAAA)

RETURN

1000 X3C=(-BBB-SQRT(DDD)Y)>/(2*xAAA)

RETURN

END

PROGRAM JFINLI(DATAQO>UOUTPUT>DATA>ERRORSs TAPE 1=DATA(»

1TAPE 2=0UTPUT>TAPE 6=ERRORS) - ‘
CALL CONSTAN(XKAl>DKA»XKA2)
CALL MAXLIAP(XKAls»DKAsXKA2)
STUP

END
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A.L.5 PROGRAM FOR THE SIMULATION OF THE COMPLETE
APERIMENTAL ARRANGEMENT

FORTRAN(CP)
OPTIONSERRMSG»DEBUGI »SLIST
PROGDESC
LIST(LP)

PROGRAM(SLAM)
INPUT 1=CRO
INPUT 3=TRO
INPUT 5=CR!
QUTPUT2=LP0
JUTPUT 6=LP1
CUMPRESSINTEGER ANDLUGICAL
COMPACT
END
MASTER REACT
c TOTAL SIMULATIAON OF THE COMPLETE PLANT
C  SLAM SQOURCE PRUGRAM
INTEGER ORD
REAL KsKC»11510
DATAV/17300./,VC/8532:/5R/+00198/,K/2000./>
1ICP/0+.001/5CPC/0+001/5RH/1.0/5RHC/1.0/5170/
2,DH/30 .7/
C REACTOR UOPERATING PARAMETERS
A1SS=C1S85/C0 : -
TH=V/F
THC=VC/FC
Q=E*RH*CP/ (R¥DH*C0)
ZZ=RH*CP/(DH*C0)
10=U/CV*RH*CP)
I1=U/CVC*CPC*RHC)
BST=BSTT*ZZ
B1SS=T1SS*ZZ
GISSETC1SS*ZZ
B0=B00*ZZ
GO=TCO*ZZ
GOS=G00*zzZ
XKN=K*CQ**(JRD=1)
RR2=EXP(-Q/(B1SS+X2S))*(X1+A1S8S)**0RD
RRI=EXP(-Q@/B1SS)*A1SS**0RD
DC1==X1/TH=-XKN*(RR2-RR1)
C VALVE TRANSFER FUNCTION
TVA=2.
DFCBA=(FCB-FCBA) /TVA
FCBA=INTGRL(DFCBA,0.0)
C MEASURING ELEMENTS TRANSFER FUNCTION
TME=19.
DX2B=(X2-X2B)/TME
X2B=INTGRL(DX2B»BST)
DX4B=(X3-X4B)/TME
X4B=INTGRL(DX4Bs»BGTY
NO SORT(X2S,X4S=X2B»X4B)
SAMPLERS FOR TANK & JACKET TEMPERATURES wrra
ZERO ORDER HOLD
IF(ABSCTIME=TIMEX) +LTo1-E- 05)Xx45= XAB

OO
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IF(ABS(TIME-TIMEX) c LT 1«E~-095)X25=X28B
IF(KEEP eNE«1 R« (INT(TIME/TSA+.0001)
ILEITIMI)GITO 1223
ITIM=ITIM+1
X25=X2B
X4S=X4B
1223 CUNTINUE
END
NO SORT(FCBsAX=X15,X2S55X4S5sDC1)
C CUNTRUL STRATEGIES BLUCK
AX=0.
GUTOC10,20530540550» 60,70-905100)5 INDEX
WRITE(2,99)
99 FURMAT(20Xs ******ERRIR IN INDEX®k%kx%k®)
STOP
C UNCUNTRULLED SYSTEM
10 FCB=0.
GATyd 80
C PROP CONTROL OF TANK TEMPERATURE
20 FCB=KC*X2S
GJTa 80
C PROP CONTROL JF JACKET TEMPERATURE
30 FCB=KC=*xX4S
_ GOTa 80
C FN. QF X28
40 FCB=(I0+I11)*VyC*X25/(G18S-G0+X48)
GJTY &0
C INVARIANCE FJR STEP IN TANK FEED TEMPERATURE
S0 FCB=BO*(I1+1/THCY*VC/C(I0*TH*(G1SS~G0~
1BOZ/CTH*I0)Y )
Gd TJ &0
C INVARIANCE FOR STEP IN JACKET FEED TEMPERATURE
60 FCB=GOS*VC/(THC*(G1SS-G0~G{JS))
GJTO 80
C INVARIANCE FOR STEP IN
C TANK & JACKET INLET TEMPERATURES
70 A1 1=B0/C(TH*I])
FCB=(GOS/THC+Al1*(]1+1/THC))*yC -
17(G13S-G0~-G0S-A11)
GUTO &40
C NONINTERACTING CONTRUL
90 AX=K(C
1001 TDTl=-AX*X2S .
TX3=(TDT1+(1/TH+10)*X2=-XKN*(RR2~ RRI))/IB:“
1-BO/CTH*10)
IFCTX3/ZZeLToe=8e «0QReTX3/ZZw GT-IU-JCGTDIOUZ
TDTCl=-AX*TDT1/10+C1/TH+I0J>*TDT1/10~ XAN$<;
1JRD*(A1SS+X1)**x(JRD~- 1)*DCI*EXP( Q/<8155+X2
2RR2*Q*TDT1/(B1SS+X28)*%2) /10
FCB-(-TDTC1+x2*I1-(1/THC+II)*TX3*GOS/THu
1 (TX3+G1SS-G0-GOS» s
IF(FCB«GT«(Be=FC o AND FCBo LT <150J—FC¥MT
1002 AX=AX/1.1 :




IFCAX.LT-1.E-062GATJ 1003
G TO 1001
1003 FCB=150.~-FC
1000 CONTINUE
GOTO 80
Cc LIMIT CYCLE
100 FCB=-KCx*xX] -
80 IF(FCBLT«(-FC+8:))FCB==FC+8.
IF(FCB«GT«(150+~-FC))FCB=150.~FC
END
NOSURT(E=URD?>
C ACTIVATIUN ENERGY
E=14.83 :
IF(ORD.EQ«0JE=12.445
IF(ORD.EQ.1)E=10.060
IF(ORD«EQ2)E=7-670
END
TC1=X485/22
TERMINATEC(TIME «GTeFTIMeJReT1«GT-30)
C REACTUR MASS AND ENERGY BALANCE
X1=INTGRL(DC15BCT>
BCT=BCTT/CQ
BBST=BST
X2=INTGRL(DT1,BBST)
BBGT=BGT
X3=INTGRL{(DTC1,BBGT?
DT1==-X2/TH+BO/TH=-(X2-X3)*I0~-DC1~-X1/TH
DTCI;‘X3/THC+(X2‘X3)*I1*(FCBA)*(GU‘X3‘GISS*GUS)
17VC+G0S/THS
T1=X28722
NOSORT(ORD,F>FCsT0>TC0>C0»T1SS5C1SS5TC1SS»
1INDEXsI0OD>KC>U>G00,BSTT»B00sBCTT>BGTT> FTIM.
2ISTEP,>TIME=1D .
Cc INPUT AND JQUTPUT.INPUT FLOW RATE IN CC/S»
C TEMPR. IN K & CONCNe. IN GMS/CC
I=1+1
I1Tim=0
JJd=0
- IFCI-GT.1)GOTA98
INPUT ORD
INPUT F>FCsT0,>TCO5CO
INPUT T1S8SSsC1SS>TC1SSsU o
TITLE'DYNAMIC BEHAVIOUR OF A CSTR FOR REACT. DRDERf}ﬁL
JUTECIURD e
OQUTECIFsFC»T0,TCO0-CO
JUTECIT!1SS»C1SS>TC1S8S»-U
9 INPUT INDEX»KC»BSTT»BCTT-BGTT-B00.-G00>~
1TIMEX> FTIMLISTEP>TSA
TIME=TIMEX
QUTPUT °*INDEX=',INDEX
CALL HEADCINDEX)
IF(INDEX-E@~2~GR'1NDEX-EQ-3)WRITE(2:113>KC
113 FJRMATC(I0Xs '"KC="'5E135)
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11
112
g11

115
114

C

IF(BOO'GT'IGE‘U9>WRITE(2;III)BOU

IFC(GO0«GT.1.E~ 09)WRITE(2,112)G00

FORMATC(10Xs "STEP IN TANK INLET TEMPERATURE:*>F6.2)
FORMATC10X5 *STEP IN JACKET INLET TEMPE.:'5F6.2)
CONTINUE

END -

JUTHD*TIME® :125,'T1';IZS:'CI',125:‘TC1':125,
1'FCB*

Nd SURT(=TIME:T1:C1:TCI:FCBA:AX)
IFCIO06.-NE-1)GOTY 114 .

JUTECI TIME,T1sC1-TClsFCBA

IFCINDEX-EQ- BIWRITE(2,115)A%
IFCINDEXEQ.9)CALL MINMAX(JJ:TI:TIME:CINT)
FORMATC(1H+5 68X51PG13:5)

CUNTINUE

END

Cl=X1%C0

BGT=BGTT*2ZZ

INTEGRATION PARAMETERS

INTINF

AlLLGIRKFS

INDVAR: TIME

Cl:CINT=20

STEPS:ISTEP

END

REPEAT

END

SUBROUTINE MINMAX(IsTClsTIME,CI)

C SUBROUTINE TO FIND AMPLITUDE DURING

C LIM

1010

C SuB

1
100

2
101

IT CYCLE STUDIES

DIMENSIJN xXMAX(3)

I=1+1

T=TIME=-CI

AMAX(IJ)=TC1

IFCI.LT«3) RETURN

IFCXMAX(2) e GE « XAMAX (3) c AND « XMAX (2) « GE « XMAX ¢ 1))
LWRITEC(651010)XMAX(2)5T
FDRMAT(SX:'T1='JE14-7:' AT TIME='5E9.25, *SECS ")
IFCXMAXC2) s LE « XMAX(3) s AND « XMAX(2) e LE « XMAX (1)
TWRITECE, 10102XMAX(2),T

AXMAX (1)X=XMAX(2)

XMAX(2)=XMAX(3)

I=2

RETURN

END

SUBRUUTINE HEADCIND)
ROUTINE TO WRITE TITLE

GUTIC 152535455565 75859)51IND

WRITE(25100)

FORMATC10X5 "UNCONTROLLED SYSTEM*)

RETURN

WRITEC(2,101)

FORMATC(10X5 "PROPORTIONAL CONTROL UJF TANK TEMPERA

o X [ P



RETURN
3 WRITE(2,102)
102 FURMATC(10X, *PROPORTIUNAL CUNTRUL UF JACKET TEMPERATURE ")
RETURN

4 WRITE(2,103) : :
103 FUORMATC10X» 'COOLANT RATE FUNCTION OF TANK TEMPERATURE ')
RETURN
S WRITE(2,104)
104 FORMATC10X>'INVARIANCE CONTROL FOR STEP IN °
1, "FEED TEMPERATURE*)
RETURN
6 WRITE(2,105)
105 FORMATC(10X» *INVARIANCE CONTRUL FOR °
1>"STEP IN COULANT TEMPERATURE ')
RETURN
7 WRITE(2,106)
106 FORMATC(10Xs *INVARIANCE CUNTROL FOR STEP®
1>, *IN FEED AND COOLANT'/20X, 'TEMPERATURES ')
RETURN
8 WRITE(2,107)
107 FURMATC10X> "NUNINTERACTING TYPE CUNTRUL ™)
RETURN
? WRITE(2,108)
108 FORMATC(10Xs'LIMIT CYCLE STUDIES®)
RETURN
END
FINISH
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17
1
12
- 13
20
21
24

27
€5

67
€8
72
72
75
95
96
97

110
11
129
130
131
132
133
147
148
150
151
152
153
1S 4
155
157
16,2
80
15
220
o5
217
°18
220
00
23
249
25
251
253
255

A.1.6 BASIC PROGRAN FOR ON-LINE WORK

A.1.6.1 EXECUTIVE PROCRAM

DIM AC13Y,B(122): KEM INITIALISATION:Iés17=¢
INPUT BC120):ACRI=12AC1)I=31A(2)=2: AC3)=30:1 AC4)=33:A(S)=2
ACEI= 1T ACTISA(BISACIIACIRISACTIYI=QRIACIZY)SAC1I3)=
GOSUE 9¢2:19,I8=¢:Jé=4
PRINT "INFUT TANK FLOVW RATE IN LTR/MIN®:3: INFUT F1
PRINT "INPUT JACKET FLOW RATE IN LTR/MIN®;: INFUT F2
REM TRANSFEK SECGMZ2 T0 CORE FROM DISK: (GOSUB 1680
FS=F2%x |QQQ/EC: B(9C)=Q:=¢
REM SET JACKET FLOW: GOSUE 12¢0: GOSLB 9@85:U=.37E-21
REM SCAN & PLOT THEORKETICAL HEAT GN. & REM.: GOSUB £5@@
FOR J7=1,J¢é: GOSUB 1é20: GOSUB 900@:Ié=1
REM SET IMMEKSION HEATEKRS: GOSUE 2200
FEM HEAT TREANSFER COEFFICIENT:U=FS* (TI3-T2)%. 1E-C2/C¢T1-13)
REM TRANSFER SECGM1 FROM DISK 10 COKE: GOSUB 1550
REM PLOT MEASUKRED \VALUES: GOSUB 69¢¢
IF J7<>J€é THEN 11¢@
C(I=1:C(8)=1:C(E)=45:B(15)=3: GOSLE 5900
C(TY=4:EC15)=5: GOSUE S59¢¢
REM OUTPUT S£.S. VALUES 70 THE SCREEN: GOSUB 912@
16=¢: GOSUEB 3¢2@: CGOSUB €25
NEXT J7: GOSUEB 95€@:B(15)Y=¢é: GOSUB 59¢¢: GOSLB 1é0@
INPUT [7: ON I7+1 GOTO ¢é5,2€,129,131,8¢¢
REM SCAN AND PRINT WITHOUT PLOTTING:16=€: FOK J7=1,18
GOSUB 92€5: GOSUB 919@: GOSUE 202@: NEXT J7¢ GOTO 111
REM THIS LINE IS USED BY CONTROL SUBRQUTINES
JE=J:HI=2*A(@I*(A(2)~-1):H2= ée St H=HI9+H2
REM STORE S.S. VALUES:S1=C1:82=T1+273.1:83=T3+273-1
PRINT *"TYFE OF CONTROL"™3: INPUT K1
IF Ki1<>2 THEN IF K1<>3 THEN IF Kl1<>9 THEN ¢&90
PRINT "INPUT P. AND I. VALLES*"3: INPUT K2,K3: GOT0 &2¢
PRINT ¢ PRINT "EXFT. NO:";BC12@): PRINT "RVe. OKDER:"301
PRINT "FCL/MY):s "3 F1, " "FCCL/M)2 3 F2: FRINT "10:'s 1€, "TC08: ;s
PRINT T2: PRINT *"SeS. VALUES™3;S15S25;S3: CGOSUB €225
PFINT *"CONTROL STRATEGY'3;Kl1: GOSLE 9@2
I7=1: CALL (8,5, 17,EB(91))Y:E(92)=4:T=-H:E(19)=0:12=3
FEM STAKRT QOF TEANSIENT KRESPONSE STUDIES
Té=1:T=T+H: GOSUB 9€@5:EBC122)=¢€: CALL (9,EC12@0),HZD
GCOSUE é99: GOSUEB 7¢0@: IF (FS+F3)<@ THEN F3==F5
IF (FS+F3)>15@ THEN F3=15€-F5
FEM JACKET FLOW KATE: F2=(FS+FR)% €L/ 16€0 o
GOSUE 1@0¢¢: GOSUE 2¢¢@: 1F (B(89)-T)>. 1E-Q02 THEN 162
IF B(9@)=1 THEN 222 :
B(89)=@:E(9@Y)=1: GOTO 155
B(18Y=1: GOSUE 4@g@:EC122)=1: CALL (9, BC(120)sH2)
HOo=H2*2@/180C: H=H2+H9: IF T<Z(g)=-.1E-22 THEN 1&g
FEM END OF TRKANSIENT RESPONSE STULIES
E(9¢)=@:17=1: CALL (8,17,B(92)): GOSUE 95@€¢
INPUT B(9C)Y: E(89)=¢(
CN EB(9¢) GOTC 155,2%535, 147,255
E(9¢)=¢: GOTQ 155
END ¢ KEM ENL OF MASTER SEGMENT
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¢ FEM OUTPUT STATE VARIAELES TO PAPER TAFE: GOSUB 9¢¢
g2 PRINT Tes s "3 T1s","s5Cl: PRINT T25%5 "5 T33", "3 (F3+F5)
510@ GOSUEB 9¢22: RETURN

511 FEM

w0¢ PRINT "TIME FREOM WHICH GRAFHS TO BE PLOTTED":

@1 INPLT EBE(89): PFINT "INFUT SIMULATION TIME™:

e INFUT Z(@):A9=INTL(Z(R2)/12€+. 1E~-22~ 13

c¢3 PRINT “INPUT MIN,MAX & NO OF DIV. IN T1 GRAPH";

@ 4 INPUT BC1D),BC(2), BE(9):tE(II=E(I)~-1

05 PRINT "INPUT MIN,MAX & NO OF DIV. IN TC1 GRAPH";

Q@ E INPUT B(3),BC4), BC12):BC1@)=EC1@)-1

e PRINT "INPUT MIN-MAX & NO OF DIV. IN C1 GRAPH";

@8 INPUT BC(S),BCE)>BCI1):ECIII=BCL1Y-1

&9 GOSUE 90@2: IF B(9€>=3 THEN 154

612 GOTO 151

698 FEM

€99 PEM CONCe SIMULATOR:X1=(C1-5S15/CC

700 X2=(T1+273.1-S2)/¢20:X3=(T3+273. 1-53>/¢€0C

721 IF B(9@>=1 THEN 725

70 1F T<>@ THEN 725

7¢+3 PRINT "INPUT INITIAL CON. DEVes: INFUT X1:X1=X1/C¢@
°S CAaLL (7,01, Fés E>C0s 825,815 X15X25J35F35s FasHs J4,J5)
e6 Ci=X1*xC@+S1: RETURN

8@ PRINT "INPUT TEMFR. AT WHICH CONTROL 1S DESIKED™;
]2 1 INPUT Tlslé=1: GOSUE 30e¢

8r2 T3=(U*xT1+F2%T2/¢€@)/(F2/7¢é@+Ud:17=3: GOTO 13V

899 FKEM X

9909 REM SET SNSW4 ON:B(91)=1: GOTO 9@4
%P2 KEM RESET S$NSW4:B(91Y=¢

9¢4 I17=0: CALL (8,17,E(91)): KRETURN

95g¢&6 REM

10¢@ REM KOUTINE TO SET JACKET FLOW RATE

902 IF F2<=2.3 THEN €l=-1.41542%¥F2+9.54589

1204 1F F2>=7.5 THEN Gl=-.583999*F2+7.21557

1206 IF F2>2.3 THEN IF F2<=5 THEN €1= -.825452% F2+8. 13453
¢e8 IF F2>5 THEN IF F2<7.5 THEN @ =4 49 3939% F2+ € 46235
1212 C€1=Q1%.32767E€5/10:N=8

1612 KREM SEND SIGNAL TO CHANNEL 2: GOSUB 9080
214 RETURN
1216 REM

1S7@ REM TO TRANSFER SEGM1 FROM DISK TO COKE: 8(119)—-15323E@
22 B(11S)=1:BC11€)=1:BC117)=1:BC118)= 9216:17=1 .
1584 CALL (6:8(115):8(116);8(117),8(118318(119):?7)
15¢¢ IF F7=0 THEN RETURN

1519 PRINT "ERROF NO*3 F7; "TRANSFERRING SEGM*"sI17: STOP
155¢ REM T0 TRANSFER PART OF SEGM1 FROM DI 3K TO COR
1552 BR(119)=.1228¢E@S: GOTO 15€2 .
160@ KEM TO TRANSFER SEGM2 FROM DISK T0 COKE: I7~2'
1602 BC11S)=1:BC11€)=7:BC117)=1:EC118)= 9216
1604 B(119)=.1228¢E£5: GOTO 1364
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oQ2@® FEM SUBRCULTINE 10 SET IMMEKSION HEATERS: CIM Z(3)
op@1l  GOSUR 3eee

og@2 1F H2>5¢@ THEN 220¢

o4 Z(1)==e153234E-05:2(2)=.19703¢6E-€2:2(3)=.340653

PNS GOTO 285¢

oppé IF H2<24p@ THEN 2¢1¢@

SPP8 Z(1)=e €TSB2LE-Q6:Z(2)=-029€99TE-22:2(3)=5.20372

;g9 GOT0 2052 :

op1e  Z(1)=@Q:Z2(2)=.5¢393E-03:Z(3)=.7381¢€5

opS@ C1=ZC1)*H212+4Z(2)*H2+Z (3D

AS2  (1=01%.327€7EQS5/3.1415:N=4

opSs  KEM SEND SIGNALS TO CHANNEL 1: COSUEB 960¢

pSe  KETURN

2058 REM

3003 REM FEACTION KINETICS ROUTINE

3p@2 FREM **REACTICN FAFAMETERS** C@=.C2; DH=30,K=2000

ves REM  y=173¢¢,\C=8532

12 FEzF1*10Q0/€0:J8=F£:CL=.2E-01

AR1S  J9=200@*. 1 T3ECS*EXP(-E/ (. 198E-£2¢x(T1+273. 1))

POl Hes(UxT1+F2%xT12/7€0)/(F2/7€@+U)

AADD  H4z= L. 18¥ % (FEx(T1=-TR)+10C@*¥U*(T1-H4)

@23 FREM HEAT KEMOVAL

3004 H3= 4. 18% 1CQC* (F1*(T1-TE)+F2%(13-12))/ 60

2225 KEM HEAT GEN.:H1=32%C1101%J9% 4. 18%1€00:H2=H1/3

o7 IF l1é=1 THEN FETURN

3230 PRINT "HEAT INPCWY:'3HI1, "HEAT OUTCk):"5H3

¢3S PRINT "Cl=*3Cls3;"CM/CC": KETUFRN

30 4@ KEM - ,
/¢4@ FEM ROUTINE FOF PLOTTING & OUTFLT TRANSIENT RESFONSE
4922 B(19)=B(19)+1:B(92)=E(92)+]

404 1F E(92)>2.2 THEN GOSUE 50¢€

AP1R  Y1=3P:Y2=45:B(T)=@: B(8)=15¢:BC12)=3

00 I1F B(18)<>1 THEN 4@25

4000  J1=Y1+(Y2-Y 1) *(T1-EC1))/(B(2)-BC1)): GOTO 4270
£25 I1F B(18)<>2 THEN 4@35

B3¢ Jl=Y1+(Y2-Y1)*(T3-E(3))/(BCL)-EC3))

4035 IF BC18)<>3 THEN 4@45

040 J1=Y1+(Y2-Y1)*(C1-B(S))/(ECE-ECS)

445 1F ECI8)<>a THEN 4270

4050 J1=Y1+(Y2-Y1)*(C(FS+F3)=-B(7))/(B(8)-B(T)) e
470 GOSUB S@@e:E(18)=BC18)+1: IF B(18)<4e2 THEN 4020 -
Q87 GOSUE 1é¢@: FETURN e i
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FEM PLOTTEK FOUTINE: DIM CCT7)
EC1E)=0:RBC1T)=150Q:B(15)=1

CC1)=@:CC4)=0: IF B(18Y>1.1 THEN 5030

IF BC19)>1.1 THEN 5S@3g
C(2)=37¢0:CCL)=€+2%(Y2-Y1): GOSUE 59¢p

B(15)=2: GOSUE 59@¢¢

IF BC18)>1 THEN 5Sg32
Pl=4@00:P2=5:Y4=B(2):YéxE(1): GOTO SE5¢

IF BC18)>2 THEN 5237

F1=1950: P2=5:Y4=B(4):Y&4=RB(3): GOTO 5SB50

IF BC18)>3 THEN 5@42
P1=4CQ:P2=é+Y2-Y1:Y4=BCE):YE=E(S): GOTO 5250
F1=195C:P2=¢+Y2-Y1:Y4=B(8):Y6=B(7)

IF B(19Y)>1.1 THEN 5100

GOSUE S80@
CCPY=3:C(S)=T*15Q2/Z(@Y+F1:C(&)=J1i=-Y1+F2

IF BC19)<1.1 THEN S115
BC15)=3:CC@)=1:C(S)=ECI121+(EC18)-1)%2)
CCe)=R(1P2+(B(18)-1)%x2): GOSUB 59@¢
C(@d>=3:C(S)=T*1500/Z(@)+P1:C(&)=J1-Y1+F2: GOSUB 59@0
BC1l@1+CBC18)=-10%2)=CC St BC1@2+(BC18)-1)%2)=CC &)
IF T<Z(@)-.1E-@1 THEN 5200

C(5)=P1-2€@Q: IF BC18)=4 THEN C(5)=F1+1450

IF B(18)=2 THEN C(S3)=P1+140¢

IF B(18)>=3 THEN C(S)=P1-400

CCE)=Y2-Y1+P2-1: GOSUB 55@5: PRINT Y4:C(5)=F1-295
CCEY=(Y2+Y1)/2-Y1+F2: IF BC(18)>2 THEN 513¢
C(5)=P1-22S: IF BC(18)=2 THEN C(S)=F1+ 1548

GOSUE S55¢S: PFINT “DEG":C(6)=C(&)-2: GOSUB 5585
PRINT * C":C(S)=P1-2£0

IF B(18)<>3 THEN 5135

C(5)=P1-295: GOSUB 55@¢5: PKINT "GM/CC*

IF BC18)<>4 THEN 5142

C(S)Y=F1+155@: GOSUB 55@5: PRINT *"CC/S™:C(S)=FP1+138¢
CC&)=P2: IF BC18)=3 THEN C(S)=F1- 420

IF BC18)Y=2 THEN C(S)=Pil+ 1420

GOSUE 55¢5: PRINT Yé: FOR Gl1=1sA9
C(S)=P1+Q1*102%x15Q0/ZC(@>: GOSUB 552@: NEXT €1
CCE)=P2-2:C(S)=PF1: IF B(18)>2 THEN 5170

GOSUE 55@5: PRINT "@'":C(S5)=P1+450: GOSUB 5585
PRINT "TIME(CSECS)*":C(S)=P1+128@: GOSUB 555

FRINT Z(@): GOSUB 53@¢: IF E(18)<4 THEN 5220
GOSUB 55¢@: PRINT “TANK TEMPERATUKE'™: GOSUB 550€
PRINT “JACKET TEMPERATUKE"™: GOSUB 55€0

PRINT "TANK CONCENTRATION": GOSUB 558

PRINT "JACKET FLOW RATE":B(1S5)=6é: CGOSUB 596€: PRINT
PRINT : PRINT : PRINT : PRINT ¢ PRINT ¢ RETURN

RETURN
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EC(15)=3:CC(@2)=1:C(S)=F1+EBC16)

FOKk I3=1,EB(8+BC1I8)):CCEI=F2+I3%x(Y2=-Y 1)/ (E(S+EBC(I8)Y+ 1)
GOSUE S4@@: NEXT I3: KETUERN

GOSUB 59¢0:C(@)=3:C(5)=P1+E(1&)+308: CGOSUB S9%¢@
C(@)>=1:C(5)=Pl+BC16Y: RETURN

BC15)=4:C(7)=¢: GOSUE 590¢

REM

REM OUTPUT CHAKACTERS ON SCKREEN:B(15)=3:C(@)=1

GOSUB 59@@2:B(15)=5:C(7)=2: GCOSUEB 59¢#: RETURN

REM

KEM DRAW WINDOWS:C(@)=1:BC(15)=3:C(5)y=P1:C(e&)=P2

GOSUB 59@@:C(2)=3:C(5)=BC17)+Fl: GOSUB 59¢0
Ceéer=yYe-Y1+P2: GOSUB 5900:C(5)=B(1¢&)+F1

GOSUB 59¢0:C(6)=P2: GOSUE 590@: KRETURN

REM

CALL (7,EBC15),C(@)Y): KRETURN

REM

FEM KOUTINE T0 CALCULATE THEORETICAL HEAT

REM GENERATION & REMOVAL:EBC(11&)=Tli:lé=1
T1=T@+4:BC12)=0: FOR IS5=1,6€:T1=T1+. 4 GOSUB 3¢@@
GOSUB €é8g@¢: IF 1I5=1 THEN €218

IF SGN(H1=-H4)=SGN(HS) THEN €218
BC12)=EB(12)+1:HS=H1-H4s:E(B(12)+12)=T1

B(B(12)Y+16)=-1: IF HS<® THEN E(B(12)+163=1

HS=H1-H4: NEXT IS:Ti=BC(116):1é=0: RETURN

REM

KEM ROUTINE TO PRINT THEOR. OP. ,FOINTS

FRINT * THEQO. OP TEMP.:™: IF BC13)=00 THEN KETURN

FOR I5=1,EB(12): PRINT BC12+I1I5)s

IF BC1é+15)<>1 THEN PRINT "U.Se "

IF B(16+1I5)=1 THEN PRINT 'S¢ Se®

NEXT IS: RETURN :
FEM FLOT1 HEAT GENERATION ANL KEMOVAL CURVES: COSLE 1502
CC1)=Q:CC&L)=1QR:EC15)=1:C(2)=182:C(3)=¢: COSLE 59¢0
EC(15)=2: COSUE S9@C:FP1F2,E(1T)sY1=50:Y2=100

B(l1eé)=¢: GOSUE Sg¢@: GOSUE ¢@eg@¢: KRETURN

KEM :
C(SI=(B(92)=-(T@+4))%*S2/3C+5@: CLEY=(E(91)=-18C0)* S0/ 8CL0+50
GOSUR 59¢@: RETURN
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B0e EBC19)=EC19)+1: IF H4<182C THEN H4= 1800

|2 1F BC19)=1 THEN €8¢8

6804 FOR Q1=1,2:C0(2)=1:B(92)=T1-.4:B(91)=B(88+Q1): GOSLB 6720
gee B(92)=T1:C(@)=3:B(91)=H1: IF ©1=2 THEN B(91)=H4

Be7 GOSLB €708: NEXT €1 :

6808 B(89)=H1:E(9@)=H4t KRETUEN

€819 REM '

€90@ KEM  PLOT EXPFTLe SeSs¢ VALUES:B(92)=T1:B(91)=H1:C(@B)=1
&2 B(15)=3: GOSUE 67€2:E(15)=5: GOSUE 59@€@: PRINT """

©p4 BC19)=@: ERKETUEN :

69r¢é REM
7080 REM CONTROL SUEROUTINE
8999  FEM

9¢9p@ REM SEND DIGITAL OUTPUT 10 AVALOG CHANNELS

9¢@P2 CALL (5,DsN,Q1):N=0Q: CALL (5,DsN,C1): KETURN

QP4 REM .

9¢2S REM SCANNING ROUTINE:EC119)=0 ‘

9¢P7 CALL (1,AC(@Y,B(@Y): CALL (2):B(119)=BC(119)+1

Q1@ IF B(119)=2 THEN 9050

9040 B(115)=B(33):E(116)=B(3@):B(117)=B(32)

9042 B(118)=B(31): GOIO 9¢07

9¢SE TE=C(E(33)+E(11S))I%97/204€: T1=(B(3@)+B(11€))Y*¥95/ 2846
9QS2  T2=(B(32)+B(117))%94/2046: T3=(B(31)+BC(118))%94/ 2046
¢S54 RETURN

91¢Q PRINT "“F=";Fé&s"FC='";3FS :

9101 PRINT "T@2="3;T@:"TCR="3T12:"T1="3T13"TCl="37T3

P2 U=FS*(T3-T2)*« 1E-02/(T1+=-T3)

9104 REM
95@@ REM CALCULATE TANK FLOW KATE
9502 Q1=((127-ACTII*B(SEI+B(49))/ACD) : .

95Q4¢ FT7=Q1%.29¢€448E-Q1+.£78844

95@S IF F7>3.5 THEN F7=C1%.340529E-Q1+.325588
95@8 PRINT "MEASURED TANK FLOW RATE IN CC/5';
9512 PRINT F7x100@0/¢é0: KRETURN
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A.1.6.2 REACTION ORDERS

3065
3019
N

3005
k20

3225
K ¥-a%

3085
3619
3020

KEM **xkOkDER==-1%%:01=-1:E=14.83
[F Jé<>3 THEN C1=SCRC(JIB*COIt 2= £4xJB*xJI)
IF J6<>3 THEN Cl1=Cers2+C1l/(2%J8)

KEM ORDER=@*%:01=¢:E=12. 445
IF Jé<>3 THEN C1=C@-J9/J8

REM **QRDER=1**:01=1:E=10.0¢
IF Jé<>3 THEN Ci1=J8xC2/(JB+J9)

REM **%ORDER=2%%:01=2: E=T« &7
I1F J6<>3 THEN C1=SQR(J8t 2+ 4x JB*x CL*J9)
IF J6<>3 THEN Cl1=(-J8+C1)/(2%J9)
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A.1.6.3 VARIOUS CONTROLLER EQUATIONS

131 SS=T2+273.1:54=T€+273. 1

79002 IF Ki>< THEN 7¢€5

78¢3 ON K1 GQOTIC T€15,7€¢25, 703557045

7265 ON K 1-5 GCTO0 7€5557€€55, 7¢85, 7295, 71¢5

701 4 KEM
7615 REM UNCCNTRCOLLED SYSTEM:F3s Fa=@: KRETURN
el kEM

1025 KEM  FPRCFORTIONAL CONTROL ON TANK TEMF.
7007  F3=K2%X2:Fe&=@: RETURN

7030 FKEM

7¢34 FKEM  FREOFPORTIONAL CONTROL ON JACKET TEMF.
7035 X3=(T3-S3+273. 1)/6¢Q:F3=K2*X3sFa=@: KETURN
7737 KEM

7043 KEM COCLANT FATE FUNCTION OF TANVK TEMFF.
4SS  S4=S3+T3-S3+273. 1-S5: F3=(853@/« 1TIEES+1)*L
70S@ F3=F3%(T1+273. 1-82)/(S4xe 1E-¢2):F4=@: KETURN
752  KEM ¢

7063 KEM  INVARIANCE FOK STEF IN TANK FEED TEMFke
TRES SE=TC+273e 1-S4:F3=2585-S3+. 1E-Q2%xSéxFeé/UtF4=0
TQ0T¢  F3=-SéxFé*e 1E-0O%(10Q0+FS/7UY/F3: IF Sé<@ THEN RETURN
7¢792 IF (F3+FS)>¢ THEN  KRETURN

7273 KEM ‘

774 RKEM  INVARIANCE FOFR STEF IN JACKET FEEL TEMFRe.
707S  $4z273.1+T12-$5: F3=S3-585-S4:F3=S84%xFS/F3

7077 1F S4<@ THEN  RETUERN ‘

7078 IF (F3+FS5)>@ THEN kKETURN

76719 F3=15@-FS: FETURN

7081 REM

7293 FRKEM LIMIT CYCLE STULIES

7095 X1=(C1=-S1)/C¢:F3=-K2%X1:Fs4=¢: RETURN

7097  KEM ‘

713 FKEM INUVAFIANCE FOR CHANGES IN TANK & JACKET
7104  KEM  INLET TEMFFR.

TIPS S6=(T0+273e 1-S4) 1 F3=S€*xFEx(1+FS*ke 1E-€22/0)

711¢ S7=T2+273.1-SS:F3=ST*F5+F3:F4=0

7111 F3=F3/(S8S3-55-87-S¢xFexe 1E-22/7U): RETURN
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A.l1.6.

131

134

135

708 4
7785
708 ¢
7888
7049
7699
7893
7897
7100
7200
7202
7203
120 ¢
7205
720 ¢
7207
7208
7210
1212
7298
20e
72305
7307

4L DECOUPLING TYPE CONTROL OF TANK TEMPERATURE

BC37)=e 173ECS/FEtEC39)=20LE*CET (O 1=1):84=TP+273. 1
SS=C12+273. 1) /600 bB(38)=0/ 1743t ECLEY=(FS+U* 1€QE) /8532
BC36X)=C(S1/700) 101 *EXF(=E/Ca 198E-0S%55))

FEM

FEM  LECCULFLING T1YFE CONTEROL

FEM  INTTIALISATION: GOSUE 720¢

FEM  TTERATION:EBCL9)=F( £3)%K(S@)+E(22)

IF (EC249)=-(S5-23/7€00) )% (8-EBC49)/€0¢)<@ THEN 7093
GCSULE 72@C: IF (F3+FS)*(1S¢=-F3-F%)>¢ THEN REILEN
BCSOI=ECS2) /1.1 IF ECS@)>. 1E-04 THEN TES88

F3=15%@¢-FS: FETURN

REM

BCL1d=(X1+S51/C) 1 O1*EXF(=-E/Ce 198F-CO%k(XE*ECE+52)))
FCe2)==-X1/7B(37)-B(39)%x(E(41)=-E(3&)): B(SE)=s TE=¢D
F(43)Y=-X2/B(3&)Y

FCeed)=(C1/7BC3T)+EF(38II*XZ2-E(39)%x (b(41)-B(3€)))/B(38)
BEC2ad)=bE ()= (10+273e 1=-S4)/7CEQCC*EC3TI%BE(38))

FCaS)=(1e 188%(X2+S2/7€CC)12)Y%xE(38)

FC4S)==X2%¥ (1 /BE(3TI+E(38))/B(38)+ X0k BC 41 )*B(39)%E/B(25)
FCa€)=-01*EbECa2)*EC 4104 EC(39)/CRC38)*(S1/7LE+X 1))
BECeg)=Xo*xU/8.532: RETURN A
FEM T
KM CALCULATION OF (OOLANT FLOW RATE e
BEC47)=-EBC(S@)t 2% B 43Y+ECLS)*E(SEY+ B 4€)
FR3=(-RCa7)+BCA8)- RO L@)Y*BE(49))%8S32/ (B 49)+ S3/766¢¢-55)
RE TURN " :
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A.l.7 PROGRAM FOR PLOTTING EXPERIMENTAL AND TOTAL
SIMULATION RESULTS

5 EB(29),B(19),C3=0

17 DIM ACI3)sEC122)

11 REM GET SCALES FOK THE FLOTS: GOSUE 620

19 REM OPERATING POINTS :

20 KEAD S515,82,83: [LATA 32¢395.19124E~01521.24

159  FEM  FEAD RESULTS FROM TOTAL . SIMLLATION FROGKAM
1€ Té=1: INPUT T57115C1,T3:J3=1:F5=¢

162 T1=T1+S1:¢C1=C1+82:13=73+53

219 FKEM  PLOT SIMULATION VALUES

22 BC18)=1: GOSUE 4¢¢e: LF T1<Z@-2 THEN 1¢€0

21 REEM  FLOT CURVE FIT: GOSUB 8999:B(19)=. 1E08
22 FkEM REAL EXPTLe. VALUES & FLOT: INFUT T: INFUT N8s11sC1
23 INPUT N8, T3,N8:BC18)=1: GCOSLE 7¢00@

225 IF T<zZ@-2 THEN 222

206 FEM  EXIT FROM GRAFHICS: GOSUE 5182

235 FEM END OF MASTER: END

237 FEM

2@ PRINT "INFUT SIMULATION TIME®'3;: INFLT 20

21 FRINT "INPUT MINLMAX & NO OF DIVe IN'T1 GRAFH';
@2 INPUT EBC1),E(2),B(9):RB(9)Y=B(9)Y~1

£33 B(9)=E(9)-1

é04 PRINT "INPUT MIN,MAX & NO OF DIVe IN TC! GRAPH':
@S INPUT BC3),ECa), BCIQ):BCI@Y=BCIRY~1

e PRINT "INFUT MIN MAX & NO DIV.e IN C1 GRAFH':

@7 INPUT BC(S),BCEY,BCI1):BC11)=BC11Y-1

608 A9=INT(ZQ/12@+. 1E-02-1): KETURN .

€11 INPUT E(S)LECEI>BCII):EBCII)=ECI1I)=-1: KETURN

é12  FEM

4009 KEM  PLOTTING KOUTINE:ECI9)Y=E(19)+1

@1 KEM FIND TIME FERIOD OF OSCILLATION: GOSUB 495¢
@02 IF BC(19)=5 THEN 40@4

4003 IF BC19)<>3¢ THEN IF EC19)<>55 THEN 4610

L4 E(29)Y=B(29)+1:B(29+E(293)=T:B(32+B(29)>=C1

405 BO35+B(29))=T1:EB(38+B(29))>=1T3

L210 Y1=3@:Y2=4S:B(7)=@:E(8)=15@:B(12)=3

42 1F BCI8Y<>] THEN <4g24

4022  JI=Y1+(Y2-Y 1) (T1-EC1))/C(B(2)-EC1))

@24 IF EC18)<>2 THEN 4£35S

4R3Q  J1=Y1+(Y2-Y )% (T23~-B(3))/(B(4)Y-E(3))

435 IF EC(18)<>3 THEN 4045

GR4F  Jl=Y1+C(Y2=-Y1)*(CI=-B(S))/(ECEY-B())

QDaS  IF BC19)>.9FE¢¢ THEN 7¢Q2

373 GOSUER SCO@:BC18)=B(18)+1: IF EB(18)<3.2 THEN 4£20
48302 RETURN
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L9 LG
K50
4951
46952
4953
984
4955
L95¢
49 58
spee
%15
517
Sgee
2
S¢30
Se3t
32
5¢:35
g 4@
2258
3051
2952
5859
056
s1e¢e
5101
S11@
S111
5112
5115
511¢
S117
5118
5119
512¢
51298
5127
5128
5179
5v30
8132
3138
5137

FEM TIME PERIOL OF OSCILLATION

IF FC19)=1 THEN C2=T71

IF BC19)Y=2 THEN E(28)=SCGN(11-C2)

IF B(28)<{¢ THEN 4955 '

IF Ti1>C2 THEN I'F C3<C2 THEN w=2%3.141/1
GOTC 495¢

[F T1<C2 THEN IF C3>C&2 THEN bk=2%3.141/1
C3=11: FETULERN

REM

LIM CCOTYsBCIE)=@:ECTITI=15QF:BC15S)=
CC1)=@:CCay=¢: IF BCIBY>1.1 THEN 5S(3¢
[F EC19)>1.1 THEN S¢3¢

Ce2)=3700: CCa)=¢+2%(Y2~-Y1): GOSULE 959¢e@
BEC15)=2: CGOSULE 5S9¢e

[F BECIB)>1 THEN 5@32
Fl=400:F2=5:1Y4=EB(2):Yé=bB(1): G010 5S@s5¢
IF BCIE)>2 THEN 5¢4ag . ‘
F1=195Q:F2=5:Y4=E(4):YE=B(3): GOTI0 5858

- P1=120Q0:FP2=6+Y2~-Y 1:Y4=E(EY:1YE=B(S): CGOTO0 5256

IF BC19)>1.1 THEN 51€0

CC(@)=1:EC15)=2:C(5)=F1:C(&)=F2: GOSUE 59¢0

Ce@d=3:CC(3)=BC17)+F1: COSUB 598¢€

Cl&ry=Y2-Y1+F2: GOSUE 592@¢:C(S)=kEC1&)+F1

COSUE 590@:CCédr=F2: GOSUE 59¢¢
Ceed=3:C(8)=T*x15¢@/2¢+F1:CC&)=J1-Y1+F2

IF BC19)Y<1.1 THEN S115
BEC15)=3:C(@)=1:CC5)=BC1EI+(EC1I8)-1)%2)
CCer=pC1a2+(EC18)-1)%x2): GOSUB 59%9¢0
C(rr)=3:C()=T*x15¢e/2¢+F1:CCé)=J1-Y I+F2: CGOSUER 59¢@
BCI@I+CBECIB)-1)%2)=C(O) s BCIC2+(ECI8I-13%2)=0C &)
IF T<Z@-2 THEN 52¢¢

C(9)=P1-2€0: IF EBECI8)=2 THEN C(S)=F1+145¢

IF BC18)Y=2 THEN C(S9)=Fk1+144¢C

[F BC18)=3 THEN C(S)=F1-5€¢

C(é)=Y2=-Y1+F2-1: GOSUE 55¢5: FKINT Y4:C(35¥=F1-295
CCed)=(Y2+Y 1) /2=-Y1+F2: IF EC18)>2 THEN 513€
Ct5)=P1-225: 1F EC18)=2 THEN C(S)=F1+1540

SOSUE 55€S5: PFINT "LEG":C(é&)=CCé)-2

GOSUE SS@S: FFINT ' C":C(2)=F1-2¢€0€

IF BC18)<>3 THEN 5135

C(SY=p1-295: GOSLE SS€5: PRINT "Gu/7CLC"

I[F EBCI8)<>2a THEN 5142 : '
C(%)=P1+155¢: GCSUB 55@%5: FRINT "CC/S5":(C(D)=F1+138L
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5120 CC(é&)=F2: 1F BC18)=3 THEN C(S)=F1-5¢¢

5143 1F EC18)=2 THEN C(S)=F1+14¢0

5144 GOSUE 550S: PRINT Y€

8145 FOF ©1=1,A9:C(S)=F1+C1*1¢0*1506/20: COSUB 552¢
5157 NEXT ©1:CCé)=P2-2:C(S)=F1: I[F B(18Y>2 THEN S17¢
Sl GRSUE 5505: PRINT "@":C(S)=F1+45¢: CGOSLE 5505
51¢5 PRINT "TIMECSECS)*":C(S)=F1+128@¢: CGOSLE S55¢5: PRINT 2@
517¢ GOSUE 530¢: RETURN

5172 RKEM

5182 GOSUB 55¢¢: PRINT "TAVK TEMPERATURE"

5183 GOSUB S55¢@: FEINT "JACKET TEMFERATUKE"

5187 GOSUE S5¢@: PEINT “TANK CONCENTRATION®

5195 FE(1S)Y=6: GOSUE 59€¢: FRINT : FRINT : FRINT

2p@¢ KETURN

S30¢ E(15)=3:C(@)=1:CCS=F1+EC1€)

SapS FOR 1321, B(8+EC18)):CCE)=FR+I13%(Y2-Y 1)/ (B(8+BC18))+1)
s3¢é  GOSUB 54¢@: NEXT I3: FETURN

540¢ ROSUE 59¢2:C(@)=3:C(5)=F1+B(16)+3¢: GOSUB 5968
541@ C(@)=1:C(S)=F1+B(16): KETURN

554@  E(15)=4:C(7)=@: GOSLE S9¢@

S 95 E(15)=3:CC@)=1: CGOSUE 59@€:EC15)=5:C(7)=2

ss@e GOSUB 59¢@: RETURN

5500 GOSUB $5¢5: FRINT *!*: FETURN

5522 KEM
9@a@ CALL (7,EC153,C(@)): KRETURN
9e2 KREM

5299  KEM FPLOT CURVE FIT

£RQ@  FOR T=@52@,.2/7V

6R01 X=XC+X1#COSCW*T)+X2x SINCL*xT):BC19)=. 211
QE2 Y=BCES)+E(EEI*COSCLxTI+EBECETI*SINCR*:T)
(PR Z=B(EBI+Z1*COS(L*xT)+Z2* SINCL*T):T1=Y:C1=XK:T3=Z
ges  GOSUE 7Q0€: NEXT T

cepé REM

700¢ REM  PLOT EXFTL. VALUES

7001 FOR C1=1,3:B(18)=¢1: GOTO <«g1€

70@2 IF EC18)<>1 THEN 7€12

7025 Fl=z40Q:P2=5:Y4=E(2):Yeé=bCD)

7010 GOTO 7¢5¢

7012 1F BC18)Y<>2 THEN 7020

7015 Fl1=195¢:F2=5:Y4a=E(2):1Y¢=E(3): GOTO 7€3¢
70°¢  IF BC(18)<>3 THEN 7¢50

7120 Fl=12Q@:P2=é+Y2-Y1:Y4=E( &)Y E=E(D)

775¢  C(S) =T*15¢e/Z@+P1:CCéY=J1-Y1+F2

P52 IF BC19Y>.1E11 THEN 755

7¢53 GOSUE 55@5: PRINT "0": GO10 7257

70585  GOSUEB 55@5: PRINT 17

7057 NEXT €©l: RETURN
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FEM  CQETAIN THE HARMONICS OF THE OSCILLATIONS

FCR I=153:E(S1+(I=-12%3)=COS(W*xE(29+1))
BCS2+(I-1)2%3)=SIN(LxE(29+1)): NEXT I ,

FOR I=1,3:B(SC)=B(33+(I-12%3):BC(S3)=B(34+(I~1)%3)
ECSEY=B(3S+ (I~ 1)%3)
BCSP)=E(SEI-EC(S3) 1 BCERI=ECSI)-B(54)t B(&1)=RB(S2)-E(S59)
HOE2)=R(ES@®)-R(SE) T EC(EB3)=RB(S1)-B(ST): B(E£L)=B(S52)-KE(58)
BCEEI)=FBCERYX*BCEL)-BCEII*BCEL)

BCOEEI=(CE(SIIRE( EL)Y~ECE2YXRBRCEL) Y/ BCES)
ECETI=CRCSOI-EBCEEY*BCERII/BCEL) tBUESY=E(EEYXBCST)
BECESI=ROSRI-BCOESI-EBCETI®E(S2Y: IF I<>1 THEN 9@2¢

IF I<>1 THEN 9¢2@

XP=EC(ES) 1 X 1=RBUEE) : X2=RB(E&ET)

IF I<>2 THEN 9025

Y2=B(é&S):Y1=EBC(&E)Y:Y2=BC(ET)

IF I<>3 THEN 9@5¢

BCOEBI=BCES)Y 1 Z 1= EE)Y:Z2=RB(CET)

NEXT TeI=CeEBECESY=1: REM  SENL VALLES 10 FAFEF TAFE
CALL (B I,FCESY)Y: FRINT "X \VAL™;XE3A13X2

FPEINT Y VAL"3Y@s5Y13Y2: FREINT "Z VAL ECE8BYZ13Z2
FCESI=0: CALL (851, ECESIITECES)=YRIECEEI=YT1E(ETI=Y2
GCOSUE €Pe: FETUERN
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APPENDIX 2

FLOW CHART OF COMPUTER PROGRAMS




A.2.1 FLOW CHART OF PROGRAM A.1.3

START

READ CONSTANTS
AND
PARAMETERS

i
CALCULATE J
AT THe ORIGIN

IJK :
READ IN
B MATRIX
SOLVE JTA+AJ=-B

FOR MATRIX
A

CALCULATE
EIGEN VALUES/
VECTORS

Y
FIND LARGEST K.WHERE
T T o L
£ Af+x " Ax/10 =K ; VL< 0
AT ALL POINTS WITHIN

|

®




READ IN
RANGES AX,AY,
AZ

P

{
CALCULATE J AT
POINTS WITHIN
+AX , +AY ,+AZ

{
CALCULATE A
FOR ALL J
CALCULATED

FFIND LARGEST K
FOR EACH A &
CHOOSE A WHICH|GIVES
LARGEST VOLUME

L

5

4
MAXINISE VOLUNE BY
CHANGING Ith ELEMENT
OF MATRIX A BY
ap=a; (1+XMULT)

¢
I=I+1

XMULT=
LMULT/2




A.2.2 FLOW CHART OF PROGRAM A.l.L4

START

READ CONSTANTS
AND
PARAMETERS

¥

CALCULATE J
THE ORIGIN

Y
CALCULATE A
FROM

T A+AT=-T

READ K . & K
(MIN AND™*tax ™
LIAPUNOV VALUE

i

K

Lszip

| —

LALL ATO}
SURFACE

Af+xTAx/107
=K'T
Y

FIND V
THE

*OF £

S

G

3

T

OUTPUT SMALLES
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A.2.3 FLOW CHART OF PROGRAM A.l1.6

START

4
INPUT

FEED & COOLAN
FLOWRATES

Y

SET CONTROL

VALVE AND SCAN

VARIOUS CHANN-
-EQ§

¥

TRANSFER SEGM1
FROM DISK TO
CORE

¥

PLOT THEORETICAL
HEAT GEN. AND
REMOVAL

™~

Y

TRANSFER SEGMZ2
FROM DISK TO

CORE
v
SCAN AND PLOT
TANK
TEMPERATURE
- :

CALCULATE HEAT
GEN. AND SET
HEATERS

SCAN AND PRINT
TEMPERATURE T

VALUES
INPUT I

S

INPUT o
OPERATING TEMP




INPUT SIMULATION
TIME & CONTROIAER
SETTINGS

]

INPUT
CONCENTRATION
PERTURBATION

i
=4

INITIALISE TIME
& PLOTTING
- PARAMETERS

i
4

TRANSFER SEGNMZ
FROM DISK
TO CORE

T
SCAN AND = |
CALCULATE
TEMPERATURES

3
CALCULATE
TANK CONCENT-
RATION

Y
CALCULATE
EXOTHERMIC

HEAT
GENERATED

¥
CALCULATE

COOLING WATER
FLOWRATE

OUTPUT VALVE
AND HEATER
- SETTINGS

1

TRANSFER SEGMIL
FROM DISK TO
CORE
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PLOT STATE
VARTABLES

YES

NO.|

TIME=
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APPENDIX 3

THEOREMS AND TECHNIQUES USED IN'PROGRAMMiNG
52

A.3.1 Routh's Criterion for Matrix J

The necessary and sufficient condition that the
eigenvalues of the matrix J are on the left half of plane
is that the nth order polynomial formed

n-1

n
aOS +oag S + ... a, = 0

satisfies the Routh-Hurwitz criteria namely

ao, al > 0
a1 a3
> 0
ao a2
a1 a3 ag
ao a2 a4 > 0 etec.
o ag aS

The constants A a a  can be directly obtained from

1-

the matrix J by the following rule

P1 = al/é = ~Tr(J) (Trace of Jacobian)
o -

P =g - - Lfmrre ) k=2 n

k- %/, K k-1 TR
O

G1 = J + %_In

G = Gy *Py I, k=2 .... (n-1)

A.3.2 Solution of J'A + AJ = -B for Matrix A :

The left hand side of the equation can be expanded

to arrive at a matrix equation of the form

{P} {A_ }={B_}
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where Ac and BC are (9x1) column yectors and P g (9x%9)
matrix if A is a (3x3) matrix. The elements of A, and
BC are formed from matrix A and B respectively., This
equation is solved for AC by the Gauss Jordan
elimination method. If matrix B is symmetric then A

will also be symmetric.

A.3.3 Volume of Ellipsoid

The volume of the Liapunov contour is given by

- X = 1-a Y=Y
SS upper
Volume = //, //ﬂ (fQX,Y,KL)—fl(X,Y,KL))
dx dy
X = -ogg ¥ -(BggmBy)
The upper limit on Y, Yupper is arbitrarily chosen.

The functions fl and f2 are obtained by manipulating the

Liapunov equation

#Tas + xTax/107 = K,

The volume is numerically evaluated by the extended

Simpson's rule

Volume = (b—a)2

(f,-1,)
2 71
(ZW1)<ij)

R =

n
z
i=

=1 1

where n and m are the number of steps in the X and Y

directions.wi and Wj are the weighting factors.b and a

are the upper and lower bounds on the variables X and Y;'f
The boundary is made square, if necessary, by changeyof{ b
variable. i

For 6 divisions in the i direction and 4 divi;iéns

in the j direction, the product Wi, is given in“thef
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A.3.4 Logical Search Technique for Determining the

Largest Liapunov Volume

The search method involves two parts. They are
(i) calculate the Jacobian at different places in the
state space and hence a A matrix according to procedure
given in Appendix (3.2). Determine the A matrix which
gives the largest Liapunov volume and then
(ii) change the elements of this matrix A to maximise on
the volume. The elements of the matrix are changed one

at a time as

Initially a large multiplication factor (K) is used and
if the maximisation fails, the factor is reduced by half
and the process continued. This halving procedure is

carried out thrice before it is stopped.

A.3.5 Sylvester's Theorem

A matrix is said to be positive definite if the
determinants formed by the principal diagnol elements;,"

are greater than zero.
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For matrix A to he positive definite the following

conditions have to be satisfied.

A, >0
A9 Ay,
> 0
A
Ay, “22
3] s
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APPENDIX 4

ON LINE SOFTWARE PACKAGE

The listing and calling procedure of various
FORTRAN and DAP16 subroutines loaded with the BASIC
interpreter to form the ONLINE SIMULATION PACKAGE are
described in detail.

A4.1 CALLING PROCEDURE OF SUBROUTINES 1 to 9

Subroutines 1 and 2 together from the scanning
routines.

Subroutine 1

CALL (1,A(O), B(O)
A and B are dimensioned 12 and 120 respectively in
the program
Inputs - A(O) = scanning interval, secs
A(L) = Device required
= 1 Analog inputs
= 2 Counter 1
= 4 Counter 2
= 8 Counter 3
= 16 Digital input A
= 32 Digital input B

= 64 Digital output A

= 128 Digital output B .
A(2) = number of scans required

including the initial scan . -

A(3) = first analog channel to be
scanned |

A(4) = last analog channel to beﬁj#
scanned -
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Outputs -

A(S)

A(6)

A(T7)

A(B) & A(9)

A(10)& A(11)

A(12)

A(13)
B(0)-B(47)
B(48)

B(49)

B(50)

B(51),B(52) &
B(53)

B(54),B(55) &
B(56)

B(57)toB(72)
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number of samples of each
_~analog channels per scan
counter 1 scan type
=0 no counter interrupt
=1 enable counter
interrupt
counter 1 preset value
counter 2 scan and preset
values
counter 3 scan and preset
values
digital output A mode
O from 16 Bit array at BASIC
level
1 from subroutines 3,4 or 5
2 from user supplied
digital output B mode
analog input channels
counter 1 interrupt time
counter 1 contents at scanning
time

number of interrupts by the

counter 1 during last Scannjhgg~

interval

Counter 2

Counter 3

value read on bits 1 to 16

digital input A




B(73)toB(88) = digital input B

B(89)toB(104) = values output on digital
output A
B(105)toB(120) = for digital output B

Subroutine 2

CALL (2)
A call to this routine discontinues clock and

counter interrupt when all scans requested have been done.

Subroutine 3

CALL (3,D,N,X)

to send digital signals to various devices during scanning

D = 0 digital output A
= 1 digital output B
N = analog output channel
= 4 for thyristor unit
= 8 valve drive
X = digital signal to be outbut 1,{

O < x < 32767

Subroutine 4

A special subroutine which can control up to eight ' Llf;

valve drives, which is not used for the present work.

Subroutine 5

CALL (5,D,N,x)

the arguments in this routine are the same as those of  }ﬁf
subroutine 3. Subroutine 5, when called, sends signa;§'
to the devices immediately while, subroutine 3 sgn@s‘Qﬁ;

at the beginning of each scan.
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Subhroutine 6

This routine transfers segments from disk.to core,
The segments should have been stored in disk previously
by the program AgD14.

CALL (6,U,T,S,B1,B2,E)

U = disk unit number

T = Track number

S = sector number

Bl

starting address on core, a decimal number
B2= Last address on core, a decimal number

E = error on return

O normal exit

Subroutine 7

There are two routines available with the same
number because of the overlaying facility. If segment 1
is in core, then the Tetronix graph library can be
assessed by a call to subroutine 7, whereas a similar call
- when segment 2 is in core can be used to access the

simulator and integrator routine.

Tetronix graphic package

Various plotting facilities can be performed by a
call to this routine

CALL (7,N,A(0))
where A is dimensioned 7

N = 1 Enter graphic mode

2 set the windows

3 perform the graphic functions like draW;_;_
move etc.

= 4 to invoke cursor facilities
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= 5 output alphanumeric characters on screen

il

6 leave the graphics made.,

ACO)

ff

perform graphics when N = 3

1 dark move

2 move and draw the point

= 3 draw a line connecting the initial and the

final point

for these three cases the absolute value of 2 and y coordi-
nates are given for plotting (A(5) and A(8)).

A(O) = 4, 5 and 6 perform similar operations if Ax

Ay are given.

A(L) minimum value of x value

A(2)

il

range of x
A(3),A(4) = minimum value and range of y

A(5),A(86)

X and y value to be plotted

A(7)

Il

to output text on the screen or to invoke the

cursor facility.

Simulator and Integrator

This routine numerically integrates the mass
balance equation by the Fourth order Runge-kutta fixed step .
method to obtain the instantaneous concentration. This
routine can also be used to integrate the error when
Integral action is incorporated in the control scheme.

CALL (7,0,F,E,CO,82,SLX1,X2,INDEX,FCB,DFCB,H,

IRP, IJK)

0] = reaction order

feed flowrate, cmS/s

F=
i
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E = actiyation energy; kcal/mol/K
CO = inlet concentration, gm/cm3
S2 = steady state temperature; K
Sl = steady state concentration; gms/cm3
X2 = state variable corresponding to tank
temperature
= (T -S2)/600

X1l = state variable corresponding to tank

concentration = (C —Sl)/CO

(initial condition for integration)

DFCB = error to be integrated, calculaied in
the BASIC program
INDEX = 1, no error integration is to be

performed
#1, error DFCB is to be integrated and
output in FCB
H = step length for integration, s
IRP = > O < 4 if integration is not completed
from one step to next step interval
IJK = house keeping variéble

=1 initially

Output X1 = present value corresponding to X2
FCB = integrated value of DFCB
IJK = 51 integration is completed.

IRP = 10 integration is completed.

-241-~




Subroutine 8
This routine is used to access sense switch. 4 through
software or to perform other housekeeping tasks

CALL (8,T,J)

I = O set or reset SNSW4
J = 0 reset SNSW4
J = 1 set SNSW4, so output will be directed to

paper tape punch

I # O to perform other tasks

J = O output few frames of blank tape (punch
leader)
J = 1 HALT the computer until START button is

pressed

Subroutine 9

To obtain CPU time for executing a set of BASIC
program commands.

CALL (9,I,T)

Input I = O start the clock
I = 1 stop the clock
Output On exit when I = 1, the time elapsed in seconds

is given by = T* 20/1000.
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AL.2 LISTING OF SUBROUTINE & AND OTHER ASSOCIATED

ROUTINES

A.L.2.1 SUBROUTINE DTOC

I € SUERCLTINE 10 TRANSFER FFOM LI SK 10 COKE
2 SUEFOUTINE DTOCCUNTI T, TR15SE1, BUFF 1, BEUFF2, ERFR)
3 ILNIT=UNTT
4 I1=TFk]1
5 [2=5E1
€ IELF1=ELFFI
7 TEUF2=ELFF2
8 7¢ K=I1EULF2-1EUF1+1
9 IF(KeGTs €4)K=¢4
1¢ C CALL THE DISK TEANSFEFR FOUTINE
11 Lo 3¢ I1=1,2¢ :
12 CALL FRWECCIUNIT, 11,125 [BUF1,Ks [EFR)
13 IFCIFR.EC.2YG0T05¢
14 [FCIT.EQe 1@)CALL ASLCO2CIWLNITY
15 3¢ CONTINUE
1€ S@ TF(KeLTe€b4.0F.IER.NE.PICOTOOC
17 [2=12+3
18 IFCI2.LE.2¢)C0T08Q
19 12=12-2¢
ee IFCI2.EC. 1DT 1= 141
21 8@ IEUFI=IEUF1+¢4
22 ' GOT07¢
23 9¢ ERE=1EEk
24 CALL ATDO3CIWNIT)
25 RETURN

2¢ END
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A.4,2.2 SUBROUTINE RWSC

SLER RFLSC

FEL
cee13g OFML UL 136
cere3e LEKO ECL *1@3¢
eeeelw OFCE EG&L '23¢
rees3e LEMK ECGL *53¢
Cceeele IFML EQL ‘e3e
ree13e LFMK ECL ‘13¢
©eees3e [FLA EGL '53¢
re1e3e LEKT ECGU *1e3¢
ree33e OFLA EFQU '33¢
coesle STAT teEL '43¢
recee @ ¢ e0CCe COLT *%x
reae e77777 STT 0OC1 77777
eeeee v €0 2QQCe LERE ¥%%
peee3 aeleee SCCL 0C1 ‘1eee

ween < C 00 eoere TEMF *%x%
feees ¢ eC ¢egee SELF *+xx%
eeeee ¢ ceweoe FR&C LAC * %

pgeer ¢ 1¢ eeeee CALL FgA1
geetle QP00 € LEC €

eeet e ceevee LNIT LAC * %

ecete Q@ copeee  1RAK LAC ¥ %

ere13 ¢ eceeer SECT LAC * %

ceQla ¢ ecaceee ELFF LAC * %

eee1s ¢ eeeece SECL L[AC * %

eCeR1e @ eegece ErFF LAC * %

eee17 14 ¢13¢ OCF OFMD

eee2e -¢ ¢2 er@1c LLA* SECL :
ere2t 1427 1CA .
rraoo ¢ 04 geove $1A CoLT :

eee23 -¢ 02 geelae L LLA¥  EBUFF

PeP2a ¢ ¢z ¢QEQS Sp C1A SELF

reees ¢ 02 G115 LLA ='37777 sl
eeeo¢ e 27 eeees SLE SEUF ; e
pee27 140 407 1CA .
PeR3e ¢ ¢z geees <1A SEUF

erea 14¢¢ 4 CrA

ceeaP ¢ 04 ¢epg2 ST1A LERE

£cee33 -@ g2 ggelrl <1 LA  LNIT1
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2034
QCe35
e3¢
QrR37
Pee e
dd2x
0042
eres3
ALY
Qe 45
COC e
e 47
eeSe
zeesl
OS2
PeeS3
0CesS<

Zeess
pegse
oeasy
egeen
eegel
cegez
CRees
eoees
Peees
veeee
eeeeT
eee7¢
eeeT1
veer2
aee73
eenTe
eeers
eegTe
eee77
feree
2eret
eeree
02103
cel1ee
geres
colee
eerer
ae11e
et
gerie
re113
eetl e

pLge 1€

-¢ ¢e cee13
¢ 0€¢ eeees
74 1230

@ 21 €ee37
14 ¢23¢

-g 22 eeetl
Qeee ¢

-¢ € pert12
¢ 04 0rCQ4
@ 22 @Cl11e
@e0ée 73

v ee eeooa
74 1¢3¢
@21 eeest
14 @230

@ 35 egees

le 2@30
34 213¢
¢ e1 gee7s
14 @53¢
S4 1¢€3@
¢ 21 ereeet
-¢ ¢4 gecel
legeeg
¢ 12 ¢veeee
1eieee
@ 12 eeeeo
€ @1 egese
34 €53¢
¢ /M1 eaeT
14 ¢3¢
e e1 eoigt
34 53¢
¢ @1 egese
¢ 02 20113
¢ ¢« peoe?
14 2@3e
14 @a3¢
54 1230
¢ 21 ¢01¢3
¢ 3 eetrie
¢ € geee2
Repe 72
-C Q4 GeC1E
-0 @1 eeece
e37¢eee
gpelee
ceeee!

CEST
L1

L2
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Akk
ALLC*
ALL
OTA
JMF
QOCF
LLAx%
AkK
AL L%
£TaA
LECA
ARk
ALL
C1A
JMF
QCF
LLX
QCF
SKE
JMF
OCF
INA
JMF
STA%
CrA
IkS
NOF
I1FS
JMF
SK S
JMF
OCF
JMP
EK S
JMF
LCA
£1A
QOCF
OCF
INA
JMF
AN A
ALL
LGF
STAx%
IM F*
END

SECT
SCCh
LSKO
-1
OFCEL
LNIT
2
TRAK
TEMF

TEMF
L KO
-1

OFCL
SELF

IHMD
DEMK
LEST
1FPDA
LEKI
*- ]

ST1

¢

(oL 1T
S4
LEMK
* =1
IFMD
L2
LEMK
S4
='1ee
DE Kk
IFMD
STA1
LEKI
* =]

= '370¢¢
LERK
€

ERk
FrSC




A.L,2.3 SUBROUTINE A$DO3

pgeed
geeel
ppeee
ceoe3
poec4
poees
gopee
eoeo
pee @
grett
geel12
geels

et 4

£ eeeeee
@ 1¢ oeeee
peeeot
2 eeoeoe
-@ 22 eeees
age 76
g €3 eeer4
14 €130
74 123€
@ 21 goeie
14 €23¢
-0 21 @ooee
gee138
ge1eda
234400
geea3e

ALCO3

LD

OFMD
DSKO
cMD

QFCD

SUBK
KEL
DAC
caLL
DEC
DAC
LDAx
AKEK
AN A
OCF
0TA
JMP
OCP
JMF*
EcU
ECU
VFD
EGU
END

AZDO 35 ACO3

* %
FEAT
1

* %
LD

2
CMD
OFMD
DSKO
*= 1
QFCD
ALC3
'130
‘10380

250535752505 151515857 2
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A.4.2.4 SUBROUTINES C$12,C$21

ogeee
peee1l
geeo2

¢eoea
beeea
beoes
cecee

daluliy
eeere

@ geceoe

G 10 ce247
-2 21 e¢ecoo

egez241

¢ Ceeeeon

g 12 pe2¢6E

e @1 eeeeT.
-6 21 02003

coe2¢én

¢ 1¢ £€5243

151311

QesS243

czi12

ci2

Cg21

c21
ERK

EER

SUBK
FEL
DAC
JST
JMFx
EGU
SUBR
DAC
JST
JMP
JM Px
ECU
JST
ECI
ECU
END

* %
ciz
Cs12
* 6247
cg21
* %
c21
ERK
Cs21
'6260
BER
1, KI
'5243
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CONVERT REAL

EKROK REPORT



A.4.3 LISTINGS OF SUBROUTINES 7

A.4.3.1 SUBROUTINE GRAPH

1 C GKAPH
2 SUBROUTINE GRAFH(XN, A)
3 CIMENSION A(8)
4 IX=IFIX(XN+.2)
S GO TOC1@5 15,2C5 30> 4 S@)Y» IX
¢ 12 CALL INITTC(@)
7 RETUFN .
8 15 CALL VWINDOCAC2), AC3)s AC4Ys ACS)Y)
9 RETURN
10 20 IF=IFIXCAC1)+. 1)
11 GO TOC 152535 4555 6)51F
12 1 CALL MOVEACACE), ACTY)
13 RETURN
14 2 CALL POINTACACE)s ACT)Y)
15 RETURN
16 3 CALL DRAWACACE)s ACTY)
17 FETURN
18 4 CALL MOVERCACEY > ACTY)
19 RETURN
o 5 CALL POINTRCACE)> ACT)Y)
21 KETURN
22 € CALL LCRAWRCACE)> ACTY)
23 " RETURN
24 30 IC=IFIXCA(8)+.2)
25 CALL VCURSKCIC, ACEY, ACTY)
26 ACEY=FLOATCIC)
27 RETURN
28 40 IC=IFIX(A(8)Y+.2)
29 CALL ANCHOC(IC)
3¢ RETURN
31 5@  IX=ACe&)
32 IY=ACT)
33 CALL FINITTCIX,1Y)
34 RETURN
35 END
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A.4.3.2 SUBROUTINE SIMULATOR/INTEGRATOR

1 C SUERQUTINE SOLVE

o SUBROUTINE CNTRLCOFs Fs Es C@» T15S, C1585X 15 X2, XINDs FCE,
2 IDFCE, DEL Ts XRkF» XJK)

P INTEGER QKD

5 DIMENSION XK(4,2)

¢ INDEX=IFIX(XIND+@Qe 1)

7 TH= 1730¢C. /F

g ZZ=1./7C3CQC0C.*CE)

9 ORD=IFIXC(OR+@. 1)

16 C=E/(59.4x ()

11 Z1SS=C18S/Cg

12 B1SS=T1S88%2Z

13 215 XKP=XRP+1.¢1

14 IRP=1FIX(XRF)

15 212 DC1=-X1/TH=-2000« *CB** (OKD- 1)% ( (X 1+Z 15SS) **ORD* EXF (= G/ ¢
16 1B1SS+X2))=-Z 1SS**0OFD* EXP(=-Q/E1SS))

17 IFCIRP.E@e 1) XX=X1

18 XKCIRP> 1)=DC1%*DELT/S@.

19 YY=FLOATCIFIXCFLOATCIFEP)/2¢4+ 84 9) ) %4 5
o0 X1=X 1+XKCIRFs> 1)%YY g
21 IFCINDEXs EGe 1 ANDe [RP-NE. 4) GO TO 215 ‘
o2 IFCINDEX«EG€. 1. ANDe IRF. EQ. 4) GO TO 22¢
23 IFCIRP. EQe 1) XXK=FCE :
o4 XKCIRP, 2)=DFCE*DEL T/ 5.
25 FCE=FCE+XK(IKF, 2)%YY

2¢ 205 IFCIRP.NEe 4) RETURN
27 22¢ XkP=@.

28 XIK=XIK+ 1. 001

29 [JK=IFIX(XJK)D

3¢ KIzXKX+ (XK C1s 1)+2. % (XKC25 1D+XKC35 1I)+XKC 4y 1))/ 6o L
31 IFCINDEXs GTe 12 FCB=XXK+(XK(1,2)+2-*(XK(2,2)+XK(3,2))’,‘
32 1+ XK by 2)) / 6.

33 IFCIJKeLE.S@eAND. INDEX. EGe 1) GO TO 215

34 IFCIJKeLEe S@e ANDe INDEX. GT« 1) KRETURN

35 XkP=~10.

3¢é KETURN

37 END
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AJ4.4 LISTING OF SUBROUTINE 8

A.4,4,1 SUBROUTINE SU89

roeeo
geeel
geeee
geeed
ROCC 4
2e00s
LBeve
eeee7
gee1e
geg1ll
geel2
grcet 3

recli4
o215
pee1é
eee17
veeze
eeegel
gegez
€ee23
bvgea
eeees
eceee
eece27
eee3e
oee3t
beega2
eee33

@
¢

geecee
12 ¢eoes

101240

z
e

21 eeel4
1@ geea2s

121040

%
53%
%
-2
2
2
ge
e
1e
2
-¢
2
14
- ¢
g
5

ee

21 ¢2eeg12
ceae

12 geeee
21 eeeee
1¢ 85432
g1 peci1e
5432

1¢ 2e@es
1¢4@ |
€1 geezi
12 pegz4
21 eeees
Ce 4@

g4 geegca
¢l oee1e
eeeecee
geeeec
2 oeceoo
24 @233
g2 @ee33
12 geoeo
21 evoes
zeeo

Stg9

FLD?2

FLD1

PLD
sus

PFLG
VAL

TEMF

SUEK
DAC
JST
SNZ
JMF
JST
SNZ
JMP
HLT
IRS
JMPx
JS1T
JMP
EGU
JST
SNZ
JMP
I kS*x
JMP
CkrA
STAx
JMP
XAC
cacC
LDAx*
STA
LDAx
IRS
JM Px
BEZ
END

sSug9
* %
VAL

SL8
VAL

FLD1

_SUE9

SLg9
FLD
FL D2
'5432
VAL

*4+ 3
FFLG
¥+ 3

PFLG
FLL2
FFLG
X %

sug9
TEMF

TEMF

SU8s9
VAL
1
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JMP TO &N4 ROUT
JMP TO PUNCH
PALSE

RETURN

PUNCH LEADER

SNSk4 KOUTINE

ARGUMENT ROUTIN:




AL.4,2 I/0 MOD

* [/@ MOD FOF /R s

REL
ENT  10MOL, AA
ENT  FRLC
CeCPr 110 pe AR ce3
CEVCl v el erpre I¥F %43
Ceree  1eppep CFA
CRPC3 0 ¢4 GE1ps $1A '1¢s
PREP4 @ 0D pripe LLA  vzpe
CErPS -0 01 guegee IMF* x4
Ceere  ¢pelen 0L1 413
CeeeT ¢ 12 Gr1eS FE [Rs g
CEPIR 1 i0p ep Cha
el ¢ G4 polee ST tig¢
CRETS -0 e pee) JET*  x+p
CeP1I3 -0 71 gopls JMF* %+
POC1L P30 es 0T  3res
POF1S  gpeonts 0C1  ¢&7s
CRRLE  0.62 CPP3e L LLA  FrLc
COOLT  1prpep ‘ SZE
CReee ¢ el pppca JME x+3
Creo 101002 $S2
PEP22 @ 1 gpges JMF %43
€re23 14 gppo 0LF 2
CrEea ¢ 12 pripe IFS  lge
Ceees  -¢ 1 preo7 JST+  x+2
CECEE -0 01 ¢ruag JMb+  wer
PeC2T  ¢e3rar 0CT  3@<7
Cee3e  priggp 0C1T <22
CEC31 P12 er1es LL [rs t1es
Cee32 1400 ap  ChA
FCE33 ¢ 04 gpige STA  tige
@OE34  -¢ ¢ gpeas JME% ka
¢Oe3S ppSpas 0L1  s2e5 & e
CUe3c prepee FFILG ESZ 1 A (e
AES
CerTeT EASE FGCL  '727
OhG  EASE
CrTI27T ¢ peeere [AC  AA
CeT3¢ @ pegeeT [AL  kE
PPT31 0 eeppre [AC  (C
°P732 ¢ pree3 LAaC (L
OFG  talsp
o148 -¢ ¢ geTo7 JMF*  BASE
OFG  '4%572
4874 -p @1 ¢g73e IME*  FASE+]
COFG tegqy
4211 -6 ¢1 ge731 JMF*x  FASE+Z
OKG  "S2ss
¢Sesie -¢ @1 ge7as JMF*  EASE+3
ENL
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A.4.5 LISTING OF SUBROUTINE O

4

SUER ITIM
FEL
peoee g eeeceea ITIM CAC * %
poeetl - €2 eeeew LLAx I1ITIM
aeeee @ g4 egeee STA LMy
goees 2 12 cecee 1RS ITIM
Zeeea -0 g2 2e2e LLAx LMY
genes 11 4e SNZ
geeee @ 21 geeel JMF TER
goeeT -0 82 Cveee LbAx  ITIM
poere @ 24 0RO1E€ STA MY 1
eeetl @ Q22 geeé!l LLA TIM
gecie ¢ €7 eece2? SUE CONS
62e13 14 @22¢ OCF r22e
geerts - 12 @RETS JS&T* Csg12
PEY15 -0 12 2ress JST* Hg22
perlé @ eegeeo MY 1 DAC * %
gea17 ¢ @01 eee24 JMP . OUT
eee2e’ geceed MY BSZ 1
geeeél TiM EGU 'El
aeReTs Ce12 ECU 'ETS
PCREeES4 HE22 EGU 'ES4
aeeel ¢ 22 gee27 TER LLDA CONS
cee22 2 04 GC0EN STA TIM
2eees 14 po2¢ OCF ‘20
pepz24 @ 12 @geepee OULT 1KS ITIM
geees 2 12 eeooe IRS ITIM
pee2ée -2 @1 Beece JMPx  ITIM
pegz27 1gee1o CONS DEC -327¢0
END
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20000
2zrol
eopee
2peas
eeee 4
20205
2ueee
2eee7
e 19
2ee1l
2ee12
2¢013
20014
22e 1S
2vp1¢
2ee17
2egee
ereel
2en2?
ere23
eeez 4
20¢25
2reee
20027
2030
eee31
eeple
2233
2¢r3 4
eee3s
2ee3¢
eee237
20¢ 4¢
g4l
e 42
20043
2rp s
oee4s
2ee e

A.4.6 LISTING OF TAPE CONVERSION PROGRAM

0 1e 20023
1ceoap

¢ €1 2¢¢es
¢ 12 2¢¢31
0 1 2eore
¢ @3 20046
¢ 24 2¢p2o2
e 05 2¢¢45
161040
geegee

Q0 e2 2¢pe2
Q 25 20044
121Qa¢

2 10 20@3¢
2 e2 29022
& @25 2¢g43
o 19 22031
0 21 200006
geeeee

¢ cegeeee
14 ggel

54 1001

¢ 21 2025
14 @101
-2 01 2¢¢23
¢ eeeeen
14 pgeo

T4 2CQ2

2 21 2¢g33
-¢ 21 2¢031
g eegeeg

Q @2 2¢g42
¢ 10 2231
-2 @1 20@3¢
ceeo1s
peeoee
ceeele
QCEre L
Pee177

STRT

NEXT

CHAF
INF

ou1

Ck

ARBS
OKRG
JST
SZE
JMF
JST
JIMF
AN A
ST1A
EkAQ
SNZ
HL T
LLA
ERA
SNZ
JST
LDA
EFA
JST
JMF
ESZ
BYAY S
OCP
INA
JMPF
OCF
JM %
LaC
OCF
01A
JMF
JM F*
DAC
LLA
JST
JM Fx
END
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‘egeee
INF

NEXT
ou1
STKT
=177
CHAK
=4

CHAR
='12

Ck
CHAFK
='20¢0
ouT
STKT
1

* %

1
'1get
*=1
‘11
INF

* %

e

2

*= 1
ou1

* %
='215
ouT
Ck




A.4.7 MODIFICATIONS IN THE BASIC INTERPRETER

LOCATION CONTENTS
{11036} = '1054
{1037} = - '1100
{r2130} = '151724 (ST)
{12131} = '140722 (AR)
{'2132} = 152000 (TV)
i) Command START is equivalent to RUN in

the old version
ii) Command RUN in this version does not
clear tables

iii) Command CLEAR in the old version is

removed.

{'7367} = '22000 highest octal
address available
for user program and
tables

{ '522} = '27606 starting location
of subroutine 5

{ '523} = '37204 starting location
of subroutine 6 .

{ '524} = '22000 starting location
of subroutine 7 |

{ '525} = ~ '37150 starting location
of subroutine 8 ”?ﬁ

{ '526} = '27740 starting 1ocatiQ§i

of subroutine 9
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A.4,8 MEMORY MAP
A.4.8.1 MEMORY MAP OF GRAPHICS ROUTINES (SEGMENT 1)

*LOW coep@
+3TART 21777
*HIARH  Jacse¢
AINAMES 1110¢
*COMN 35¢424)
*BASE - 34457
*BASE 33641
*BASE 32¢31
*+BASE 307€p
*BASE 31373
*BASE 2E€E€35
*BASE 271758
*BASE 2531 ¢
*BASE 23712
*BASE 24¢52
*BASE 22711
GRAFH 22¢ee
INITT 22402
FINITT 22552
WINDO 225¢¢
MOYEA 22€2¢
P INTA 230¢¢
[FAYA 23030
MOULEF 2307 ¢4
FCINTF 23122
DRAWR 2315¢
MOVARS 2317¢
VCURSE 2321¢
['CURSFE 23244
MANCHO 23342
ANMQOLE 2337¢
NEWLIN 234204
CARTN 2342¢
LINEF 234¢¢6
NEWPAG 23512
SVSTAT 23556
RESTAT 24000
LVLCHT 24142
VECMOD 2417¢
VesT 2425
PNTMQOD 2445¢
MONCHK 24514
REL2AR 24542
XYCNVT 25¢08¢
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TKDASH
REVCOT

IOWAIT
CLIPT
WINCOT
PCLIPT
TOUTPT
TINPUT
EXP
SARTX
SEeRT
AES
MOD
FLOAT
INT
IDINT
IFIX
g2t
ME11X
ME11
DE11X
Dl
Mg22X
MEa2
Dg22X
Ds22
Cst2
cget
5822
AS22
NE22
REAL
LE22
HE22
FEEK
FEHT
FEAT
ARG S
AC1
AC2
AC3
AC4
ACS
SAVE
TKTRENX

260006
27000

27106
30000
31600
31116
3131¢
31334
32000
32340
32348
32454
324¢€¢
32514
32524
32524
32524
32534
33002
33eaa
3206Q
330260
3313@
3313¢
33311
33311
33552
33¢e@2
34000

. 34206

3423¢
34242
34242
34252
34270
34328
3433¢
34420
3444¢
34441
34442
34443
34444
35441
35631
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A.L.8.2 MEMORY MAP OF SIMULATOR (SEGMENT 2)

*L Ol copee
*STAFT 21777
*HIGH 2Scge
*NAMES [25¢ ]
¥ COMN 37777
*BASF 2375¢
*BASE 24743
*FASE  p27¢2
CNTRL  2geep
Ngoo L300
FEAL 23p 12
L3z2 cap1e
HS22 3600
FSEF o3¢ 2p
FSHT 23p @
€312 231¢¢ -
Sgop 23140
A$P2 231 4¢
FeAT 2337¢
AFGS cR452
MEDOX  ougep
MEoD PLCCE
Le22Xx  241¢)
[s22 241 ¢

EXF eseee
FLCAT  2534@
IN T 2535¢

IDINT  2535¢
TFIX 2535¢
F$21 253¢v
C$21 £544¢

ACI £5472
AC? 25473
AC3 ST 4
AC < 25e7s
ACS 2547 ¢
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A.L.8.3 MEMORY MAP OF HADIOS ROUTINES (SEGMENT 2)

*L O 2SSl
*ETART €E551
*HIGH 37137
*NAMES 127¢2
*COMN 237777
*FASE 371¢¢
*EASE 27723
*EFASE  2€éce
HALICS 2¢e00r
IFLG 26477
F$AaTl PECTL
MY Sk 27 € 3*
SUBS 27686
TTIMm 277 4¢
ERCL 3712¢

A.4.8.4 MEMORY MAP OF DISK TRANSFER ROUTINES(CORE
. RESIDENT)

-_—'-_——-

*H_OW we727

*START 3715¢

*HIGH 37771

*NAMES 1271¢

*COMN 37777

*FASE  3777¢

sSugo9 3715¢

L10C 37224

Cz12 3742¢

Ce21 37423

FWSC 3744@

ATLO3 375%&¢

FEAL 37%¢¢

L$22 375¢¢ -
HS22 3757¢ '
LL§33 37¢14

FSAT 37€¢3¢@

ARG % 37712

IomMor 37732

PFLG 3777¢
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APPENDIX 5

CALIBRATION, R.T.D. STUDIES AND PARAMETER
VALUES




N

POWER |
(WATTS)

CRLIBRATION CHART (THYRISTOR TRIGGER ANGLE US POWER)

! 1 1 g i { { i § ' i

3.8 3.141-TRIGGER ANGLE(RADIANS)

FIG.A.5.1 INMMERSION HEATERS CALIBRATION FIGURE
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CALIBRATION CHART (JACKET FLOW RATZ ys VOLTAGE )

YOLTAGE NS
{UOLTS)

rv - : i
/ A

! i ! i i . : { § {
8 3 |
9.3 JRCKET FLOW RATECLTR/MIN) 18.8

FIG.A.5.2 CONTROL VALVE CALIBRATION FIGURE
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CALIBRATION CHART(TANK FLOW RATE US COUNTER RATE)

149

COUNTER|
RATE
(/SEC)

{ ! | ‘ t : | ! ! i i
44
2.8 TANK FLOW RATECLTRMIN)

FIG.A.5.3 TURBINE FLOWMETER CALIBRATION FIGURE
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6.8

PERT. 1IN
TRNK TEMP,
(DEG €

S|

TIKECSECS) 1689
1l = Step change in feed temperature :
2 = Model response of a single continuous stirred

vessel

3,4 = Actual response of the tank

FIG.A.5.4 RID STUDIES IN TANK FOR STEP IN FEED TD'r ;
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PERT. IN
JACKET
TEMPR.
<DEG C)
8.9 : .
8 " TINE (SECS) 18848.
1l = Step change‘in coolant temperature

[\V)
L}

Model response of a single continuous
stirred vessel
Actual response of the jacket

3.4

FIG.A.5.5 RTD STUDIES IN JACKET FOR STEP IN COOLANT TEMPERATUR
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A.5.6 PARAMETER VALUES CHOSEN

A.5.6.1 FOR TOTAL SIMULATION/THEORETICAL STUDIES

v = 17.3 x 1OQ3 m3
v - 8.532 x 1075 p°
0,0, = 1000 kg/m°
c_, = 4.1868 kJ/kg K
o Coe /kg
UA = 0.1549 kJ/s K
T = 19 s
m
T = 2 s
v
T = 11-15 s
S
. k
n E (kJ/kg mole K) o
. ERSS O 10
_4 92067 .73 2 x 10°° kg°/m™° s
-3 8206128 2 x 10M° kg*/m'? s
-2 7201296 2 x 10'% kgS/m’ s
22127.24 2 x 10“3 m6/kg2 S
12141.72 2 x 10°° 0¥ ke® s
A.5.6.2  FOR TOTAL SIMULATION/EXPERIMENTS |
AH =  -125604 kJ/kg
CO = 20 kg/m3
R = 8.28986 kJ/kg mole K .
_ -4 3
UL = 1.5 x 10 m /s :
e k
n E (kJ/kg mole K) [e)
-1 62090. 24 2 x 10% ke2m® s
52104.73 2 x 10° kxg/m° s
1 42119.21 2000 s‘1
32112.76 2 mS/kg s
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A.5.7 CALIBRATION EQUATIONS

TURBINE FLOWMETER
| F = Q, x 0.49408 x 1076+ 11.30073 x 1076
| If F > 5.833 x 1072 F = Q; x 0.56748 x 107° + 5.42647 x 107°
CONTROL, VALVE
If F_ < = 3.833 x 107° Vg = -84925.2 x F_ + 9.54589
If F_ > = 12.5 x 107° Vg = -35039.94 x F_ + 7.21557

If F_ > 3.833 x 10°° and < = 8.33 x 1070

Vg = ~49527.12 x F_ + 8.13453
If F, > 8.33 x 107° and < 12.5 x 107°
Vg = -29636.34 x F_ + 6.46235

IMMERSION HEATERS
2

o) = 2 + Z,H + 7,
If H < 500 z; = -0.153234 x 107°
Z, = .197036 x 1072
Z, =  .340653
It H > 2400 7, =  .675824 x 107°
Z, = -.206997 x 1072
Z, = 5.20372
If H > 500 and < 2400 Z1 =0
z, = .50393 x 107°
Z, = .738165
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APPENDIX 6
EXPERIMENTAL AND TOTAL SIMULATION GRAPHS

(REFER TABLES (8.1) AND (8.2) FOR OPERATING CONDITIONS)
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.133E-84 , 138

JACKET FLOKW RRTE

GM/7EC | L ccrs
o TANK CONCENTRATION
A 8SE- $ t § i § { ! § 1 i B
44 28

TANK TEMPERATURE

DEG DEG
c c
b
23- ! ! ! $ i ! ! ! i - i8
8 A TIMECSECS) 1368 8 TIME(SECS) 1588

Reaction order = 2
Open loop studies
Initial perturbations in state variables

FIG.A.6.1.1 EXPERIMENT NO:1
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8 TIME(SECS) iSage TIMECSECS) 1568
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.195E-81 |
0500002999%P
£ ? . m:’c’j
od OOgogouu’
GM/CC L
= TANK CONCENTRATICN
.188E~-81 i ! bttt IR
48 25
, C
i 1}
0000
i 0
pEs [ 0000000000
c 7 ¢
i JACKET TEMPERARTURE
o
28 (I SO O VO N N TN T N O R O WS 0 V'

[\ ]
—d
e
M
~
"
(9]
0N
A

FIG.A.6.2.10
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EXPERIMENT NO:14




i Y e

= meve 8

3 e

;1955-91
L TANK CONCENTRATION

- 0000000000000D
GM/cC (602°% -

0000

Ji8E-81 LA SN O S U S T O N N |

TANK TEMPERARTURE

TIMECSECS) 15889

FIG.A.6.2.11 EXPERIMENT NO:19
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194E-01

P
GM/CC L

JiB4E-1 Lt it b b ot b b1

s2

TANK TEMPERATURE it JACKET TEMPERATURE

38

) 4

-3 1 L T I N I T P A I | R A

”

ooomoooOwoop'
DEG | g 000030000000020C
c W 060303000000
o
b -

8 ' TIME(SECS) 156806 TIME(SECS)

FIG.A.6.2.12 EXPERIMENT NO:20
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47

DEG

27

.195e-91

TANK CONCENTRATION

GM-CC

.185E-81 LI I T

TANK TEMPERATURE

HPEG

i | TR DO T T N T O NN O N i
e TIMECSECS) 1500 8
FIG.A.6.2.13
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TIMEC(SECS)

EXPERIMENT NO:22




.195E~-81
s TANK CONCENTRATION
4]
GMce L 000000000
.1855"91-"""!!Itlll!
48 28
TANK TEMPERATURE L JRCKET TEMPERATURE :

28

FIG.A.6.2.14 EXPERIMENT NO:23
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38

DEG

25

.194E-81

TANK CONCENTRATION

FIG.A.6.2,15 EXPERIMENT NO:26
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.191E-@1

TANK CONCENTRATION

GM-CC

.183E-31 LI T T T T T A O O O |
46 35
JARCKET TEMPERATURE
a]
0 00&3
DEG s] 000" 1 HOEG
C L Q 0 1

TANK TEMPERATURE 5

T TN U TN O AU O WU NON NN NN T N R N N S N R ¢ |

)
)

8 TIMECSECS) 1508 @ TIMECSECS)

FIG.A.6.2.16 EXPERIMENT NO:27
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.195E-31
- TANK COHCENTRATION
x>
GM/CC |,
- 00
00000000
JigeE-gy Lt 4t v o+ ot o+ ot f i 4 1 I 1

40

TANK TEMPERATURE

DEG

38

8 TIME(SECS) 15889 TIMECSECS) 1588

FIG.A.6.2.17 EXPERIMENT NO:29
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.132E-61

@3200002000000000p

eusce |

TANK CONCENTRATION

JA8SE-g1 Lt 4 ¢ v ¢ v 4 v b 41 41

36

TANK TEMPERATURE

DEG

@ TIMECSECS) 13908 TIMECSECS)

FIG.A.6.2.18 EXPERIMENT NO:31
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.194E-81

GH-CC

v 0V § ¢ VU § ¢ ¢ ¢

. TANK CONCENTRATION

18E-81 Lt 4t s 1 vt vty §
44 28
TANK TEMPERATURE JRCKET TEMPERATURE
DEG
c
24

8 TIMECSECS) 1588 8 TIMECSECS)

FIG.A.6.2.19 EXPERIMENT NO:32
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.2E-@}

05, TANK CONCENTRATION
] " o .
5 9
‘ GH/CC 0
! i %0009000060000000esH
| -3
H -
,188E~81 C L
445 38
. TANK TEMPERATURE JRCKET TEMPERATURE
DEG L DEG
c b b ¢
X 0
I 0000000 N 000gg
-7y MRS N N T T O T T T L S T T T N TN TUO OO T SO O T SO A O V)
8 TIMEC SECS) 1500 8 TIMECSECS) 1580

FIG.A.6.2.20 E¥PERIMENT NO:35
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.199E-81

TANK CONCENTRATION

GHsCC

.ig9€-@3 bt ¢ ¢ ¢ 1 ¢ 4 v % 8 1 i

TANK TEMPERATURE JACKET TEMPERATURE

THPEG

18
8 TIMECSECS) 1Sp88  TIMECSECS) 1588

FIG.A.6.2.21 EXPERIMENT NO:36
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.2E-81

TANK CONCENTRATION

GN/CC

44

DEG

%000g0

- WK N S I A N N N N I O N O { O T IS U N O T OO N O I O B V-

8 TIMECSECS) 15688 TIME(SECS) 1588

- FIG.A.6.2.22 EXPERIMENT NO:37
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TANK CONCENTRATION

GH/CC 206000000000003

.1835E-81 |

TANK TEMPERARTURE : JACKET TEMPERATURE

OOO
C0000g
24 | T OO O T N T T AU TR N A N

) TIMECSECS) 158 . TIMECSECS) 1568

FIG.A.6.2.23 EXPERIMENT NO:38
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LISSE~gL Lt b b 4 4 1 )

44

TARK TEMPERATURE

JACKET TEMPERARTURE

248 3 4t ¢ 1 1 4 b 4 4 4 b i SR UL OO NN JOVO TN TN O UL A A T N O S - ¢

8 TIMECSECS) 15008 TIMECSECS) 15ea

FIG.A.6.2.24 ZXPERIMENT NG:48

~380-




-} SN T T T O TE O TN TN I N A | NS R N R RN NN R I V-1
8 TINECSECS) 1Sea g TIMECSECS) 1568
FIG.A.6.2.25 LXFERIMENT NO:49
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198E-81

GM/CC

.188E-81 L -

TARK TEMPERATURE

by
—~
o
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(8,
o
N
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ZXPERIMENT NO:50
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.196E-061

TANK CONCENTRRTION

GM-CC

.189e-81 SR DUN O O T T T U DO O N N

8 TIMECSECS) 15688 TIME(SECS) 1586

FIG.A.6.2.27 EXPERIMENT NO:54
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AS7E~-84

GH/CC |

JS?E-Q]O!lI!IliQ:'.l’lI

27

DEG éi_

- TAMK TEMPERATURE
[ S OO SR DN TNV A A N A O N N [

8 v TIME(SECS) 15689 TIME(SECS) 1388

FIG.A.6.2,28 EXSERINENT KO:55
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2s) SR SN N SR W A SR B U TN TN SN TN TUN O SO O TN TG DU O O ¥

8 TINE(SECS)D 1560 ¢ TIME(SECS) 15e8

FIG.A.6.2.29 EXRERIMENT NO:56
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189E-81 DR T T O T O O I O T

2] TINMECSECS) 1483 @ TINE(SECS) 1400

FIG.A.6.2.30 EXFERIMENT NO:60




. 19%E-81

TANK CONCENTRATION

GM/CC

¢ ¢ &8 ¢ © & ©¢ ¢

v

J188E-8¢ Lop b v 4 v b4 & b 1 ¢ 4

TANK TEMPERATURE

8 TIME(SECS) 20000 TIMECSECS) 2088

FIG.A4.6.2.31 EXPERIVENT KO:62

-387~




.157e-81

TARHK CONCENTRATICN

8 TIRE(SECS) 2063 ¢ TINZ(SECS) 20068

" FIG.A.6.2.32  EXPERIMENT K0:63
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q TANK CONCENTRATION

GMCC

| Y- 0 - DU AT SN N T SO A T N A

TARNK TEMPERATURE

22

8 TIMECSECS) igeae a TIMECSECS) - iges

FIG.A.6.2.33 EXPERIMENT NO:65
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189E-81 Lt i 4 1ttt 4t g
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.197g-01

Gu/CC

.191E-81

TRANK CONCENTRATION

33

BEG
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.196E-01

oM/CC

Lis2E~-Qat LIS T O TS T U SO O D
32 ) 25
n TANK TEMPERATURE > JACKET TEMPERATURE

. 0 0002

DEG
g ¥C¥=t000000gh
c
22 SN IO DO I J T N A T N 18
8 TIMECSECS) 1280 TIMECSECS) 1208

FIG.4.6,2.36 EXSERIMENT NO:71
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8 TIME(SECS) 14080 TINE(SECS) 1408
FIG.A.6.2.37 EXFERIMENT NO:73
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FIG.A.6.2,38 EXPERIMENT NO:74
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40 ! 25
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X LSRR SR E R 1 U SN S SR DN
¢ L g oy €
- TANK TEMPERATURE -
25' NI N S A A B BN S [ N N O YRR UG YOO OO OUOE TUNS TN UG P U O O 61
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FIG.4.6.2.39  EXPERIMENT NO:76
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42 26
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2z A U TR SO SN W P N S T T R R 13
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FIG.4.6,2.40 EXPERIMENT NO:77

-396~




.194E-81
TANK CONCENTRATION

GM/CC

J18E-81 LA SR IS N S T A N L T

38

- TANK TEMPERATURE g JRCKET TEMPERATURE

DEG

25

-y=3 YR N SN R O T N TS OO W M O Y LR JUNN N SO NN TN MO NN N

[ 15
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FIG.A.6.2.41 EXPERIMENT NO:80
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FIG.4.6.2.43 EXZERINVENT NO:84
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FIG.A.6.2.46 EXPERIMENT NO:91

—402~



.196E-81

GM-CC

TANK CONCENTRATION

J193E-81 Lttt t bt e b bbb
34 28
TANK TEMPERATURE

DEGC DEG
D

c IC

' JRCKET TEMPERARTURE

| MEEEEEENEEEEEEEERE NS | RN NN -

8 TIMECSECS) 2888 8 TINE(SECS) 2888

FIG.A.6.2.47 EXPERIMENT NO:92
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APPENDIX 7
COMPARISON OF DECOUPLING AND INVARIANCE

TYPE CONTROLS WITH CONVENTIONAL CONTROLLERS




APPENDIX 7

COMPARISON OF DECOUPLING AND INVARIANCE

TYPE CONTROLS WITH CONVENTIONAL CONTROLLERS

Figure A.7.1 gives a conventional feedback and feed-forward
multiloop control. The scheme has two feed-forward paths

for the two load disturbances entering the system. For a

P + I + D control the equation for the feedback path is

given by

dy/dt (A.7.1)

D

F =K7Y + 1 ijt+T
C C ——

The equation for the first feed-forward path is given by

Fe © KC Bo * %— J’Bo dt + TD dBo (A.7.2)
I dt

and for the second feed-forward path by

F. = K, v

C

o 1 J‘Yo dt + TD dYo

(A.7.3)
Ty It

The controllers are generally tuned for optimum settings.

Figs. (A.7.2) and (A.7.3) respectively give the configuration
of the decoupling and invariance type control schemes
discussed in the text. The two new control schemes, have
feed-forward paths but differ from conventional feed-forward
control in that the controller action is, in each case,
derived from the state equations of the system. In addition;
decoupling control is a multivariable scheme with a feedbaéké

loop.




Thus for decoupling control

o= {Z+ T, % - Y/t. -y T} Ve (3.49)
Yoss T Yo Vss

where Z is given by equation (3.50) and for invariance

control

Fg:{YO/TC * Bo(To/T)T2}Vc (3.54)

g5 Y055 Yo B0 T/ T}

Decoupling and complete invariance cannot be achieved with
conventional feed-forward/feedback schemes and the present
work investigates the improvements obtained with these new

schemes.

—405— e ETTE o



oW

Pz

mi

FIG. A.7.1 CONVENTIONAL FEEDBACK /FEED-FORWARD CONTROL

FIG. A.7.2 DECOUPLING TYPE CONTROL

~406-

A
Giony .
&) 61y
Gl 3 Lz
0 / *
S R | —
o> o N G Y o
F-:s ss ] COMPUTER v GJ p1 p2
Y,
S5
A
G‘rm <
Gl X
Gms“ Zz




%
ﬁmz &ma @Lf
p +
oss | F + Y
COMPUTER G’v G’p1 G’PZ
Y, ——————yd

FIG., A.7,3 INVARIANCE TYPE CONTROL

GV = valve transfer function

pl,Gp2 = process transfer function

Gmlto Gm5 = measuring element transfer function
GLl’GLZ = load transfer function

GClto GC3 = controller transfer function




2E~81 158
TANK CONCENTRATION i JACKET FLOW RATE
oM/ce R cLrs
L1888~ § ] i ] ! 1 ! ! ! ! g
48 38
i TANK TERPERRTURE A JACKET TEMPERATURE
DEG
c 3
28 i 1 } g ! } { § { ] “‘1£

8 TIMECSECS) 1509 @ TIMECSECS) 1588

Reaction order = 2
Open loop studies 7
Initial perturbations in state variables

FIG.A.6.1.2 EXPERIMENT NO:2

7

266~



.193E-~

GM/CC |

<~ 187E~

TRNK CONCENTRATION

JRCKET FLOW RRTE

me

DEC

TIMECSECS)

30088

Reaction order

Open loop studies

TIME(SECS)

Step in tank inlet temperature = 2.5 K

FIG.A.6.1.3 EXPERIMENT NO:3

-267-

i5e

ccrss




.193E-efl

GM/CC

.19€-8

TANK CONCENTRATION

JRCKET ELOW RATE

32

DEG

24

TANK TEMPERATURE

A I I I Y R i

JACKET
L1

TEMPERATURE
[

! [

i5e

ccrs

24

DEG

TIMECSECS) 3ge0 6

Reaction order =

TIMECSECS)

2 it fER
Limit-cycle around open loop stable cpe;ating'poinf

Gain (Kc=0.09)

FIG.A.6.1.4 EXPERIMENT NO:L

ig




2E-@1

TARK CONCENTRARTION

JACKET FLOM RATE

i § i §

138

s

DEG

8 TINECSECS)

Reaction

1568 @

order

TIMECSECS)

2

1580

ie

Controller equation derived from stablity condltlons(eqn (3 38)?*
Initial perturbations in state variables

FIG.A.6.1.5 EXPERIMENT NO:5

—269-




153%€- 158
. JRCKET FLOW RATE
GM/CC ces
! } H 1 [ a

8 TINECSECS) 1500 @ TIMECSECS) 1508

Reaction order = 2 S
Decoupling type control of tank temperature(pmaxs,oo7)‘
Initial perturbations in state variables - -

FIG.A.6.1.6 EXPERIMENT NO:6

-270-



GM/cC |

138

JACKET FLOW RATE

TANK CONCENTRATION e

DEG

i ! ! { i i i g ! i 8
28
wW— ]
TanK TEMPERATURE ?
3 DEG

26

7T Ag o L 1 ] ] { ] B8

TIRE(SECS) 1328 8 TIMEC(SECS) 1300

Reaction order = 2 ;
Decoupling type control of tank temperature(D . =.007)
Initial perturbations in state variables ’ E

FIG.A.6.1.7 EXPERIMENT NO:7

-271-




TANK CONCENTRATION

JARCKET FLOW RATE

{ ] i

JRCKET TEMPERATURE

i | ] [}

TIMECSECS)

Reaction order

TIMECSECS)

Decoupling type control of tank temperature(D
Inltlal perturbations in state vquables

FIG.A.6.1.8 EXPERIMENT NO:8

—272—~




2E-81 K

GM/CC

J13E-81

TANK CONCENTRATION

\

JACKET FLOW RATE

486

DEG s
c b i
S | JACKET TEMPERATURE
26 1 S — T T g i | y i
B TIMECSECS) 1500 @  TIMECSECS) 1580
Reaction order = 2
Decoupling type control of tank temperature(D

Initial perturbations

FIG.A.6.1.9 EXPERIMENT NO:9

~273-

ax=-007)
in state varlables o

158

ccrs

28

DEG




. 19SE- 158
JACKET FLOW RATE
=3
GMscC X ccrs
TANK CONCENTRATION 2 ey ST
ASSE-gl ! } ! ! i L i 1 ! )
46 28
- TANK TEMPERATURE "
M - -,
DEG X DEG
c P ! | ¢
L | JACKET TEMPERATURE
26 ! ) 1 1 Mo ] ! L { [ 8
8 TINECSECS) 1508 @ TINECSECS) 1580

Reaction order = 2 , N
Decoupling type control of tank temperaturev(DmaxaOO?_)'; S s .
Step in tank inlet temperature = 3 K R AR

FIG.A.6.1.10 EXPERIMENT NO:10

—274-



.2E-81 158
TANK CONCENTRATION . JACKET FLOM RATE

GMsCC L [ ceos

| i i 1 i 1 1 8

28 -
JACKET TEMPERATURE

i - BEG

- | c

- R TS N 18

8 TINECSECS) 1309 @ TIMECSECS)  jsag -

' Reaction order = 2
Decoupling type control of tank temnerature(D

ax=-005)
Initial perturbations in state varlables i

FIG.A.6.1.11 EXPERIMENT NO:11

-275-.




.2E~-@1

158
TANK CONCENTRATION

JACKET FLOW RATE

ccrs

i § i } LAY 3 §

TIME(SECS) 1508 8 ‘ TIMECSECS)

1588

Reaction order = 2
Decoupling type control of tank tem

perature(Dmax=,015)’~;.5§
Initial perturbations in state

variables

FIG.A.6.1.12 EXPERIMENT NO:12

~276~



.1955-6} 130

. TANK CONCENTRATION JACKET FLOW RATE
GMsCC L
ig87E-ay ! i § { § 1 i § i { g8
48 _ , 24

:
i
7
;
|
A

DEG \ BEG

c bk MR o L N c
3g i $ i { i i 4 y § i 18
8 TIMECSECS) i%¢a ¢ TIMECSECS) 1388
3 Reaction order = 2

Decoupling type control of tank temperature(Dmax=.007),"""{"[ ~
Step in tank inlet temperature =4,75 x |

FIG.A.6.1.13 EXPERIMENT NO: 13

-277-




1S3k

GHsCT

JRCKET FLOW RRTE

15e

ccrs

J !

JACKET TEMPERATURE
! i ! !

TIMECSECS)

1388 8

Reaction order =

Open loop studies
Initial perturbations in state variables

TIMECSECS)

FIG.A.6.1.14 EXPERIMENT NO:1k4

-278-




.191E-af

GN-CC

. 188E-dl

TRNK CONCENTRATION JACKET FLOW RATE

42

DEG '/—\_-_———;-—'~\-”"““--v

TARNK TEMPERATURE JACKET TEMPERATURE

H i § i ] H § i i

§

TIMECSECS) , 1360 @ TIME(SECS)

Reaction order = 1
Open loop studies
Initial perturbations in state variables

FIG.A.6.1.15 EXPERIMENT NO:15

279~

158

cCrs




.193e-¢ff 158
TANK CONCENTRATION JACKET FLOW RATE

cH/ce . ccss

i 1 i i

e TIMEC(SECS) 13588 8 TIMECSECS)

Reaction order = 1
Open loop studies
Initial perturbations in state variables

FIG.A.6.1.16 EXPERIMENT NO:16

-280-



. 194E-gfi 158

TANK CONCENTRATION JACKET FLOW RATE
GM/CC \ A : CC/S
AS1E-@ 0 v I P s S e
4@ ]2s
TAMK TEMPERATURE JACKET TEMPERATURE

oec ]
cr : ,

2 i ] ] ) ! i i l ] i

e TIMECSECS) 158 @ TIME(SECS)

Reaction order = 1
Open loop studies
Step in tank inlet temperature = 2,75

FIG.A.6.1.17 EXPERIMENT NO:17

-281~-




.133E-8@

-

GM/CC

TANK CONCENTRATION

JACKET FLOM RATE

18E-81

48

 BEG

28

TANK TEMPERATURE

§ [} [ ] t

JACKET TEMPERATURE

]

i ! {

TIMECSECS) 15¢@e 8

Reaction order

TIMECSECS)

1588

1%8

ccrg

1S

Proportlonal feedback control of tank temperature(K = OOO5)f
Initial perturbations in state variables "

FIG.A.6.1.18 EXPERIMENT NO:18

-282~

e




. 192%€E-p1 1358

JACKET FLOW RATE

eusce f / cers
3 TANK CONCENTRATION _
.19]5E~'11 i H i i i { i § i 2
42 26

DEG DEG
c c
JACKET TEMPERRTURE
31 ! ] i i ] 18

8 TIMECSECS) i8¢0 @ TIMEC(SECS) 1588

Reaction order = 1
Proportional feedback control of tank temperature(Kc=.03)
Initial perturbations in state variables

FIG.A.6.1.19 EXPERIMENT NO:19

-283- .



. 194~ 1358
X JARCKET FLOK RATE
oHsCcC ° 5 cecrs
> /
b /'_
P TANK CONCENTRATION
1838-3&; § i i j § [ § § 8
52L 38
. TANK TEMPERATURE X JRCKET TEMPERATURE
DEC OEG
°- /4-»’-‘\——\/-""‘ ¢
41' { { { { i § { i 2s
8 TIME(SECS) 1368 8 TIMECSECS) 1588

Reaction order = 1 X'E;Q?yi
Proportional feedback control of tank temnerature(ﬁ = 0005) e
Inltlal perturbations in state variables ‘

FIG.A.6.1.20 EXPERIMENT NO:20

-284-~




1S58
JACKET FLOW RATE

31

DEG
¢ c
TANK TENPERATURE JACKET TEMPERATURE
38 } (] [ ] } i { { 1] [ l' 28
8 TIMECSECS) 1588 9 TIMECSECS ) 1598

Reaction order = 1
Proportional feedback control of jacket temnerature(ﬂ
Initial perturbations in state variables

081)

FIG.A.6.1.21 EXPERIMENT NO:21

285~




.195E- 138
TANK CONCEMTRATION . JRCKET FLOW RATE
G4/CC cers
188E-98 1 ! ] i i ! } i } } 8
47 23
L TANK TEMPERATURE JACKET TEMPERATURE
DEG i DEG
c ¢ i ¢
27 ! ) L i ! ! 1 i i [ 15
8 TIMECSECS) 1508 9 TIMECSECS) - 1588

Feaction order = 1
Proportional feedback control of Jjacket temnerature(K .01)
Inltlal perturbations in state variables

FIG.A.6.1.22 EXPERIMENT NO:22

-286- _“




GNsCC |

. 18SE-&Q,

TANK CONCENTRRTION

JACKET FLOW RATE

48

DEG

28

TANK TEMPERATURE

§ ! { { !

JACKET TEMPERATURE

Controller equation derived from stabilit
Initial perturbations in state

TIMECSECS) 1568 6

Reaction order = 3

TIMECSECS)

variables

FIG.A.6.1.23 EXPERIMENT NO:23

-287-

kS

13568

158

ccrss

27

BEG

i3

¥ conditions(egn. (3.38




. 195E-a ’ 153
3 )
GM/CC "R cC/s
A TANK CONCENTRATION
. 185E-al ! i I L | I i 1 1 g
35
X TANK TEMPERATURE
~
DEG
C ./ﬁ‘_v A sy ‘
, .
>
28 ' ‘ i 1 i $ g : ! ! 12
o TIMECSECS) 1529 @ TIMECSECS) 1500

Reaction order = 1
Proportional feedback control of tank temperature(Kc=.O3)
Step in tank inlet temperature = 4.6 X

FIG.A.6.1.24 EXPERIMENT NO:2L4

-288-




138
TANK CONCENTRATION JACKET FLOW RATE

Gr-cc \\__—/ g cess

! i i ! ! e
32
DEG |
c
TANK TEMPERATURE
30 i | | i ]
8 TIMECSECS) 1368 8 TIMECSECS) 1588

Reaction order = 1 o
Proportional feedback control of tank temperature(K
Step in tank inlet temnerature 3.5 K

FIG.A.6.1.25 EXPERIMENT NO:25

-289-



.1933e-B1 158
TANK CONCENTRATION JACKET FLOW RATE

S ccrs
IR - r~e= 1200 <1 SN S NN NN A U NON R TN OO OO O | L NN DU SO N SN N WO NN A A 8
23 22
1 TANK TEMPERATURE
! i
DEG L DEG
C c
) JRCKET TEMPERATURE
2% AN IO S N U U TN U I A N | NS, I AU SO S O O O Y i&
8 TIHE(SECS) 28038 TIMECSECS) 2869

Reaction order = 1
Limit-cycle behaviour around open loop stable operating
point(Kc=.016)

FIG.A.6.1.26 EXPERIMENT NO:26

~200-



.189€-4

158
JARCKET FLOW RATE

LMsCC

. 18SE~

TIMECSECS) 2689

Reaction order = 1
Limit-cycle behaviour around open loop unstable operating
point(Kc=.0086)

FIG.A.6.1.27 EXPERIMENT NO:27

-291-




. 194E-¢ H ;158
CONCENTRAT IOH :
»  JACKET FLOK RATE
GH-CL X cCss
-
184E -84 i ! i { ! t { { ] { =]
46] . 23
TANK TEMPERATURE
s | M\ -
c P - ¢
I JACKET TEMPERATURE
26 J I ! ! ! ! ! ; i ] 19
2] TIMECSECS) 1508 8 TINE(SECS) 1588

Reaction order = 1
Proportional feedback control of tank temperature(Kc=.OOO5)
Stabilising open loop unstable operating point

FIG.A.6.1.28 EXPERIMENT NO:28

—292- -




.194E-df 158
TANK CONCENTRATION JACKET FLOW RATE
2
GM/CC A ccss
184E-GL L.}t ¢ 4} {1 § 3 4 | | 8
48 31
4 TANK TEMPERATURE
DEG DEG
c c
A o JACKET TEMPERATURE
R P ‘ .
38 L I T N I O O N O I . IR N T T P I S I O | 18-

8 TIME(SECS) 26888 TIMECSECS) 2608

Reaction order = 1
Proportional feedback control of tank temperature(K .02)
Stabilising open loop unstable operating pomnt

FIG.A.6.1.,29 EXPERIMENT NO:29

293 -




. 194E-a1

158
JACKET FLOW RATE
GM/CC N — Tk ccss
" TANK CONCENTRATION
184E—dﬂ ' 1 { i g i 3 1 8
44 31
TRNK TEMPERATURE X
DEG i DEG
c b A c
! X JACKET TEMPERATURE
34 i ) ! i | ; 1 ! i 1%
8 TIMECSECS ) 1580 @ TIMECSECS ) 1509

Reaction order = 1
Proportional feedback control of tank temperature(Kc=.02)
Stabili'sing open loop unstable operating point

FIG.A.6.1.30 EXPERIMENT NO:30

294~




.192e-¢fl , 158
I JRCKET FLOW RATE -
aee [ L cers
{ CONCENTRATION
1355‘& § { ¢ § § 3 3 § i § g
36 ,
L TANK TEMPERATURE
DEG
c 3
28 | i 1 | 1
5 TIMECSECS) 1503 @ TIMECSECS) 1300

Reaction order = 1

Decoupling type control of tank temverature(D =,007)
Initial perturbations in state varlables

Stabilising open loop unstable operating point

FIG.A.6.1.31 EXPERIMENT NO:31

-295-




194E -1 159
i JACKET FLOW RATE
susce | X ccrss
TANt: CONCENTRATION
JiBE-B1 § § f § ] { ] § i { a8

44

DEG

24 1 1 ] ; 1 | ig
8 TIME(SECS? 1508 @ TIME(SECS) 15a8

Reaction order =1
Decoupling type contrel of tank temperature(Dma_x=.OO7)
Initizl perturbations in state variables

FIG.A.6.1.32 EXPERIMENT NO:32

- -296-




.184e-gf | 135@
JACKET FLOW RATE

eMcc b R ccrss

TaNK CONCENTRATION

. 18E-81 i ] ] 1 : g 1 i { 1 8
44 24
L TANK TEMPERATURE L JACKET TEMPERATURE
DEG ' BEG
c P g ‘ C
M
i v >
24 1 i i ] { s i I | 1 14
8 : TIME(SECS) 1368 8 TIMECSECS? 1380

Reaction order = 1
Decoupling type control of tank temperature(Dmax=.OO7)
Initial perturbation in a state variable

FIG.A.6.1,33 EXTZRIMENT NO:33




1838~ isg
JACKET FLOM RRTE
»
GHACC 5 cers
14E-81 { § { | i g
36 24
TARNK TEMPERRTURE X JACKET TEMPERATURE
DEG s DEG
c | ./-/—»\’\’_'—\—-f c
16 1 { { ] 1 { 1 ! i g1 14
8 TIMEC(SECS) 1568 6 TIME(SECS 1368
Reaction order = 1
Decoupling type control of tank temperature(Dmax=.OO7)

Initial perturbations in state variables

FIG.A.6.1.34 EXPERIMENT NO:34




.199€-

Initial perturbations in state varlables

FIG.A.6.1.35 EXPERIMENT NO:35

GM/CC s
TRNK CONCEMTRATION JACKET FLOW RATE
.185E-dl. ] 1 { } g [ g
44
TANK TENPERATURE
DEC
c
24 § | ! ] { ¢ i
8 TIMEC(SECS) 13566 3 TIMEC(SECS) 1568
Reaction order = 1
Decoupling type control of tank temnerature(D =,007)

1S58

ccss

ie




.199€

GM/CC

TANK CONCENTRATION

BB 1

' tﬁ_nou RATE |
i § § i i

TRNK TEMPERATURE

e JRCKET TEMPERATURE

8 TIME(SECS)

1568 @

TIME(SECS) 1388

Reaction order = 1
Decoupling type control of tank temperature(D =,01)
Initial perturbations in state varlables

FIG.A.

6.1.36 EXPERIMENT NO: 36

158

ccss

24

DEG

18




1358

TANK CONCENTRATION JACKET FLOW RATE

cuscc |

N ccss

JARCKET TEMPERATURE

| ~ X TANK TEMPERATURE
i

ie

TIMECSECS) 1588

Reaction order = 1
Decoupling type control of tank temperature(Dmax=.015)
Initial perturbations in state variables

FIG.A.6.1.37 EXPERIMENT NO:37




TANK CONCENTRARTION

158
JACKET FLOW RRTE

G /CC ccss
% .
-
18SE~-aL i 1 I ] ] { [ ] i i )
44 24

JACKET TEMPERATURE

Reaction order = 1

TIMECSECS) 1568

Decoupling tyve control of tank temperature(DmaX=.005)

Initial perturbations in state variables

FIG.A.6.1.38 EXPERIMENT NO:38




o —’_-_—_—___ g
GM/CC A ccs
TRNK CONCENTRATION 3 JARCKET FLOW RATE
193E~-aL ! 1 ! { t ! { i | 1 -}
23 16
TANK TERPERATURE
H
c r c
! 15 ] | t° 1 { { { ] { il -]
| 8 TIMECSECS) 1508 @ TINECSECS) 1538

| Reaction order = 1
Decoupling type control of tank temperature(DmaX=.OO7)
Step in tank inlet temperature= 4,5 K

FIG.A.6.1.39 EXPERIMENT NO:39

-303-




.198e-gf 138
S TANK COHCEHTRATION JRCKET FLOW RRTE
GM/CC Lo ccss
.15e-84 ! ! ! { ] 4 ! g { ! ! 2
38 . 22
! TaNK TEMPERATURE 3 JARCKET TEMPERATURE ¢
DEG 5 DEG
C :/—\—‘-—MM 8 C
28 j 1 { { j § q i 4 1 13

8 TIME(SECS) 1364 8 TIME(SECS) 1590

Reaction order = 1
Decoupling type control of tank temperature(Dmax=.OO7)
Step in tank inlet temperature = 3.5 K

FIG.A.6.1.40 EXPERIMENT NO:40




.1933e-81 158
TRNK CONCENTRATION JACKET FLOW RATE
GM/CC /\w——*"’\ cers
~aun
.183s-al { 1 i ¢ y ! | 1 § | g
! 32 21
JRCKET TEMPERATURE
’ pec L X DEG
' ¢ c
TANK TENPERATURE
38 § i ! [ ! ] 1 { { { )
8 TIMECSECS) 1308 @ TINECSECS) 1568

Reaction order =1
Invariance control
Step in tank inlet temperature = 3.4 K

FIG.A.6.1.41 EXPERIMENT NO:41




.134E-a1

158
GM/CC L . cCss
e b
TANK CONCENTRATION JCET ALOK RaTE
.1928-a1 t ] ] ! ]
238

pEG N,_

-] TIRECSECS) 15886 TIRECSECS) 1500

Reaction order = 1
Invariance control
Step in tank inlet temperature = 4.8 K

FIG.A.6.1.42 EXPERIMENT NO:42




.1897E-a1
GH/CC [ s ccrs
- TANK CONCENTRATION A 3 JACKET FLOW RATE
L1938 —t § ! § i ! § i . | 8
23] 18
TANK TEMPERATURE g JRCKET TEMPERATURE
DEC L
c .
28 ; ] i i ! e ! ! I ! -9

8 TIME(SECS) 1398 8 TINECSECS) 13568

Reaction order = 1
Invariance control
Step in jacket inlet temperature = 7 K

FIG.A.6.1.43 EXPERIMENT NO: 43




.1878-€1

GN/CC L

&

L183E-6

TRHK CONCENTRATION

28

0EGC L

JRCKET TEMPERATURE .
;Fﬁpﬁﬁ—JL~&Aﬁﬁ¢m~4aah~ﬁfbﬁ~

5o
-3

! i ! H |

TIMS(SECS)

Rezction order

iSea e

TIMS(SECS)

1308

=1

Invariance control

Step in Jjacket inlet temperazture = 5K

FIG.A.6,1.44 EXPERIMENT NO:LL

1598

ccrs

ig

BDEG




.187E-g 156
TANK COMCENTRATION JACKET FLOKW RATE
GN/CT L ., ccss
Suman'ie e
,183e-& ] 1 ! ] i i 1 1 ! { G
22 ' ig
TANK TEMPERATURE i JACKET TEMPERARTURE
T Ve e g i e
pEG L B=G
c :
26 t ! i t x 1 1 ! ! i 3
8 TIMECSECS) 1568 @ TIMEC(SECS) 15ag

Reaction order = 1

Invariznce control
Step in jacket inlet femperzture = 2.5 K

FIG.A.6.1.45 EXPERIMENT NO:45




. 183E-&1 158
TANK CONCENTRATIOHN JACKET FLOW RATE

GH/CT /W A A en A s ccos

1S82E - ! | ! { { ) i 1 i { 8
32 : 26
L, TANK TEMPERATURE > JRCKET TEMPERATURE
PP VRPN VM T
DEG | i DEG
c - c
27 i ! ! ! { ! 1 ! ! . 18
8 TIMECSECS) 12380 TIMECSECS) 1288

Rezctior order = 1

Invariance control
Step in tznk inlet temperzture = .75 K
Step in jzcket inlet femperature =2.,7 K

FIG.4.6.1.46 EYPERINENT NO:46




. 185E-6

pei &
-
(8]
[arl

TANK CONCENTRATICHN gt
i 3 “&ﬁb%ﬁgﬁaﬂﬁﬁ

GM/CC cc-s

JACKET FLOW RRTE

-y
-

1S82E~-
34

1 ! i 1 o)

B RN
o

¥ TANK TEMPERATURE 5 JRCKET TEMPERATURE

pEG " A A 0EG

28 t } ) { | ! ! : 12

8 TIMECSECS)S 1gea 8 TIMECSECS) 1288

Re=zction order = 1
Invariance control
Step in tank inlet temperature = 2, K

Step in jacket inlet temperature 2.1 X

'T_l
i1
0




. 199€-~ 158
TANK CONCENTRATION JRCKEY FLOH RATE
gM/cC =11 ccos
o
.183E ! ! i i - § § 1 i ] 8
44 . 24
TANK TEMPERATURE 3 JACKET TEMPERATURE
. I/-‘-\\
DEG DEG
c o g C
i »
24 g i [ i ] ' ) 1 } i 19
8 TIMECSECS) 1568 @ ‘ TINECSECS) 1568

Reaction order = 0
Open loop studies
Initial perturbations in state variables

FIG.A.6.,1.48 EXPERIMENT NO:48




.199&-¢" 15¢
TANK CONCENTRATION JROKET FLOM RATE
GMsCC | cers
,188E-a ! ! ! ! ] j ! ' ! ! e
44 26
TANK TEMPERATURE JACKET TEMPERATURE :
5 ¢ X
DEG BzG
c ¢ < c
24 { i § 1 { t i [} Il .; 16
8 TINECSECS) 1588 ¢ TINMZ¢SECS) 15088

Reaction order = 0
Oven loop studies

Initizl perturbztions in state varizbles




.198e-af

3 TaHK CONCENTRATION JACKET FLOH RATE
GM/cC N
.188E-G] 1 t g 1 § { 1 {
42
TANK TEMPERARTURE 3 JARCKET TEMPERATURE
-3
” o
DEG
c b I
d ’ 4
22 L ¢ | { § 1 1 $
-] TIME(SECS) 1508 6 TIMECSECS) 1508

Proportional feedback control of tank temperature(Kc=.0005)

Reaction order = ¢

Initial perturbations in state variables

FIG.A.6.1.50 EXPERIMENT NO:50

138

0EG

ig



.18?E-8; i8¢

’ TRNK CONCENTRATICH JACKET FLOW RRTE .
GM/CC | R ccrs
.18%E-¢ ! ] i 1 i f 1 ! ! ! 8
46 ' 26
TaK TERPERATURE Y JRCKET TEMPERARTURE

psc [ v 4 G
c I i c
X s
y : .
22 ] [ | i ! ] § § |4 { ig
8 TIMECSECS) 1588 @ TINE(SECS) 1563

Reaction order = 0
Proportional feedback control of tank temperature(xc=>0001)'
Initial perturbations in stzte variables




 196E-a23 is5g
TANK CONCENTRRTION JERCKET FLOW RATE :

GM/CC L

v
¥

J184E a8t ! i ] 1 ! { ! ! ! ! g
32 7
" TANK TEMPERATURE 2 JACKET TEMPERATURE
= -
DEC DEG
c F I e
22 i i | ! 1 i ! ! ] 1 1? ;

8 TIMEC(SECS: 12938 TIME(SECS) 1288

Reaction order = 0
Open loop studies
Step in tank inlet temperature = 2.6 X

FIG.A.6.1.52 EYPERIMENT NO:52




Reaction order

L1S7E-81
5 TANK CONCENTRATION I JACKET FLOW RATE
.195E~-c 1 ! t ! 1 1 1 § t
23
TARNK TEMPERRTURE JRCKET TEMPERRTURE
DEG L
;faff’““dvv~.h~ . ) Y
21 { 1 ¢ i t § ! !
8 TIMEC(SELCS) 12084 TIMECSECS) 1268

138

O
O
\
W)

24

DEG

Proportionzl feedbzck control of tznk temperature (X =.01) '
Step in tank inlet temperzture = 3K :

s
-
(]
e

.6.1.53

Fop,

¢
(PERIMENT NO:53




.196€-ef 1%@
_ X TANK COMCEHTRATION JACKET FLOW RATE

s ccss

TANK TEMPERARTURE

8 TIMECSECS) 1382 8 TINECSECS) . 13588

Reaction order = 0 e
Controller equation derived from stability conditions(eqn.(B.jS))'f
Initial perturbations in state variables

FIG.A.6.1.54 EXPERIMENT NO:54




.197E-aff ‘ 158
JRCKET FLOW RATE
o TANK CONCENTRATION

GM/CC ;///r-\\\\\-’///,—-\\\\\—///,. | ccrs

1945—:1!!!9![’!!!!! ',","!! !!la

27 _

L TANK TEMPERATURE
DEG
c L

i JRCKET TEMPERATURE

19!00!!!1!0!!!!! |ll!llltl!!_ltlg
8 TIMECSECS) 386888 TIMECSECS) 3888

Reaction order = 0
Limit-cycle behaviour around open loop stable operating point
(Kc=.06) ' ‘

FIG.A.6.1.55 EXPERIMENT NO:55




| .195E-¢ff 150
L TANK CONCENTRATION

. [ JRCKET FLGM RATE

| GM/ce I ceos
|

!

§ . 189E- el e
32
DEG
c
|

[ 1 1 1142

TIMEC(SECS) 3864

Reaction order = 0
B Limit-cycle behaviour around open loop unstable operating
l point(X =,1)

FIG.A.6.1.56 EXPERIMENT NO:56




.196E-¢ff 1%8
3 TaNK CONCENTRATION JRCKET FLCH RATE
GM/oC / X ceos
185E-g1 § i 1 | | § i { 1 a8
33 23
TAHK TEMPERATURE s JRCKET TEMPERATURE
DEG - '/“,-r BEG
¢ ;w-tﬂf-ﬂ“'pv c
23 { ' § ? | | | § { 13
8 TIMECSECS) 1523 8 TIME(SECS) 15890
Reaction order = 0
Proportional feedback control of tank temperature(K .002)

Stabilising open loop unstable operating point

FIG.A.6.1.57 EXPERIMENT NO:57




. 19SE-&ff 158
i JACKET FLOW RATE |
/‘\ o

GM/CC ! ccrs

TANK COHCENTRATION i
.188E-& ! ! i ] ! ‘.__——f"lfrﬂvvﬂjv [ '8
3s[ 26
- TANK TEMPERATURE - '
DEG | L DEG
o o . . = c
" JACKET TEMPERRTURE
22 ! i { f 1 | 1 1 [ i 12
8 TIMECSECS) 1500 @ TINECSECS) 1588

Reaction order = 0 b
Proporticnal feedback control of tank temperature(Kc=.0035)  ,&5‘55
Stabilising open loop unstable operating point ' '

FIG.A.6.1.58 EXPERIMENT NO:58




- 1996-en TANK CONCENTRATION JRCKET FLOW RATE 156
GMsCC | A ceos
.189E-all N SO TR S N SO S 8
32 ' 24
TANK TEMPERATURE JACKET TEMPERATURE .
o s
DEC / DEG
c b - c
of ® ad
22 § t { } ] § { i ! {4
8 TIMECSECS) 14088 TIMECSECS) 1408

Reaction order = 0o
Proportional feedback control of jacket temperature(KcaOlﬁ)
Stabilising open loop unstable operating point

FIG.A.6.1.59

EXPERIMENT NO:59




.19SE-¢1 156
L TANK CONCENTRATION JACKET FLOUW RATE
GM/CC 5 cros
.185E-& i i ] { 1 : i : g
3e 24
-3 o
DEG DEG
c y ¢
i TANK TEMPERATURE JACKET TEMPERATURE
22 ! ] t i i : 1 1 1 14
8 TIMECSECS) 1488 8 TIME(SECS) 1480
Reaction order = 0 .
“rorortional feedback control of jacket temperature(Kc=.O?)
Stabilising open loop unstable operating point
FIG.A.6,1.60 EXPERIMENT NO:60




.16k~

L

TANK CONCENTRATION JACKET FLOW RATE 158

.18BE-@y ] i 1 ; t ! i 1 ) f a
34 . 24
TANK TEMPERATURE JARCKET TEMPERATURE

" ‘ v\-—-w
DEG | | / DEG
c t c
24 ' 1 1 1 ! ! ! l ! L 12

8 TIMECSECS) 1583 8 TIMECSECS) 1584

Reaction order = 0
Decoupling type control of tznk temperature(Dmax=.OO?)
Stabilising open loop unstable operating point

IG.A4.,6.1.61 EXPERIMENT NO:6&1




. 153
-199E-8 TANK CONCENTRATION
GM/CC i ceos
JACKET FLOW RATE
.188E- ! ! ' ! ' L ! t ! 8
47 26
- TANK TEMPERATURE JACKET TEMPERATURE
A 4
pEG [ - DEG
c I - c
23f | | i | ; i j ; ; x ! 18
1508

e TIMECSECS) 1568 @ TIMECSECS)

Reaction order = 0
Decoupling type control of tank temnerature(D
Initial perturbations in state varlables

FIG.A.6.1.62 EYPERIMENT NO:62

-326-

=.007)




.193E-&41
TANK CONCENTRATICN
GM/CC .
JRCKET FLOW RATE
JBEE-Gy, i ! i ! 1 8
‘ 470 29
L TANK TEHPERARTURE JRCKET TEMPERATURE
DEG i  OEG -
c L o
-
- 23 i ! ! ! ! ! 18
8 TIMECSECS) 1588 8 TIME(SECS) 1508

Reaction order = 0
Decoupling type control of tank temperature(DmaX=_oo7)

Initial perturbations in state variables

FIG.A.6.1.63 EXPERIMENT NO:63

/

_307~




.188e-2i ise
TANK COHCEHTRATION JARCKET FLOW RATE

GM/CC A ccrs

L1E8E-a ! 3 ¢ 1 i § § ' ' 1 g

28 26
TRNK TEMPERATURE CKET TEMPERATURE

c b c

18 L ; r ' ; | ' L 18
8 TIMECSECS) 1983 @ TIMECSECS) 1589

Reaction order = 0
Decounling tyve control of *znk temperzature (D
Initizl periturbations in state varizble

-328~




e 120
1F%EB ANk CONCENTRATION W\‘v g

GM/CC o A ccrs

" 1
I JACKET FLOW RATE M%WFA

. 188E- ! ' ' ! : ' - ’
42

TANK TEMPERATURE

L. JRCKET TEMPERATURE

DEG

22 i i ! i I f ] i i 1 18
8 TIMECSECS) 12888 TIMECSECS) 128@

Reaction order = 0
Decoupling type control of +ank temperature(DmtX=,Olé)
Initial perturbztions in stazte variables

FIG.A.6.1.65 EYPERIMENT NO:65

-3297a/' E I




199€-~- i38
TANK CONCENTRATINON JACKET FLOW RATE
GM/CC 8 cers
18SE-¢8 ! ) ' ! i ! 1 i ! { 1 s )
42 26
TANK TEMPERRTURE
DEG DEG
c c
22 } } } I ¢ 1 ] i 1 { { ! 18

8 TIMECSECS) - 140089 TIMESSECS) 1488

Reaction order = 0
Decoupling type control of tank temperature(DmaX=.002)
Initial perturtations in state variables

FIG.A.6.1.66 EXPERIMENT NO: 66

_330:&7 :




.1%¢E~-a1 138
TANK CONCENTRATION -
Gn. cc ol X ccos
J’
L1983~ 4 4 4t 8 bbb ) b

38

DEGC L M/

-¢~1 N I D I N AU T T TN O IO OO O

Reaction order = 0

Decoupling type control of tank temperature(Dmax=.OO7)
Step in tank inlet temperature = 4.2 X

FIG.A.6.,1.67 EXPERIMENT NO:67

-331-




.196E-¢fl 158
8 JACKET FLOK RATE
SHEEF NW‘LM-& Fers
TANK CONCENTRATION >
13E-81 ! i i i ] i ! 1 i § 8
1 ‘ 20
s TANK TEMPERRTURE R JARCKET TEMPERATURE
- o
DEG DEG
c r g c
m S
22 y y 1 ] i ] { ! ! L. i@

8 TINECSECS) 15ee 8 TIME(SECS) 1588

Reaction order = 0
Decoupling type control of tank temperature(Dmax=.OO7)
Step in tank inlet temperazture = 2.5 K

FIG.A.6.68 EXPERIMENT NO:6&8

‘ | | -332-




.197E-81

GM/CC L

. I1S1E-81

TANK CONCENTRATION JACKET FLOK RATE

44

BEG

1 ' { ' 1 ] i ] § {

TIMEC(SECS) i483¢@ TIKE(SECS)

Rezction order =-1
Oven loop studies

Initizl perturbztions in state vzrizbles

txf
4
0

AG6.1.69

o

ZFERIMENT NC:69

~333-

14838

1Sg

ccss

Ceaq

18



.186E-81

. 132E-81

BEG

158
TANK CONCENTRATION JRCKET FLOW RATE
3 -3 CC/S
! ! ! ! ! ! ! J 1 e
25
b TANK TEMPERATURE 3 JARCKET TEMPERATURE
(-’ gsG
A c
M e e R e
! § i U ¢ i i { { 15
8 TIMECSECS) 14638 TIMS(SECS) 1468

Reaction order = -1

Open loop studies

Initial perturbations in stzte variables

FIG.A.6.1.70

8-

EXPERIMENT NO:70




.196E-01 158
TANK CONCENTRATION JRCVET FLOW RATE
GM/CC L L ccss
.132E-a1 ' ! : { J ! i 1 ! ! 8
38 4 28
TAHNK TEMPERATURE - JRCKET TEMPERRTURE
DEG ¢ BEG
c \s\ o C
22 ! ! ! g ! /r-Ai--‘r-\’jh—_-Th-_jfh- 18
8 TIME(SECS) 12638 TIMEC(SECS) 1268

Reaction order = -1

Open loop studies

Initizl perturbztions in state varizbles

FIG.A.6.1.71 EXPERINMENT NO:71

-335~




. 196E-81

.133t-81
31

DEC

21

JRCKET FLOW RATE

-336~

“'FIG.A.6.1.72 EYPERINENT NO:72

TANK CONCENTRATION ~
i i ] ¢ ! { H H
5 TANK TEMPERATURE R JACKET TEHMPERRTURE
i y ¢ | 4./y;1'"‘T‘nfnf--j‘-,irf—’d
v
8 TIME(SECS) 12688 TIMECSELS)
Reaction order -1
Open loop studies
Step in tank inlet temperature = 2.5 K

i5e

cecrs




. 186E-a1 156
GM/CC s ccss
| b
i |
.131E-81 ! d ; J ! ! i ! ! ! ! ! i 8
38 26
TANK TEMPERATURE » 3 JACKET TEMPERATURE
0EG L L BEG
C & c
22 } } { { t § 14
8 TIMECSECS) 1486 0 TIMZ(SECS) 1462

Reaction order = -1
Proportionzl feedbzck control of tank temperature(KC=.OOO5)
Initizl perturbztions in stzte variables

FIG.4.6.1.73 EXPERIMENT NO:73

-337-



1965-21 | 156G
TANK CONCENTRATION JACKET FLOW RRTE
GM/cC L ] cers
.1882-81 ; ; &
44 26
: TAMK TEMPERRTURE JACKET TEMPERATURE

30 ! t f i . 15
e TIMECSECS) 500 2 TINSCSECS) 6ga

Reaction order = -1

Proportional feedbzck control of tznk temperature (K _=.0005) :
1 e / o

Initial perturbations in stzte verizbles

FIG.A.6.1.74 EXFERINENT NO: 7h

-338-




.196E-91 15¢
GM/CT iz ccos
.188E-01 1 ' 1 ! ! 1 g
38 . 26
= 3 JACKET TEMPERATURE
pEG | | . DEG
c T c
i TRNK TEMPERATURE
2% i ] 1 ! ! ! } i i ! [ i 14
8 TIMECSECS) 14688 TIMECSECS) 1488
Reaction order = -1

Proportional feedback control of tank temperature(Kc=.002)

Initial perturbztions in state varizbles




.2E-81 1548
b TANK CONCENTRATION JACKET FLOW RATE
GMce L X ccrs
L 1e2E-81 i 1 t ] i ! i i } i ! } i § ] g
48 a5
[s-Ari R DEG
C & . ” c
| ThNK TEMPERATURE ® UACKET TEMPERATURE
24 T N SR WA B T [T S P DU SN B 1%
8 TINECSECS) 152388 TIHEC(3ECS) 1666
Reaction order = -1

Proportional feedback ccntrol of jacket temperature(Kc=lol)"A':”‘gg
Initizl perturbztions in stzte varizbles

FIG.4.6.1.76 EXPERIMENT NO:76

~340-




2E-a1 158
JACKET FLOM RATE
GM/ee cerss
- TANK CONCENTRATION
_19E-01 i ; : ; : i : t ! a
45 ' A
i TANK TEMPERATURE - - JRCKET TEMPERATURE
. 3 ¢
DEG L
C P>
3} I [

8 TIME(SECS) 18338 TIME(SECS) 1e8as

Reaction order = -1 TR
Controller equation derived from stzbility conditions(egn. (3. 38));
Initial perturbations in siate variables

F;G.A.é.l.?? EXPERIMENT NO:77

-341-



.196E-81 153

_\\-—- JACKET FLOW RATE

GrM/CC L L JJ cers
§ ; R
FVVANT il vl
TanNK CONCENTRATIGN 0
. 184E-81 ': : ; ; ; L ! ! ! ! 8
27 ' 24
o TARNK TEMPERATURE JARCKET TEMPERARTURE

DEC M‘*" DEC

19 i ! i { ] ! ; J :‘ L 14
8 TIME(SECS) 12880 TIMECSECS) 1282

Reaction order = -1
Proportionzl feedbzck contrcl of tznk temperature(Kc=,03)

Step in tank inlet temperzture = 2.6 X

FIG.A.6.1.78 EXPERIMENT NO:78

-342-



L1965 -21 15G
X § JACKEY FLOW RATE
GM/CC L X ccs3
TANK CONCENTRATION s
.192e-81 1 ! ! 1 ! j 5
31 25
" TRNK TEMPERATURE X JACKET TEMPERATURE
pEG peG
cC F - >
21 ! ! ! i t ] i : 1%
a TIMECSECS) 14800 TINECSECS) 14

Rezction order = -1
Proportional feedback control. ¢f tenk temperature(Kc=.OOZ)
Stabilising open loop unstable operzting point




.194E-81

TANK CONCENTRATION

GM/CC

.15E-81 I S T R N !

3 JRUKET FLOU RATE

JACKET TEMPERATURE

cCs3
g
26

28 { ] 1 ! { t ! 1 i j 16
) TIMECSECS) 145G 0 TIMECSECS) 1498
Reaction order = -1
Proportional feedback control of tznk temperature(Kc=.0035)

Stzbilising open loop unstzble operating point

-344—

‘0:80




.198E-B1 { 1se
TANK CONCENTRATION
JACKET FLOM RATE

€

GM/CC L R ces
.182E£-81 LA NSO SRS SN AN NN N N | JSNL SO SN NUNE SN WU S ) g
38 24
A TANK TEMPERATURE s JACKET TEMPERATURE
DEG gt ey 126
c 3 3 C
28 f .l i d 1 U ! [ P l { | ¢ 14
8 TIME(SECS) 2es2 @ TIMECSECS) 2093

Reaction order = -1
Proportionzl feedbzck contrcl of ijzcket temperszture{X =.
J I N

Stabilising open loop unsizble operating point

-345-




.196E-81 158

TANK CONCENTRATION JACKET FLOW RATE
GM/CC L i ceos
.192E-81 ! i 1 i ! ! i \ ; ) [ [ t t t 2
38 24
TRNK TEMPERARTURE JRCKET TEMPERARTURE

v
v

§
v

BEG P o B=G
c > /m C
Pre=1 MR TN TS M T N A A B ! N R S A T T T

8 TIMECSECS) 20000 TINECSECS) 2696

Reaction order = -1
Proportional feedback control of jacket temperature(Kc=.Ol)

Stabilising open loop unstable operzting point

| -346-




.135E-41 158
R JACKET FLOW RATE
GM/CC I 8 cess
i TANK CONCENTRATION Iy
LI19E-B1 { ! i i t { i § f ? =)
38 25
TaNK TENPERATURE JRCKET TEMPERATURE
DEG L
C
-3
22 } ! ! 1 ! { t ! i [N 17

8 TIMEC(SECS) 12689 TIME(SECS) 12e3

_ Reaction order = -1 g g
Decoupling type control of tznk temperature(D___ =.007)

Stabilising open loop unstable operating point

FIG.A.6.1.83 EXFERIMEHT NO: 83

-347-




DEC

JRCKET TEMPERATURE

25 H i i
TIME(SECS) iegg g TIMECSECS) 1809
Reaction order =
Decoupling tyve control of tznk temperature (T =,007)

“max’

.135E-81 1 T vaa/ Wl 1158
TANK CONCENTRATION ;
GM/cc X cers
" JACKET FLOW RATE
. 187E-21 ] i : : ‘ e
45 { 27

Stabilising open loop unstable operzting point

FIG.A.6.1.84 EXPZRINMENT NO:8L

~348-




.2E-21 mwv‘gw‘{,, »fi;iéf '25 186
TANK CONCENTRATION

RS
| JACRET FLOW RATE

GMCC i cors

o
L19E-91 ! ¢ ! i ; ! 1 1 ! 1 e

42 28
TANK TEMPERATURE - JACTKET TEMPERATURE

DEG

22 ) ! 1
2 TIMECSECS) 12889 TIME(SECS) 1288

Reaction order = -1
Deccupling type conirol of tank temperature(nmﬁx=,007)
Initizl perturbztions in state variables

-349-




.2E~91 156
TANK CONCENTRATION JACKET FLOM RATE
GMCC L, ccre
.195E-81 t : ! ! | ! ! ! 1 i o
28 22
TARK TEMPERATURE ] JRCKET TEMPERRTURE
DEG BEG
c F - c
18 { { i t [} ] i } { N 12
- 8 TIMECSELS) 1288 @ TIMEC(SECS) 1238
Reaction order = -1

Decoupling type control of tank temperature (D _x=,oo7)
Initizl perturbeation in z state variable

FIG.A.6.1.856 EXPERIMENT NO:86

. - ~350-




.2E-81 158
TRt CONCENTPATICH JRCKET FLOW RATE
GH- CC ! ccss
19E -9 ! ! ! ! i i ' i ! 2
2e 22
TANK TEMPERATURE JRCKET TEMPERATURE
PH bty L'#
DEGC DEG
C -3 b C
18 i i 1 : : i ! i i i 12
8 TIME(CSECS) 12ee8 TIMECSECS) 1268
Reaction order = -1
Decoupling type control of tznk temperature(ﬁmgx=.oo7)

Initizl perturbztions in state vzrizbles

351~




.157e-81

GM/CC L

DEG

150
TANK CONCENTRATION
o
cc/s
i JRCKET FLOW RATE
L192E-81 1 t i ! { 1 | t i ¢ | i a
41 27
TANK TEMPERATURE L JACKET TEMPERATURE
21 ] ! ] i ! [
8 TIMECSECS) 1400 @ TIMECSECS) 1400

Reaction order = -1 .
Decoupling type control of tank temperature (D =.005)
Initial perturbations in state variables

+ FIG.A.6.1.88 EXPERIMENT NO:88

-359~




.197E-&1 1S58
TANK CONCENTRATION
GM/CC L L ccss
- JRCKET FLOW RATE
{1SEC -6 i ! t ] ! [ i i ! i 5
25 21
" TANK TEMPERATURE JACKET TEMPERATURE
of -
DEG Ve v‘W\_.‘ DES
c [ . o
b ] e — -
12 i 1 | t i i ! | i | 1
8 TIMECSECS) 1209 g TIMECSECS) 12a4

Rezction order = -1
Decoupling type control of tank temperature(Dm,x=.OO?)
<o

Step in tznk inlet temperature = 3.6 X

A.6.1.89 EXFERIMENT NO:89

i
Lo
©

-353-




TANK CONCENTRATION : JRACKET FLOW RATE

O

'TANK TEMPERATURE s JRCKET TEMPERATURE

TIMECSECS) 1288 8 TIMECS

Reaction order = -1

Decoupling type control of tznk temperature(DmaX=.OO7)
Step in tank inlet temperature = 2.3 K ‘

-354-




.187E-081 1358

TANK CONCENTRATION

GM/CC

JACKET FLOW RATE

- '_19115.‘.91 ! ! ! ! ! ! ! 1 i § H { [ G
41
o TAHK TEMPERARTURE
£es
c D
21 ! k| ! ! } { 3
] TIMECSECS) 16686 TIMECSECS) 16080

Reaction order = -1

Decoupling type control of tank temperature(Dmax=.Oll) b
Initial perturbations in state variables :

FIG.A.6.1,91  EXPERIMENT NO:91

g | o ~355-



.187E-ai i58
TANK CONCENTRATION JACKET FLOW RATE
o \\\\‘d///,‘-k\\\\_,//”-\\\\ | ”
193g-ght t v v v e ey v vt e pdf vt iy i1t 11139
36 C - 33
TANK TEMPERRTURE > JRCKET TEMPERATURE

DEG N\/\ OEG
c ¢

26 [0 T O O OO OO T T O IO OO N | .1 | SN O TN OO T T O OO OO O O O !0 1§ 206
8 TIMECSECS) 486008 TINMECSECS) 4889
Reaction order = -1
Limit-cycle around open loop unstable operating point

(ch.OZS)

FIG.A.6.1.92 EXPERIMENT NO:G2

_356_



A.

6.

2

COMPARISON OF EXPERIMENTS WITH TOTAL SIMULATION

(continuous lines indicate total simulation,
0] experimental points and
1 first harmonic response
(egn. (3.63)-(3.65)))




GH/CC |

1858-2 1

TANK CONCENTRRTION

I ¢ 4 ¢ 4 1 ¢ ¢ § |

}

JRCKET TEMPERATURE

oy T AT T
EXPERIMENT NC

-357-

vel

28

DEG



TANK CONCENTRATION

GM/CC
JOBE-g 4 ¢t 1 4t 4 4 i f 4§
48 3
' ¥ TANK TEMPERATURE JRCKET TEMPERATURE

o seeéﬁmﬁiwy_,~ 0=G
J

D C

=1 I R UL NS W YO O T T T A TN O R IR NS L A IO N TR BN SO I Y-
8 TIMZ(SECS) 1588 @ TIME(SECS) 15e8
FIG.A.6.2.2 SAZERIMERNT NO:2

-358-




24

.193E-¢.

gM/CC

TANK CONCENTRATICON
.13E-81 S D S T T L S N O N

TANK TEMPERATURE : R
1

| O TR S T U O T O L T e | LS I T T A O O O

e TINZ(SECS) 158589 ‘ TINECSECS) 1568




2E-01 [

GM/CC |

TANK CONCENTRATION

L e T

TANK TEMPERATURE

~-360-

o
R H
8 TIM=CSECS) 1580 9 TIMECSECS) 15ge
*I1G.4.6.2.4 ZAPERINENT KC:5




5o )

GMsCC

15 84 =2 - 5 S O L A S A N N O I L

TaNK TEMPERATURE

A e -~

8 TIMECSECSD 15e8e TIMECSECS) 1568

=361~




s

.193E
e LS S0 08 - ey e A A

a4

GM/CC

JA8SE-al i !

TANK CONCENTRATION

338 22
R TaHK TEMPERAQTURE L JRCKET TEMPERATURE
! 1 56920200003000,

DEG : B R BUg00WIhzg
c M e ! c

18 IR N N A T LA ST A SO R . PootoF 12

8 TIMECSECS) 15g8 8 TIMECSECS) 1588
FiG.£.6.2.6 EXPERIMENT NC:8

-362-




26-01 §
L\ TANK CONCENTRATION

GM-CC

08,0~ 3} N S S N NN SO N

40 ! o 22
s TANK TEMPERATURE L JACKET TEMPERRTURE
: hera ﬁgoggooagonmmm_. |
~olaaamtTsC D=G
oty % C
- U bodo by oy by 12
8 TIMS(SECS) 1580 9 TIMECSECS) 15808

- oA R
N P TRemATm R
PIG.A.C.2.7 SLAPERINENT WC:Q

-363—




-8

2E-91 §

TANK CONCENTRATION

GM/CC L

IR R ot- - N A S N N LN S I N I

4€
TANK TEMPERATURE

t\:s)l1;||1|0~l13

e TIMZ(SECS) 15c6e @ TINME(SECS) 1569

FIG.4.6.2.8 EXPERIMANT NO:11

-364-



	Muke_19.7.21_Part1
	Muke_19.7.21_Part2
	Muke_19.7.21_Part3
	Muke_19.7.21_Part5
	Muke_19.7.21Part4

