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Abstract. Visualising data for exploratory analysis is a major challenge in
many applications where there is a need to gain insight into the structure
and distribution of the data (e.g. to find common patterns and to identify
relationships between samples as well as variables).
Typically, visualisation methods like principal components analysis (PCA)
and multi-dimensional scaling (MDS) are employed.
These methods are favoured because of their simplicity but it is difficult to
incorporate prior knowledge about properties of the variable space into
the analysis (particularly important where strong correlations are present)
or to cope with missing data.
One way to benefit from highly correlated variables is to model them us-
ing a block correlation matrix; this reduces the number of free parame-
ters significantly and also captures the structural knowledge. In this way,
noise on the correlated variables is modelled with a common parame-
ter. In this paper we show how to utilise on such information by us-
ing a modification of a well known non-linear probabilistic visualisation
model, Generative Topographic Mapping (GTM). The model has the ad-
vantage it can cope with missing data, which is particularly valuable in
high-dimensional sparse datasets.
In this paper it is shown that by including prior information about the
grouping of variables in the covariance structure into the model one can
improve both the data visualisation and the model fit. These benefits will
be demonstrated on artificial data as well as a real geochemical dataset
used for oil exploration, where the modification improved the imputation
results by 3 to 13 %.

1 Introduction

Data visualisation is widely recognised as a key task in exploring and under-
standing data sets. Including prior knowledge from experts into probabilistic
models for data exploration is important since it constrains models, which usu-
ally leads to more interpretable results and greater accuracy. As measurement
becomes cheaper, datasets are becoming steadily higher dimensional. These



high-dimensional data sets pose a great challenge when using probabilistic
models since the training time and the generalisation performance of these
models depends on the number of free parameters.

A common fix for Gaussian models is to reduce the number of parameters
and to ensure sparsity in the model by constraining the covariance matrix to
be either diagonal, or spherical in the most restricted case. These constraints
exclude valuable information about the data structure, especially in cases where
there is some understanding of the structure of the covariance matrix.

A good example of this is data from chemical analysis like Gas Chromatography-
Mass Spectrometry (GC-MS). When one examines the results of GC-MS runs
over different samples, one knows that certain compounds are highly corre-
lated with each other. This information can be incorporated into the model with
a block-matrix covariance structure. This will help to reduce the number of free
parameters without losing too much valuable information. In this paper we
will look at a common probabilistic model for data exploration called the Gen-
erative Topographic Mapping (GTM) [2]. The standard GTM uses a spherical
covariance matrix and we will modify this algorithm to work with an informa-
tive block covariance matrix.

The paper has the following structure. First we shortly review models for
data visualisation and put them into context. Then we introduce the standard
GTM model, extend it to the case of a block covariance matrix and describe how
GTM can deal with missing data. Then we present some experiments on arti-
ficial data and real data, where we compare the block version of GTM against
spherical and full covariance versions and show where the advantages of the
models lie. Finally we conclude the paper and point out further areas of re-
search.

2 Data Exploration

A fundamental requirement for visualisation of high-dimensional data is to be
able to map, or project, the high-dimensional data onto a low-dimensional rep-
resentation (a ‘latent’space) while preserving as much information about the
original structure in the high-dimensional space as possible.

There are many possible ways to obtain such a low-dimensional representa-
tion. Context will often guide the approach, together with the manner in which
the latent space representation will be employed. Some methods such as PCA
and factor analysis [5] linearly transform the data space and project the data
onto the lower-dimensional space while retaining the maximum information.
Other methods like the Kohonen, or Self Organising, Maps [11] and the related
Generative Topographic Mapping (GTM) [2, 1] try to capture the topology of
the data. Another recent topology-preserving method, the Gaussian Process



Latent Variable Model (GP-LVM) [12] utilises a Gaussian Process prior over
the mapping function. Instead of optimising the mapping function one consid-
ers a space of functions given by the Gaussian Process. One then fits the model
by directly optimising the positions of the point in the latent space. Geometry-
preserving methods like multi-dimensional scaling [3] and Neuroscale [13] try
to find a representation in latent space which preserves the geometric distances
between the data points. The later approach can even be extended through a
technique called Locally Linear Embedding [15, 9], which defines another met-
ric to calculate the geometric distances, one used to optimise the mapping func-
tion.

In this paper we will focus on the classical Generative Topographic Map-
ping (GTM) and an extension which we will call Block Generative Topographic
Mapping (B-GTM).

2.1 Standard GTM

The essence of GTM is to try to fit a density model, which is constrained to lie
on a 2-dimensional manifold, to the data in order to capture the structure in
the high-dimensional data space. This manifold consists of a grid of points in
the latent space which are connected via a non-linear mapping function to a
distorted grid of Gaussian centres in the data space. Thus the GTM may be
described as a mixture of Gaussians whose centres are constrained to lie on
a manifold. To fit the intrinsic structure in the data, the non-linear mapping
function is learned using an Expectation Maximisation (EM) algorithm [6] to
maximise the data likelihood.

First one considers a function t = f (x, W) which maps points x in the L-
dimensional latent space into an L-dimensional non-Euclidean manifold S em-
bedded within the D-dimensional data space onto the points t, shown for the
case L = 2 and D = 3 in Figure 2.1.

Defining a probability distribution p(x) for the data points in the latent
space will induce a corresponding distribution p(t|W) in the data space con-
sidering a mapping function t = f (x, W). The conditional distribution of t is
chosen to be a radially-symmetric Gaussian centered on f (x, W) with variance
β−1. For a given value of W, the distribution p(t|W) is obtained by integration
over the distribution p(x)

p(t|W, β) =
∫

p(t|x, W, β)p(t) dx . (1)

A specific form of p(x) is considered, where p(x) is given by a sum of delta
functions centred on the nodes of a regular grid in latent space

p(x) =
1
K

K

∑
i=1

δ(x− xi) (2)



Fig. 1. The non-linear function f (x, W) defines a manifold S embedded in the data space
given by the image of the latent variable space under the mapping x → t.

in which case the integral in (1) can be evaluated and and the corresponding
log likelihood becomes

L(W, β) =
N

∑
n=1

ln

{
1
K

K

∑
i=1

p(tn|xi, W, β)

}
. (3)

To derive the EM algorithm for the GTM model, f (x, W) is chosen to be a
linear-in-parameters regression model of the form f (x, W) = WΦ(x) with the
elements of Φ(x) consisting of M fixed radial basis functions [4] and W being a
D× M matrix. Formalising the EM algorithm one computes the responsibility,
that each Gaussian generated the given data point in the E-Step:

Rin(Wold, βold) = p(xi|tn, Wold, βold) (4)

= p(tn |xi ,Wold ,βold)
∑K

j=1 p(tn |xj ,Wold ,βold)
. (5)

Maximising the log likelihood one gets the updates for W and β in the M-step:

ΦTGoldΦWT
new = ΦTRT , (6)

with Φ being a K × M matrix with elements Φij = Φj(xi), T being a N × D
matrix with elements tnk, R being a K × N matrix with elements Rin and G
being a K× K diagonal matrix with elements

Gii =
N

∑
n=1

Rin(Wold, βold) . (7)



and for β:

1
βnew

=
1

ND

N

∑
n=1

K

∑
i=1

Rin(Wold, β)||WnewΦ(xi)− tn||2 . (8)

2.2 Extension to Block GTM

A novel approach to include prior information about the correlations of vari-
ables into the model is to use a full covariance matrix in the GTM noise model
and to enforce a block structure onto it. This still results in a relatively sparse
covariance matrix, keeping the number of unknown parameters at an accept-
able level, while helping the model to fit the data including prior information
about its structure. We assume that the groups of highly correlated variables
are known a priori. After ordering the variables by their known groups, the co-
variance matrix will have the following structure:

Σ =


Σ1 0 . . . 0

0 Σ2
. . .

...
...

. . . . . . 0
0 . . . 0 Σp

 (9)

with Σ1 to Σp being the submatrices of correlated group of variables. We further
assume that there is no correlation between variables in distinct groups. The
extension of the learning algorithm is straightforward since the only changes
occur in the computation of R in the E-step and of Σ in the M-step, where the
calculation of the former is straightforward. For the M-step we have to derive
the update for the full block covariance matrices Σb, b = 1, . . . , p. Taking the
derivative of the negative log likelihood with respect to Σb we get:

Σ =
1

ND

N

∑
n=1

K

∑
k=1

Rinab
knaT,b

kn , (10)

where ab
kn = ( f (xk, W)b − tb

n) with tb
n being the point tn only at the dimensions

for block b.

2.3 Extension of GTM for Missing Data using EM

The EM algorithm can be used to estimate mixture model parameters in the
presence of missing data[7]. This work has been extended to the GTM model
[18] and it has been shown that the GTM performs quite well as an imputation
method [16]. The extension for the block version of GTM is straightforward and
will not be discussed here, but further details can be found in [17]



2.4 Stabilising the EM algorithm

A problem we encountered during the usage of the EM algorithm in conjunc-
tion with the block and full GTM on high dimensional data was a collapse of
the variance to very small values. This collapse was due to numerical errors
when calculating the activation given by (4). The calculation of the activation
involves a negative exponential term from the Gaussian, which in very high di-
mensions becomes very small and thus gets truncated and substituted by 0 due
to the limited precision of the floating point representation. This will ultimately
result in points where the responsibility Rij is 0 for all Gaussians. The result
is a collapse of the variance down to very small values, which in return leads
to meaningless results in the projection. To prevent this from happening we
use heuristics while calculating the activation as well as the covariance. These
heuristics prevent the responsibilities for a data point from going to 0 for all the
Gaussian kernels as well a collapse of the variance.

2.5 Assessing Unsupervised Learning

The dimensionality reduction methods discussed in this report are all examples
of unsupervised learning. Thus we cannot tell a priori what is the expected or
desired outcome. This makes it very difficult to judge which method is the best
in the sense of telling us the most about a certain dataset. In the simple case of
artificial data one can use prior knowledge about the structure of the data in the
original space to quantify the error on the projection. For the more complex case
of real data there are various approaches to this problem ranging from different
resampling methods [19] to a Bayesian approach using the GP-LVM [8].

In this paper we are going to focus mainly on the following measures of the
quality of a projection:

Nearest-Neighbour Label Error (NNLE): The nearest-neighbour label error can
only be computed on labelled data, where we know the class of each data point.
The idea is to consider the projected data and calculate for each point how many
of the k nearest points are in the same class. Then we average the fraction of k-
nearest neighbours in the same class over all the points. Finally we average over
all the classes as well.

Missing Data or Data Resampling (RMSE): Another alternative approach we de-
veloped is driven by the capabilities of the models to estimate missing data.
Reestimating missing data can be seen as a resampling approach [14, 19] when
the missing data patterns are created artificially and one retains the original
value for comparison. Most probabilistic methods can be be modified to in-
corporate assumptions about missing data. In the case where one introduces



missing data into the experiment after the model fit and where the model al-
lows a back projection from the latent into the data space one can then use the
model for data imputation. This way once can use missing data as benchmark
method for these class of models. To benchmark the different methods against
each other we are going to iteratively and piecewise delete every dimension
d = 1, . . . , D from every point and see which estimates the model produce for
the missing data. We then calculate the average root mean square error (RMSE)
over all the points n = 1, . . . , N, where t are the original values and t̂ are the
estimates:

RMSE =
1
N

N

∑
i=1

√√√√ D

∑
d=1

(tid − t̂id)2

3 Experiments On Artificial Data

To evaluate the effectiveness of block GTM (B-GTM) we carried out compar-
ative experiments with spherical (i.e. standard) GTM (S-GTM), full GTM (F-
GTM), and PCA. The data were sampled from a GTM with an 8× 8 grid in the
latent space. The grid was projected into a higher dimensional space using a
2× 2 RBF. network. The weights were randomly sampled from a normal distri-
bution with zero mean and unit standard deviation. Since the RBF was chosen
with random weights the restriction to a 2 × 2 RBF ensured a non-linear but
smooth and realistic mapping. The GTM used to generate the data had a block
diagonal covariance matrix and experiments were conducted with a range of
levels of variance and correlation. The overall variance of the data varied from
6.45 to 7.55, with covariances around the single Gaussians varying from 2 to 20,
denoted by STD, in Figures 2 and 3. The amount of STD is in general controlls
the amount of structure in the data. A low value for STD means now structure,
while a high value means a lot of structure. In each experiment 100 data points
were sampled from this GTM and each experiment was conducted 20 times,
with a different randomly generated GTM each time.

To calculate the NNLE the 8 × 8 grid was split into 4 classes with the 16
Gaussians in one corner of the grid being defined as one class. The results for
this experiment, shown in Figure 2, indicate that in the case of little or no struc-
ture in the data the B-GTM performs as well as, or only slightly worse than, S-
GTM, while F-GTM is clearly struggling with increasing dimensionality. How-
ever once more structure is present B-GTM clearly outperforms S-GTM, albeit
once dimensionality increases the performance difference narrows. The differ-
ence in number of blocks is significant as well since more blocks mean fewer pa-
rameters for the B-GTM model. This results in improved performance as well.

The RMSE was calculated on the same 20 projections. The results for this
experiment, shown in Figure 3, indicate that the block as well as full version of



GTM always outperform the S-GTM regardless of the amount of block structure
in the data. However the amount by which the spherical GTM is outperformed
depends on the amount of block structure. Further there is no significant dif-
ference between the performance of block or the full version of GTM. This can
be explained due to the nature of imputation as a model validation technique,
which only assess the fit of the model in the data space. If the GTM for example
is warped on itself and thus gives poor results in the projection space, it will
still give good imputation results if it properly covers the data cloud.

(a) (b)

(c) (d)

Fig. 2. The nearest neighbour label error on the artificial test data with high (STD=20)
and low(STD=2) structure for the GTM model with different covariance structures.
PCA=(blue, dotted line with big dot), S-GTM=(green, constant line with X), B-
GTM=(red, slashed line with diamond), F-GTM=(black, slashed and dotted line)



(a) (b)

(c) (d)

Fig. 3. The root mean square error for imputation on the artificial test data with high
(STD=20) and low(STD=2) structure for the GTM model with different covariance
structures. PCA=(blue, dotted line with big dot), S-GTM=(green, constant line with X),
B-GTM=(red, slashed line with diamond), F-GTM=(black, slashed and dotted line)

4 Experiments on Geochemical Data

To measure the performance of the projection methods for a real-world appli-
cation domain we used a geochemical data set. The data set consists of 133 dif-
ferent oil samples from the North Sea. The variables are peak heights from gas
chromatograph-mass spectrometry featuring up to 61 different alkanes, ster-
anes and hopanes. The data in the data sets have come from a variety of sources.
It is normal in petroleum geochemistry, however, for the compound peaks of
interest to be identified first, and then measured in height from top to bottom.
The bottom is normally given by a realistic background signal (baseline). After
the peak identification this is done by the software on the GC-MS system of the



source laboratory. As is standard in machine learning we pre-processed all vari-
ables to have zero mean and unit variance. Since missing data are a common
occurrence in geochemistry, we first excluded very sparse samples. Afterwards
we excluded all non complete variables to obtain our complete data set with 61
remaining variables. Reasons for missing data include but are not exclusive to
non performance of certain analysis due to cost savings, contaminated samples
as well as errors in the peak detection.

% Missing 5 10 20 30 40 50 60 70
RMSE Improvement in % 0.04 0.13 0.03 0.04 0.13 0.10 0.10 0.04

Fig. 4. The overall improvement of performance in the RMSE from B-GTM to S-GTM

Using the data set, 20 random replications of missing data patterns for a
given 0 < pi < 1 proportion of values missing were generated across all the
variables. The patterns are chosen to be completely random, since we do not
understand real missing data patterns sufficiently to reproduce them. Multiple
Regression Imputation (MRI) [16] as well as mean imputation were chosen as
benchmarks to evaluate how the models perform in general.

The apparently missing values are imputed using the GTM model and the
Root Mean Square Error (RMSE) is used to assess the performance. The GTM
models are all the same (3x3 RBF and 25x25 for the latent space) except for the
covariance structure. In the case of the B-GTM the covariance block structure
was chosen according to the input from geochemical experts.

The results from the experiment indicate that the B-GTM with the informed
block structure is superior to the GTM with a spherical and full covariance ma-
trix as can be seen in Figure 4. The B-GTM consistently, and over a variety of
missing data patterns, performs as well as or better than the F-GTM, while al-
ways outperforming the normally-used spherical version of GTM. The gains in
RMSE performance of B-GTM over S-GTM ranged on average between 3 and
13 % as can be see in the table in figure 4. The spread clearly shows that more
random replications will be needed for smoother results, however these kinds
of benchmarks are highly computational intensive and not the focus of this pa-
per.

5 Conclusions

In this work we have introduced an extension to the GTM algorithm, which al-
lows the user to specify a block structure for the covariance matrix. This block
structure can either be the result from extensive data analysis, the inputs from



Fig. 5. The imputation root mean square error on North Sea Oil data. S=spherical,
B=Block, F=Full

experts in the field and preferably a combination of both. The experiments show
that the block extension is a beneficial to the GTM model if the data exhibit a
certain amount of structure in the covariance matrix. When structure is present
and correctly specified block GTM tends to perform at least as well as spherical
or full GTM. In the case of the real geochemical data the gain from B-GTM over
S-GTM ranged from 3 to 13 %. The RMSE also proved to be a helpful perfor-
mance indicator, which however has to be treated with caution since one has to
be aware that is only assess the fit of the model in the data space. The experi-
ments further show that the assessment of unsupervised learning is a delicate
task. One must understand the model behaviour as well as the restrictions of
the model as well as the used performance indicators.

6 Future Work

Future work in this area will be aimed at assessing the possibility of including
methods like Bayesian Correlation Estimation [10] into the algorithm in order
to learn the correlation structure rather than rely on it being imposed a priori.
Another approach might be the variational formulation of the GTM algorithm
which includes the estimate of the correlation structure as well.
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