
To appear in: Proceedings of SPIE vol 3457. Presented at SPIE's 43rd Annual Meeting, San Diego, CA, July 19-24 1998.Training Bayesian networks for image segmentationXiaojuan Feng Christopher K. I. WilliamsNeural Computing Research GroupDept. of Electronic Engineering and Computer ScienceAston University, Birmingham B4 7ETABSTRACTWe are concerned with the problem of image segmentation in which each pixel is assigned to one of a prede�ned �nitenumber of classes. In Bayesian image analysis, this requires fusing together local predictions for the class labels witha prior model of segmentations. Markov Random Fields (MRFs) have been used to incorporate some of this priorknowledge, but this not entirely satisfactory as inference in MRFs is NP-hard. The multiscale quadtree model ofBouman and Shapiro (1994) is an attractive alternative, as this is a tree-structured belief network in which inferencecan be carried out in linear time (Pearl 1988). It is an hierarchical model where the bottom-level nodes are pixels,and higher levels correspond to downsampled versions of the image.The conditional-probability tables (CPTs) in the belief network encode the knowledge of how the levels interact.In this paper we discuss two methods of learning the CPTs given training data, using (a) maximum likelihood andthe EM algorithm and (b) conditional maximum likelihood (CML). Segmentations obtained using networks trainedby CML show a statistically-signi�cant improvement in performance on synthetic images. We also demonstrate themethods on a real-world outdoor-scene segmentation task.Keywords: belief networks, segmentation, EM, CML, learning1. INTRODUCTIONWe are concerned with the problem of image segmentation in which each pixel is assigned to one of a prede�ned�nite number of classes. In Bayesian image analysis, this requires fusing together local predictions for the class labelswith a prior model of segmentations.Recently, much work has been directed toward stochastic model-based techniques. In such techniques, the imageclasses are modelled as random �elds and the segmentation problem is posed as a statistical optimization problem.A Markov Random Field (MRF) model, where at each pixel the random variable would be the choice of label, is themost in
uential statistical model of this kind (see, e.g. Mardia et al.1). However, there are some problems with MRFmodels, particularly that inference procedures are NP-hard. Also, it can be di�cult to incorporate longer-rangeinformation into the prior if a small neighbourhood size are used.One alternative to MRFs is to use tree-structured belief network (TSBN) models of images2,3 . In recent work4,5we have used TSBNs as prior models in image segmentation. For TSBNs inference can be carried out in time linearin the number of pixels using Pearl's message-passing scheme6 . Williams and Feng4 showed on a particular problemthat classi�cation accuracy was improved on 9 out of 11 classes by using the trained TSBN in image segmentation.Williams and Feng5 also showed that a learned TSBN model is a better model of test images (as judged by averagelog likelihood) than models based on independent blocks of varying sizes.An important disadvantage of TSBN models is that pixels that are spatially adjacent may not have common par-ents. Therefore, the models do not enforce continuity of regions, and this leads to the well-known \blocky" artifactsin segmentation results. New models have been studied to avoid the drawbacks. For example, Bouman and Shapiro2used a cross-connected pyramidal graphical model in which the number of parents (coarse scale neighbour for eachpixel) has been increased. The disadvantage of the cross-connected graph structure is that it contains cycles, leadingto inference computations that are exponential in the size of the network.Rather than using more complex models, our aim in this paper has been to improve the performance of TSBNsby training them explicitly for the purpose of image segmentation. This has led to us using conditional maximumlikelihood (CML) estimation of the parameters in the TSBN, rather than maximum likelihood (ML) estimation.Send correspondence to Dr. Christopher K. I. Williams. Address after July 1: Department of Arti�cial Intelligence, University ofEdinburgh, 5 Forrest Hill, Edinburgh EH1 2QL. E-mail ckiw@dai.ed.ac.uk, fengx@aston.ac.uk
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The method of parameter estimation that has been used with TSBNs in our previous papers4,5 is maximumlikelihood estimation (MLE). The MLE is by far and away the most common method of parameter estimation inpattern recognition. There are many very important properties of the MLE, but most of them based on an implicitassumption of model correctness. The objective in MLE is to do as good as a job as possible of deriving thetrue model parameters. However, the observed distribution of visual images is complex and the training data isindeed limited. Currently, we do not know of a correct model, but we can be almost certain that TSBNs are nottotally correct. Thus, the justi�cation for MLEs is based on premises which are simply not valid in our case. Incertain statistical problems, such as estimation of hidden Markov model (HMM) parameters for speech recognition,it was found empirically that estimation of parameters via some other criteria that used conditional likelihood (see,e.g. Krogh's paper7) and/or mutual information (see e.g. Bahl et al.8 and Brown9) can give better results thanestimation via maximum likelihood. We will describe and compare the maximum likelihood and the conditionalmaximum likelihood approaches in TSBN training for image segmentation.The data we have available consists of both colour (rgb pixel) images and also label images, where the labelindicates classes such as \sky", \road" etc. In ML training, we simply adjust the parameters in the TSBN to givehigh likelihood to the correct label images in the training set. On the other hand, for CML estimation, on eachimage we again try to increase the likelihood to the correct label image, but also try to decrease the likelihood forevery incorrect label image by using the information from the rgb image.The remainder of this paper is organised as follows: In Section 2 we describe the basic TSBN architecture, andhow the inference can be carried out. In Section 3 we described in details of the training of TSBNs by using MLand CML methods. In section 4 we give experimental details and results of applying the trained TSBNs to imagesegmentation. 2. MODELLING2.1. Generative modelThe basis of our segmentation approach is a hierarchical model as illustrated in Figure 1a. A 1-D model illustratinga small (four level) TSBN is shown in Figure 1b.The observed data Y (e.g. the rgb values of the pixels) is assumed to have been generated from an underlyingprocess X. X is a tree-structured belief network. At the highest level (level 0) there is one node X0, which haschildren in level 1. Typically in our experiments each parent node has four children, giving rise to a quadtree-typearchitecture as used by Bouman and Shapiro2 . Each X-node is a multinomial variable, taking on one of C classlabels. These labels are those used for the segmentation, e.g. road, sky, vehicle etc. The links between the nodes arede�ned by conditional probability tables (CPTs). The critical property of TSBNs is the conditional independencieswhich makes the computation more e�cient.At the lowest level L of the tree, we �nd the leaf nodes denoted XL. The ith leaf node is denoted XLi . The leafnodes correspond to small regions of the image (in our case 4� 4 pixel regions). The model for the observation Yi ineach region is that it is generated according to P (YijX) = P (YijXLi ), i.e. that Yi depends only on the correspondingleaf node XLi . In addition we assume that the distribution P (YijXLi ) is independent of i.2.2. Inference (Segmentation)Given a new image Y = y we wish to carry out inference on XL, given the probabilistic model. Computing theposterior P (XL = xLjY = y) would be highly expensive, as it would require enumerating all possible CK statesin XL. There are two alternatives that are computationally feasible, (i) the computation of the posterior marginalsP (XLi = xLi jY = y) and (ii) the overall most likely interpretation of the data x� = argmaxxP(X = xjY = y).These can be achieved by Pearl's message passing schemes6 . These computations require a generative model forP (YijXLi ).An alternative to using a model for P (YijXLi ) is to make use of predictions giving P̂ (XLi jYi), as may be obtainedfrom a neural network or some other classi�er. As P (YijXLi ) = P (XLi jYi)P (Yi)=P (XLi ) and P (Yi) is �xed whenperforming inference, we can de�ne the scaled likelihood for location i as L(Yi) = P (XLi jYi)=P (XLi ). To make use ofour predictor we replace L(Yi) with L̂(Yi) = P̂ (XLi jYi)=P̂ (XLi ), where P̂ denotes an estimated probability. P̂ (XLi )is obtained from the overall frequency of each class in a set of training images. This method of combining neuralnetworks with belief networks has been suggested (for HMMs) in Smyth10 and Morgan and Bourlard11 . A potential
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3(a) (b)Figure 1. (a) Illustration of the three-level quadtree model. (b)A 1-D graphical model illustrating a small tree-structured belief network. The network nodes are partitioned into three categories: Y denotes the raw imageinformation; XL denotes the leaf nodes of X which are observed during training. The nodes in the layers abovelabelled X0; : : : ; X2 are always unobserved.advantage of using the scaled-likelihood method is that the generative model for P (YijXi) may be quite complex,although the predictive distribution P (XijYi) is actually quite simple, i.e. the generative approach may spend a lotof resources on modelling P (YijXi) which are not particularly relevant to the task of inferring X.3. TRAINING A TREE-STRUCTURED BELIEF NETWORKAbove it was assumed that the CPTs (denoted �) used to de�ne P (X) are known. In fact we estimated these fromtraining data. Let xil, l = 1; : : : ; C denote the the possible values of Xi, and let paik, k = 1; : : : ; C denote the set ofpossible values taken on by Pai, the parent ofXi. The parameter �ikl denotes the CPT entry P (Xi = xiljPai = paik).For simplicity the symbols Xi and Pai are dropped, and the probability is written as P (xiljpaik).For training the prior model it is assumed that a number of observation images ym and associated labelled imagesxLm are available, where m = 1; � � � ;M is the index to the images in the training set. We discuss in turn maximumlikelihood training (x3.1) and conditional maximum likelihood training (x3.2).3.1. Maximum likelihoodIn maximum likelihood a parameter vector, �, is estimated so that�̂ML = argmax� MYm=1P (xLm;ymj�)= argmax� MYm=1P (ymjxLm;�)P (xLmj�):We can see that the likelihood model parameters and the prior model parameters can be estimated separately bychoosing the likelihoodmodel parameters to maximise the P (ymjxLm;�) and the prior model parameters to maximiseP (xLmj�). Assuming that the likelihood model is �xed, we obtain�̂ML = argmax� MYm=1P (xLmj�):Hence the maximum likelihood estimator �̂ML can be obtained by maximising the likelihood of Qm P (xLmj�)only. The Baum-Welch algorithm is well known in maximising the likelihood function in an HMM. The generalisation



of the Baum-Welch algorithm for HMM to the TSBN was used to maximise P (xLmj�). This algorithm is a specialcase of EM that uses the bottom-up and top-down message passing to infer the posterior probabilities of the hiddennodes in the E-steps and uses the expected counts of the transitions to reestimate the CPT12 . The re-estimationformulas can be derived directly by maximising Baum's auxiliary function,Q(��;�) = MXm=1Xxh P (xhjxLm;�) log [ P (xh;xLmj��) ]; (1)over �� (the new estimated parameter vector). The maximisation problem in (1) is a constrained optimisation problembecause our solutions must be legal assignment of the CPT entries in the network. Then the update for each entryin CPTs is given by ��ikl = PMm=1 P (xil; paikjxLm;�)PMm=1Pk0 P (xil; paik0 jxLm;�) :The joint probability P (xil; paikjxLm;�) can be obtained locally using the �-value of node Xi, the �-value of theparent node Pai and the �-messages from the siblings of node Xi. This gives,P (xil; paikjxLm;�) = 1Pk0 �(paik0 )�(paik0 ) �(xilj�) �ikl �(paikj�) Yy2s(Xi)�y(paik j�);where s(Xi) is the set of nodes that are siblings of node Xi and �y(:) is the �-message sent to node Pai by node y.This update gives a separate update for each link in the tree. Given limited training data this is undesirable. Ifthe set of variables sharing a CPT is denoted as XI , then the EM parameter update is given by~�Ikl = PMm=1PXi2XI P (xil; paikjxLm;�)PMm=1PXi2XI Pk0 P (xil0 ; paikjxLm;�) :3.2. Conditional maximum likelihoodIn the CML procedure, the objective is to predict correctly the labels xL associated with \virtual" evidence y. Theparameters are then estimated by maximising the probability of the correct labelling given the evidence y.�̂CML = argmax� MYm=1P (xLmjym;�)= argmax� MYm=1 P (xLm;ymj�)P (ymj�) : (2)By analogy to the Boltzmann machine, we observe that computing the conditional probability requires computationof (1) the probability P (xLm;ymj�) in the clamped phase (i.e. with xLm and ym �xed), and (2) the probabilityp(ymj�) in the free-running phase (with only ym �xed).To carry out the optimisation in (2) we switch to logarithms and de�neLf (�) = MXm=1 log P (ymj�);Lc(�) = MXm=1 log P (xLm;ymj�):Since we have assumed the likelihood model is �xed, Lc(�) can be further simpli�ed asLc(�) = MXm=1 log[ P (ymjxLm)P (xLmj�) ] = MXm=1 logP (ymjxLm) + MXm=1 logP (xLmj�):



Here we have used the subscripts c and f to mean \clamped" and \free". Then, to �nd �̂CML in (2) we need tomaximise L(�) = MXm=1 log P (xLm;ymj�)P (ymj�) = Lc(�)� Lf (�): (3)Unfortunately the EM algorithm is not applicable to the CML estimation, because the CML criterion is expressedas a rational function13 . However, maximisation of equation (3) can be carried out in various ways based on thegradient of L. In speech analysis7,14 , methods based on gradient ascent have been used. The scaled conjugategradient optimisation algorithm15,16 was used in our work. Firstly, we need to calculate the gradient of L w.r.t. �.The probability P (ymj�) can be written as a sum over all nodes in a TSBN, P (ymj�) =Px P (xj�)P (ymjx;�);where the sum is over all possible values of x. Using the conditional independence relations, P (xj�) is easilydecomposed into a product of the transition probabilities on all links.Following the ideas in Krogh7 for HMMs, the derivative of Lf (�) w.r.t �ikl is@Lf (�)@�ikl = MXm=1 1P (ymj�) @P (ymj�)@�ikl= MXm=1Xx 1P (ymj�) @P (ym;xj�)@�ikl= MXm=1Xx 1P (ymj�) P (ym;xj�)�ikl �(xi; l)�(pai; k)= MXm=1Xx P (xjym;�)�ikl �(xi; l)�(pai; k)= MXm=1 P (xmil ; pamikjym;�)�ikl :Let nmikl = P (xmil ; pamikjym;�), then @Lf (�)@�ikl = PMm=1 nmikl�ikl : (4)The derivative of the other term, Lc(�), can be calculated in a similar manner. We have,@Lc(�)@�ikl = MXm=1 1P (xLmj�) @P (xLmj�)@�ikl= MXm=1Xxh 1P (xLmj�) @P (xh;xLmj�)@�ikl= MXm=1Xxh 1P (xLmj�) P (xh;xLmj�)�ikl �(xi; l)�(pai; k)= MXm=1Xx P (xhjxLm;�)�ikl �(xi; l)�(pai; k)= MXm=1 P (xmil ; pamikjxLm;�)�ikl ;where we have let xh = xnxL denote the \hidden" x variables. Let mmikl = P (xmil ; pamikjxLm;�), then@Lc(�)@�ikl = PMm=1mmikl�ikl : (5)



Finally the derivative of the total log likelihood L(�) is obtained by using equations (4) and (5),@L@�ikl = PMm=1(mmikl � nmikl)�ikl ;where mikl and nikl can be obtained by propagating ym and xLm respectively.When maximising L(�) it must be ensured that the probability parameters remain positive and properly nor-malised. The softmax function is used to meet these constraints. We de�ne�ikl = eziklPl0 ezikl0 ;where zikl are the new unconstrained auxiliary variables and �ikl always sum to one by construction. The gradientsw.r.t. zikl can be expressed entirely in terms of �ikl and mnikl and nnikl,@L(�)@zikl = � NXn=1"mnikl � nnikl � �iklXl0 (mnikl0 � nnik0)# :On iteration � z is updated by z(�+1) = z(�) +�z(�): This yields a change in �ikl given by�(�+1)ikl = �(�)ikl exp(�z(�)ikl )Pl0 �(�)ikl0 exp(�z(�)ikl0 ) :To understand the di�erences between ML and CML estimation, we consider equation (3) in more detail. The�rst term on the right is equivalent to �nding the MLE of �; the di�erence between MLE and CMLE is the secondterm. To have an insight into the e�ect of this term, let us �rst sum over all possible label images ~x and thenfactorize the joint probability. This givesP (ymj�) = X~xLm P (~xLm;ymj�) = X~xLm P (ymj~xLm)P (~xLmj�):Let �(xLmj�) = @P (xLmj�)=@�ikl. Following Brown9 , we consider the derivative of L(�) w.r.t. �ikl,@L(�)@�ikl = MXm=124 �(xLmj�)P (xLmj�) � X~xLm �(~xLmj�)P (ymj~xLm)P (ymj�) 35= MXm=1�(xLmj�) � 1P (xLm) � P (ymjxLm)P (ymj�) �� MXm=1 X~xLm 6=xLm �(~xLmj�)P (ymj~xLm)P (ymj�) : (6)�(xLmj�) is the the derivative of the objective function used in ML estimation. From P (xLm;ymj�) < P (ymj�), itis easy to show that 1=P (xLm) > P (ymjxLm)=P (ymj�). Thus, the �rst term in (6) is in the same direction as theMLE derivative. The second term subtracts a component in the direction of �(~xLmj�) for each incorrect label image~xLm 6= xLm. 4. EXPERIMENTSIn this section, we describe the performance of TSBNs trained by using the ML and CML algorithms on syntheticimages and real-world outdoor images.



4.1. Synthetic imagesThe synthetic label images are generated from a cross-connected pyramidal graphical model2 . The cross connectionbetween two levels in a pyramidal graphical model is shown in Figure 2a. Figure 2b illustrates a 1-D analogue ofa four-level pyramidal graphical model. At each level, each inner node has three parents, for example, node Xi1has three parents, natural parent Xi4, column-parent Xi5 and row-parent Xi6; each edge node has two parents, forexample, node Xi2 has parents Xi4 and Xi6; and each corner node has only one parent, for example, node Xi3 hasonly its natural parent Xi4. Corresponding to the di�erence in the number of parents, three di�erent conditionalprobability functions are designed. Let P (mji; j; k) be the conditional probability for child node to be in class mgiven that its natural parent is in class i and the other two parents are in classes j and k respectively; P (mji; j) bethe conditional probability for the child node to be in class m given that its natural parent is in class i and the otherparent is in class j; P (mji) be the conditional probability for the child node to take on class m given its only parentis in class i. We de�ne P (mji; j; k) = �l7 (3�m;i + 2�m;j + 2�m;k) + 1� �lC ;P (mji; j) = �l7 (4:5�m;i + 2:5�m;j) + 1� �lC ;P (mji) = �l�m;i + 1� �lC ;where the parameter �l = �(L�l+1) for 1 � l � L (with the root node at level 0) determines the probability that thelabel of the child node will be the same as one of its parents. Note that the natural parent has a stronger in
uencethan the other parents. In our experiments, � is set to be 0:85. As the size of the generated images is 16 � 16pixels, there are 5 levels in the each belief network so L = 4. Parameter C denotes the number of classes. We haveused three classes, denoted the Red class, Green class and Blue class. The prior over the classes at the root was(0:7; 0:2; 0:1) for classes R, G, B respectively.
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3(a) (b)Figure 2. (a) Illustration of cross connection between two levels in graphical model. (b)A 1-D analogue of three-level pyramidal graph-structured model. The network nodes are partitioned into three categories: Y denotes theraw image information; XL denotes the leaf nodes of X which are observed during training.Colour images were generated from the label images by adding Gaussian noise to the mean rgb value for eachclass. The means were �R = (150; 0; 0)T , �G = (0; 150; 0)T and �B = (0; 0; 150)T for Red class, Green class andBlue class respectively. All three classes had the same covariance matrix, a diagonal matrix with standard deviation75 on each dimension.To investigate the e�ect of training set size, training sets of size 10, 102, 103 and 104 were generated randomlyfrom the cross-connected model. To help investigate the e�ects of training-set variability, three training sets weregenerated for each size (except for size 104). A test set of size 103 was also generated. Three label images andassociated colour noise images are shown in Figure 3.



As we know the generative model for producing pixel values from labels, it is possible to invert this to makepredictions using just the local rgb values. The local prediction for each pixel was obtained from the values oflikelihood function, and the class with largest value was chosen. The local prediction accuracies for the test set were86.57%, 86.62%, and 86.51% for class R, G, and B respectively and the overall local prediction accuracy was 86.57%.After generating the label and colour images from a cross-connected graphical model, we modeled the traininglabel images by using a standard �ve-level quadtree belief network as shown in Figure 1. We used parameter sharing,with one distinct CPT per level in the TSBN. To reduce the e�ect of initial values for parameters � on training results,the TSBNs were initialized at ten randomly-chosen starting points. For each training set/initialization combination,a TSBN was trained by using both ML and CML algorithms. Thus 30 trained TSBNs were obtained for training setsof size 10, 102 and 103, and 10 for training sets of size 104. For ML training, the EM updates were terminated whenthe di�erence between the marginal log likelihood (averaged over the number of training samples) on successive stepswas less than � = 10�20. For CML training, a similar criterion was applied on the log conditional likelihood, andtraining was also terminated if the absolute di�erence between the values of the CPTs between two successive stepswas less than � = 10�20. The ML/EM algorithm took 52 iterations to convergence on average, compared to 182 forCML/SCG. Note also that each iteration of CML/SCG is more expensive, because (i) it requires both P (xLmj�)and P (ymj�) and thus needs two bottom-up/top-down sweeps and (ii) the scaled conjugate gradient algorithm usestwo function evaluations per iteration.Each trained TSBN was used in the image segmentation task, by calculating the maximum a posteriori con�gura-tion for x given an image y. Examples are shown of the segmentations obtained on three test images in Figure 3. Theaverage percentage of each class label that was correctly classi�ed and the overall average classi�cation accuraciesfor the test set are shown in Table 1, along with the standard deviations of these �gures due to the randomnessinduced by training set and initialization variability. Notice that for each training set size, the CML result for theoverall average is always superior to the ML result. This also holds for the R and G results individually, althoughfor training set sizes of 10 and 100, the performance on class B is slightly worse for the CML method. To test thestatistical signi�cance, a paired comparison between the overall classi�cation accuracies was used. The di�erencesbetween the EM and CML learning methods were computed on the same training set/initialization parings. Using atwo-tailed t-test we found that the di�erences were statistically signi�cant at better than the 0:01 level for all sizesof training set.Measuring pixelwise classi�cation accuracy is not the only way to evaluate the quality of the segmentationobtained from the belief network. For example this measure says nothing about over- or under-segmentation of theresult obtained compared to the reference label image. Nor does it take into account any loss function in evaluatingmis-classi�cations. Also, note that the TSBN does not simply produce a single segmentation, but a probabilitydistribution P (xLmjym) over labelling xLm. Thus we can investigate distribution further; for example, calculatingthe entropy of the posterior marginal distribution for each pixel would indicate how uncertain the classi�cationdecision is at each site.Table 1. Average percentage of each class that was correctly classi�ed and the overall average percentage classi�-cation accuracy for the test set. ML CMLClass label Class labelR G B Average R G B Average10 92.71 88.71 85.89 89.82�0.056 94.55 90.18 85.53 90.99�0.186102 92.66 88.50 86.70 89.94�0.021 94.51 90.81 86.36 91.37�0.037103 92.79 88.39 86.66 89.95�0.007 94.64 90.72 86.66 91.48�0.004104 92.82 88.39 86.65 89.98�0.001 94.65 90.98 86.68 91.60�0.003



4.2. Real imagesColour images of out-door scenes from the Sowerby Image Database of British Aerospace are used in our experiments.Both colour images and their corresponding label images are provided in this database. The original 104 images weredivided randomly into independent training and test sets of size 61 and 43 respectively. There are 7 di�erent labels inall, namely \sky", \vegetation", \road markings", \road surface", \building", \street furniture" and \mobile object".The original label images of size 512 by 768 pixels were subsampled into 128 by 192 regions to form the reducedlabel images. The label of the reduced region was chosen by majority vote, with ties being resolved by an orderingon the label categories. From now on we will refer to the reduced label images as label images because the originallabel images will no longer be used. Twenty-one features including colour features17 , location and texture features,e.g. entropy, contrast and local homogeneity of the gray-level di�erent vectors (GLDV)18,19 , were calculated for eachregion. These features were fed to a Multi-Layer Perceptron (MLP) with 21 input nodes, 7 output nodes and onehidden layer which was used to classify each region into one of the 7 classes. The activation functions of the outputnodes and hidden nodes were the softmax function and tanh sigmoid functions respectively. The error function usedin the training process was cross-entropy for multiple classes. A scaled conjugate gradient algorithm was used tominimise the error function. About 150 regions for each class were chosen randomly from each image to form trainingand validation datasets. The validation dataset was used in order to choose the optimal number of hidden nodesin the MLP; eventually a MLP with 30 hidden nodes was selected. The neural network predictions were input asvirtual evidence to the belief network using the scaled-likelihood method described in Section 2.2.The belief network structure used was basically a quadtree, except that there were six children of the root node(re
ecting the aspect ratio of the images). In our experiments all of the CPTs in each level were constrained tobe equal, except for the transition from layer 0 to layer 1, where each table was separate. This allows knowledgeabout the broad nature of scenes (e.g. sky occurs near to the top of images) to be learned by the network, as isindeed re
ected in the learned CPTs. In the data some pixels are unlabelled; assuming these values are \missing atrandom", we treated them as uninstantiated nodes, which can easily be handled in a belief network framework.In the learning phase, we initialised the network parameters � in a number of di�erent ways. It was found thatthe highest marginal likelihood on the training data was obtained when the initial values of � were computed usingprobabilities derived from downsampled versions of the images. The plot of log marginal likelihood against iterationnumber levelled o� after 30 iterations when the EM method was used in obtaining the MLE. CML training was runfor 32 iterations using scaled conjugate gradient optimization.The overall classi�cation accuracies for the testing images were 83.38%, 87.13% and 91.64% for the MLP, theTSBN trained by the ML algorithm and TSBN trained by the CML algorithm respectively.5. CONCLUSIONSIn this paper we have investigated the training of tree-structured belief networks for the image segmentation task. Ourresults show that superior classi�cation performance can be obtained using conditional maximum likelihood trainingas compared to maximum likelihood training. However, we note that classi�cation accuracy is just one measureof comparison between segmentations, and one strength of probabilistic formulations of the problem (including thebelief network method) is that a posterior distribution over segmentations is returned, rather than just a single labelimage. One disadvantage of CML training is that it typically requires more training time as gradient-based searchmethods must be used instead of the EM algorithm.AcknowledgementsThis work is funded by EPSRC grant GR/L03088, Combining Spatially Distributed Predictions From Neural Net-works. The authors gratefully acknowledge the assistance of British Aerospace (and particularly Dr. Andy Wright) inthe project and in making the Sowerby Image Database available to us. They also thank the Isaac Newton Institute(Cambridge, UK) for its hospitality and excellent working environment during the \Neural Networks and MachineLearning" programme, 1997.
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