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#### Abstract

A family of measurements of generalisation is proposed for estimators of continuous distributions. In particular, they apply to neural network learning rules associated with continuous neural networks. The optimal estimators (learning rules) in this sense are Bayesian decision methods with information divergence as loss function. The Bayesian framework guarantees internal coherence of such measurements, while the information geometric loss function guarantees invariance. The theoretical solution for the optimal estimator is derived by a variational method. It is applied to the family of Gaussian distributions and the implications are discussed.

This is one in a series of technical reports on this topic; it generalises the results of [ZR95a] to continuous distributions and serve as a concrete example of a larger picture [ZR95d].
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## 1 Introduction

The study of optimal statistical estimation and inference has a long history [Fis22, Fis25, Fis34]. It can be cast in (Bayesian) decision theory [Fer67, DeG70]. For discussions of statistical inference in relation to other statistical methods see also [KS79, CH74, BT73, Ber85].
The problem of optimal statistical estimation has gained more importance recently due to the rapidly expanding research on neural networks. Neural networks can be described as statistical models [Whi89], where a learning rule acts as a statistical estimator and a trained network as an estimate. The task of learning, or any statistical estimation, is to find a most representative distribution among all the distributions which could have possibly generated the observed data. ${ }^{1}$ The comparison of two learning rules is therefore a particular example of the comparison of two statistical estimators, and therefore a particular instance of decision theory.
We shall confine our attention to Bayesian decision theory for the following two reasons. First, under some regularity conditions, the set of all "good" (admissible) decision rules essentially coincides with the set of all the Bayesian rules. ${ }^{2}$ Therefore any decision rule can be considered as a (either perfect or approximate) Bayesian decision rule. Secondly, many of the classical non-Bayesian theories can be regarded as special examples of Bayesian theory with a particular non-informative prior [Aka80].
There is a further, more philosophical, argument in support of a Bayesian theory. The Bayes Theorem is implied in the mathematical theory of probability [Kol56], which is as logically consistent as arithmetic, and is applicable to any interpretation of probability. All consistent mathematical descriptions of probabilistic models must be Bayesian, in the sense that all the variables, known or unknown, deterministic or random, must be described as random variables, hence having probability distributions. Some of them are selected as

[^0]observables. The (unconditional) distribution of a random variable is called a prior, while its distribution conditional on the observables is called the posterior. On the other hand, it is known that any definition of reasonable belief of events is equivalent to Kolmogorov's axioms [Cox46], but this argument is not as convincing to someone who does not consider the particular value of a parameter as an event [Fis34]. We shall not pursue this argument any further.

Statistical inference problems are special decision problems in that the "loss function" must characterise the difference between the true distribution and the estimated distribution. Many such loss functions have been proposed over the years, such as the mean squared error proposed by Gauss, the cross entropy (Kullback-Leibler divergence) [KL51] and the Hellinger distance. The advent of neural network models calls for the study of measures of "divergence" between two probability distributions which are invariant with respect to the way the model is represented in order for it to be applied universally, since the weights in neural networks usually do not possess distinct external interpretation apart from being parameters to a family of distributions. We also require that they are invariant with respect to one-one input/output transforms, since we are only concerned with the amount of information captured by the learning algorithm which, unlike the content of information, should not depend on a renaming of the samples. Such information divergences have been studied extensively in the theory of information geometry [Che72, Ama82, Ama85, Ama87], See also [Egu83, BN86, Lau87, CMS93]. For more background see [Hou82, Kas84, BNCR86, Kas87, Kas89]. The main result of information geometry particularly relevant to our current enquiry is that there is a unique one-parameter family of "information divergences" satisfying the above invariance conditions and possessing some important properties making them as important to statistics as the Euclidean distance is to functional analysis.
In [ZR95a], Bayesian decision theory was combined with information divergence to define a family of measurements of generalisation error for discrete distributions. It is coherent in the sense that an optimal estimator thus defined gives optimal estimates for almost all the data. It is invariant of the parameterisation, and input-output space transforms. Explicit results on the problem of estimating multinomial distributions were derived which confirm its intuitive interpretation. This gives a more satisfactory framework than the "empirical error" used by many authors [GBD92], and avoids the "bias/variance trade-off" altogether.

In this report we generalise these results to models with continuous distributions. The optimal estimators are derived using a variational argument so that it is applicable to any family of distributions absolutely continuous with respect to a base measure $\S 2$.

This theory is then applied to the family of Gaussian distributions, properties of which are reviewed and collated in $\S 3$. The results ( $\S 4$ ) coincide with the well known results for this particular family; it shows that least mean squares is the only reasonable method for Gaussian models. The optimal estimates can be represented as $t$ distributions and $\chi^{2}$ distributions, revealing the Bayesian assumptions behind the classical statistical tests.

The results in these two reports are applicable to problems in which the computational model coincides with the mathematical model. A more general and mathematically rigorous development will be given in [ZR95d], allowing the computational model to be a proper submanifold of the mathematical model, as is the case with neural networks.
An application of this theory to the problem of sequentially fitting a regression curve is given in [ZR95c].

Discussions and conclusions are given in $\S 5$.

## 2 General Theory

In this section we shall generalise the results obtained in [ZR95a] to an arbitrary family of distributions dominated by a base measure. This is particularly useful for continuous distributions, which are distributions dominated by the Lebesgue measure. Most of the derivations will be similar to the corresponding ones for discrete distributions [ZR95a], except that instead of taking the derivative of the Lagrange function we need to take a variation of it.

### 2.1 Bayes Rules

Consider a sample space $Y$. Let $y$ be a random variable taking values in $Y$. We are interested estimating the distribution $p$ of $y .{ }^{3}$ Now consider the set $\mathcal{P}$ of distributions on $Y$ dominated by a carrier measure (also called a base measure) $r$, ie. $\mathcal{P}$ is the set of all possible distributions $p$ on $Y$ such that $p$ is absolutely continuous with respect to $r$. This is equivalent to say that every member of $\mathcal{P}$ can be represented as an indefinite integral of a density function with respect to $r$. The density function is unique up to a set of $r$-measure zero, and is called the Radon-Nikodym derivative of $p$ with respect to $r$ [HS49]. In the sequel we shall assume that the carrier measure is fixed so that probability distributions can be identified with density functions. The set $\mathcal{P}$ forms an "infinite dimensional manifold" [ZR95d]. Our task is to infer $p=P(\cdot \mid p)$ from a sample of $y$.

In the Bayesian framework, we need to define a prior $P(p)$ over $\mathcal{P}$, which is the unconditional distribution of $p$. For example, we might define $P(p)$ to be the "uniform distribution over all the Gaussians", in the sense of non-informative prior, which will be explained later. ${ }^{4}$ The prior $P(p)$ and the sample $y$, or, more accurately, the likelihood function $P(y \mid p)$, are combined by the Bayes formula to give a posterior $P(p \mid y)$, the distribution of

[^1]$p$ conditional on the observation $y$.
\[

$$
\begin{equation*}
P(p \mid y)=P(p) P(y \mid p) / P(y) . \tag{2.1}
\end{equation*}
$$

\]

The posterior is still a distribution of $p$, not a single-valued estimate of $p$. What we really need is an estimate $q \in \mathcal{P}$, which is thought to be closest to $p$, given all the relevant information. A learning method is a mapping $\tau: y \rightarrow q=\tau(y) \in \mathcal{P}$, which maps each observed set of data $y \in Y$ to a unique distribution $q \in \mathcal{P}$. The requirement of a single estimator instead of a posterior does not impose any restriction on the general applicability of the theory: On the one hand, all the known applications of the posterior can be transformed into an application of an estimate; On the other, more importantly, the "optimal estimator" together with a few ancillary statistics indicating sample size turns out to be sufficient statistics for the posterior, so that any optimal decisions or inference should be a function of the optimal estimator.

In the terminology of decision theory, we are looking for optimal decision rules $\tau$ which will make "good decisions" $q$, where the objective is that $q$ should approximate the "true parameter" $p$. Technically, this requires the specification of a "loss function" $D(p, q)$ describing the "divergence" between the two distributions, the posterior mean of which is called the "risk function". An estimator is optimal if it minimises the risk. The loss functions we are interested in are the information divergences developed in the theory of information geometry.

### 2.2 Information Divergences for Continuous Distributions

We shall use interchangeably the notation of a distribution $p$ with the notation of a conditional distribution $P(\cdot \mid p)$. This enables us to write the definition of Kullback-Leibler divergence between two distributions $p$ and $q$ as ${ }^{5}$

$$
\begin{equation*}
K(p, q):=\int p \log \frac{p}{q}=\int_{y \in Y} P(y \mid p) \log \frac{P(y \mid p)}{P(y \mid q)} . \tag{2.2}
\end{equation*}
$$

As in [ZR95a], we use $\delta=(1-\alpha) / 2$ instead of $\alpha$ as in [Ama82, Ama85]. This usage was adopted from [Hou82, Kas84].

Definition 2.1 ( $\delta$-divergence) Let $p, q \in \mathcal{P}$. The $\delta$-divergence is defined as,

$$
\begin{align*}
& D_{\delta}(p, q):=\frac{1}{\delta(1-\delta)}\left(1-\int p^{\delta} q^{1-\delta}\right) .  \tag{2.3}\\
& D_{0}(p, q):=\lim _{\delta \rightarrow 0} D_{\delta}(p, q), \quad D_{1}(p, q):=\lim _{\delta \rightarrow 1} D_{\delta}(p, q) \tag{2.4}
\end{align*}
$$

The family of $\delta$-divergences was discovered many times in the history of information theory (See, for example, [AD75, p. 208] and earlier references cited therein) and statistical

[^2]theories (See [Ama85, p.????] and earlier references cited therein). Special cases of the $\delta$-divergences are well-known [Ama85]
\[

$$
\begin{gather*}
D_{0}(p, q)=K(q, p),  \tag{2.5}\\
D_{1 / 2}(p, q)=2 \int\left(q^{1 / 2}-p^{1 / 2}\right)^{2},  \tag{2.6}\\
D_{1}(p, q)=K(p, q) . \tag{2.7}
\end{gather*}
$$
\]

They are the cross entropy, the Hellinger distance, and the reversed cross entropy, respectively.

Information divergences have various important properties ([Ama85, Egu83, Lau87]) which give them the same status in statistics as that enjoyed by the $L_{p}$ norms in functional analysis. In fact $\delta$-divergence is closely related to the $L_{1 / \delta}$ norm [ZR95d].
We shall take the "risk function" defined using any particular "information divergence" as a measurement of "generalisation".

### 2.3 Generalisation and Optimal Learning Rules

Let $Y$ be a sample space. Let $\mathcal{P}$ be the manifold of a dominated family of probability measures on $Y$. Let $P(p)$ be a prior over $p \in \mathcal{P}$. The posterior $P(p \mid y)$, ie. the conditional distribution of $p$ given $y \in Y$, is well defined by the Bayes rule. Let $\tau: Y \rightarrow \mathcal{P}$ be a learning rule. Note that both $p$ and $q$ are points on a manifold $\mathcal{P}$ of distributions, while $\tau$ itself is a mapping from sample space $Y$ to this manifold of distributions.

Definition 2.2 (Measurement of Generalisation) The estimator error $E_{\delta}(\tau)$ of $\tau$, and the estimate error $E_{\delta}(q \mid y)$ of each estimate $q \in \mathcal{P}$ for a given $y \in Y$, are defined as,

$$
\begin{align*}
& E_{\delta}(\tau):=\int_{p \in \mathcal{P}} P(p) \int_{y \in Y} P(y \mid p) D_{\delta}(p, \tau(y)) .  \tag{2.8}\\
& E_{\delta}(q \mid y):=\int_{p \in \mathcal{P}} P(p \mid y) D_{\delta}(p, q) \tag{2.9}
\end{align*}
$$

Corollary 2.1 The error of a learning rule $\tau$ is the expected error of estimates it gives, averaged over all possible data.

$$
\begin{equation*}
E_{\delta}(\tau)=\int_{y \in Y} P(y) E_{\delta}(\tau(y) \mid y) \tag{2.10}
\end{equation*}
$$

Definition 2.3 (Optimal learning rule) A learning rule $\tau$ is called an $\delta$-optimal learning rule (or $\delta$-estimator) if it is the solution of the following optimisation problem

$$
\begin{equation*}
\operatorname{Min}_{\tau(y) \in \mathcal{P}} E_{\delta}(\tau) \tag{2.11}
\end{equation*}
$$

Definition 2.4 (Optimal estimate) A probability distribution $q \in \mathcal{P}$ is called an $\delta$-optimal estimate from data $y$ if it is the solution of the following optimisation problem

$$
\begin{equation*}
\operatorname{Min}_{q \in \mathcal{P}} E_{\delta}(q \mid y) . \tag{2.12}
\end{equation*}
$$

Theorem 2.2 (Coherence) A learning rule $\tau$ is $\delta$-optimal if and only if for any data $y$, except a set of probability zero, the result given by the learning rule $\tau(y)$ is a $\delta$-optimal tstimate.

This result in the general decision theory setting is well known in Bayesian decision theory [Fer67, DeG70, Zac71] and is considered to be one of the fundamental advantages of Bayesian methods by advocates of Bayesian statistics [Lor90].

### 2.4 Optimal learning rules on the whole probability space

Suppose we are allowed to choose a learning rule which gives an arbitrary distribution as an estimate. That is, we consider the whole set of estimators which maps the sample space into the distribution space. It is desirable to find the learning rule which minimises the generalisation error (with respect to a particular prior and a particular information divergence). The solution to this problem can be obtained by the Lagrange multiplier method (See any good textbook on optimisation or variational methods). The only thing which is different from the discrete case discussed in [ZR95a] is that instead of using derivatives, we shall use variations. We first consider $\delta \in(0,1]$.
Following the coherence theorem, it is only necessary to find optimal estimates for any given data. Consider $y \in Y$. Consider $\mathcal{P}$ as a manifold embedded in the linear space of positive measures. Define the Lagrangian

$$
\begin{equation*}
F:=E_{\delta}(q \mid y)-\lambda\left(\int q-1\right) \tag{2.13}
\end{equation*}
$$

Now we take variations with $\Delta q$. From equation (2.3), it can derived that

$$
\begin{align*}
& \Delta D_{\delta}(p, q)=-\frac{1}{\delta} \int \Delta q\left(\frac{p}{q}\right)^{\delta}  \tag{2.14}\\
& \Delta E_{\delta}(q \mid y)=-\frac{1}{\delta} \int \Delta q \frac{\left\langle p^{\delta}\right\rangle_{y}}{q^{\delta}}  \tag{2.15}\\
& \Delta F=\int \Delta q\left(-\frac{1}{\delta} \frac{\left\langle p^{\delta}\right\rangle_{y}}{q^{\delta}}-\lambda\right) . \tag{2.16}
\end{align*}
$$

Therefore $\Delta F=0$ if and only if

$$
q^{\delta} \sim\left\langle p^{\delta}\right\rangle_{y}
$$

considered as density functions. An analogous derivation for $\delta=0$ gives similar results, with $p^{\delta}$ replaced by $\log p$. Therefore, we have proved the following theorem.

Theorem 2.3 ( $\delta$-optimal estimate) Let $Y$ be a measurable space. Let $\mathcal{P}$ be the space of all probability measures on $Y$. Let $P(p)$ be a prior over $\mathcal{P}$. Given a sample $y \in Y$, the
posterior $P(p \mid y)$ is given by the Bayes rule. Let $q=\tau_{\delta}(y) \in \mathcal{P}$ be the $\delta$-optimal estimator of $p$ based on the sample $y$. Then $q$ is given by

$$
q \sim \begin{cases}\left(\int_{p \in \mathcal{P}} P(p \mid y) p^{\delta}\right)^{1 / \delta}, & \text { for } \delta>0,  \tag{2.17}\\ \exp \left(\int_{p \in \mathcal{P}} P(p \mid y) \log p\right), & \text { for } \delta=0\end{cases}
$$

Let us define the $\delta$-coordinate ( $\delta$-representation) $\delta(p):=p^{\delta} / \delta$. Denote by ${ }^{1 / \delta}$ the inverse of ${ }_{l}$. The above theorem can be expressed more concisely as

$$
\begin{equation*}
\tau_{\delta}(y) \sim \sim_{l}^{1 / \delta}\left(\langle l(p)\rangle_{y}\right) \tag{2.18}
\end{equation*}
$$

We call the right hand side side the $\delta$-average of $p$ over the posterior $P(p \mid y)$. This usage is essentially the same as adopted in [AD75, p. 158]. The above two theorems can be summarised as the following: the $\delta$-estimate is the renormalised $\delta$-average over the posterior, and the $\delta$-estimator is an estimator which gives the $\delta$-estimate for almost all the data. If we do not distinguish between estimators which are almost always equal to each other, then the $\delta$-estimator is unique.

The above are derived under the assumption that $\Delta q$ is free to vary over $\mathcal{P}$. In the case where $q$ is restricted to a smooth manifold $\mathcal{Q}$, we obtain instead that

$$
\begin{equation*}
\partial_{\theta} F=\int \partial_{\theta} q\left(-\frac{1}{\delta} \frac{\left\langle p^{\delta}\right\rangle_{y}}{q^{\delta}}-\lambda\right)=0 \tag{2.19}
\end{equation*}
$$

where $\theta$ is a coordinate of the manifold. This implies that $\left\langle p^{\delta}\right\rangle_{y} / q^{\delta}-\lambda$ is normal to $\mathcal{Q}$. The optimisation problem can only be solved by gradient methods.

These results generalise classical results on least squares: The solution in the whole linear space can be obtained analytically by inverting a matrix, while the solution restricted to a submanifold can only be obtained by gradient methods in general. A least squares problem can always be viewed in this way by considering it as estimating the mean of a Gaussian with unit spherical variance. This will be discussed elsewhere [Zhu95].

## 3 Gaussians With Conjugate Priors

Conjugate priors are of particular importance to Bayesian theories. They were developed in [RS68]. See also [Dem69, DeG70, BT73, KS79, Ber85]. In a Bayesian framework, priors can always be considered as previous information, which may or may not be due to previous statistics. However, "natural conjugate priors" are unique in that they can always be interpreted as information supplied by previous experiments. Non-conjugate priors can
always be approximated by mixture of conjugate priors and explained by hidden variables. For this reason here we shall only consider Gaussians with conjugate priors.
Many of the results collected in this subsection are standard [RS68, Dem69, DeG70]. However, we present them in a unified and concise notion which will be convenient for later development.

### 3.1 Normal, Gamma $t$ and $F$ distributions

Notation. Denote by ? $(a)$ and $B(a, b)$ the Gamma and Beta functions. Denote $(a)_{b}:=$ $?(a+b) / ?(a)$.

Definition 3.1 Fix the Lebesgue measure as the carrier measure. The normal distribution is represented by the pdf

$$
\begin{equation*}
N(x \mid b):=(2 \pi)^{-\frac{1}{2}} b^{\frac{1}{2}} \exp \left(-\frac{b}{2} x^{2}\right), \quad x \in \mathbb{R} \tag{3.1}
\end{equation*}
$$

The Gamma distribution is represented by the pdf

$$
\begin{equation*}
G(x \mid m, b):=\frac{1}{?(m) x}(b x)^{m} \exp (-b x), \quad x \in \mathbb{R}_{+} \tag{3.2}
\end{equation*}
$$

The Student's $t$ distribution is represented by the pdf

$$
\begin{equation*}
T(x \mid m, b):=\frac{1}{B\left(\frac{m}{2}, \frac{1}{2}\right)}\left(\frac{b}{m}\right)^{\frac{1}{2}}\left(1+\frac{b}{m} x^{2}\right)^{-\frac{m+1}{2}}, \quad x \in \mathbb{R} \tag{3.3}
\end{equation*}
$$

The $F$ distribution is represented by the pdf

$$
\begin{equation*}
F(x \mid m, n, b)=\frac{1}{B\left(\frac{m}{2}, \frac{n}{2}\right) x}\left(\frac{m x}{n b}\right)^{\frac{m}{2}}\left(1+\frac{m x}{n b}\right)^{-\frac{m+n}{2}}, \quad x \in \mathbb{R}_{+} \tag{3.4}
\end{equation*}
$$

Notation. Denote

$$
\begin{equation*}
G_{2}(x \mid m, b):=G\left(x \left\lvert\, \frac{m}{2}\right., \frac{m}{2 b}\right)=\frac{1}{?\left(\frac{m}{2}\right) x}\left(\frac{m x}{2 b}\right)^{\frac{m}{2}} \exp \left(-\frac{m x}{2 b}\right) \tag{3.5}
\end{equation*}
$$

The standard $t$ distribution with $m$ degrees of freedom is $T(x \mid m, 1)$. The Cauchy distribution is $T(x \mid 1,1)$. The exponential distribution is $G(x \mid 1, \lambda)$. The $\chi_{m}^{2}$ distribution with $m$ degrees of freedom is $G_{2}(x \mid m, m)$. The distribution $\chi_{m}^{2} / m$ is $G_{2}(x \mid m, 1)$. The following is also true

$$
\begin{align*}
N(x \mid b) & =\lim _{m \rightarrow \infty} T(x \mid m, b),  \tag{3.6}\\
G_{2}(x \mid m, b) & =\lim _{n \rightarrow \infty} F(x \mid m, n, b),  \tag{3.7}\\
N(x \mid b) & =G_{2}\left(x^{2} \mid 1, \frac{1}{b}\right),  \tag{3.8}\\
T(x \mid m, b) & =F\left(x^{2} \mid 1, m, \frac{1}{b}\right) . \tag{3.9}
\end{align*}
$$

Theorem 3.1 The $k$ th moments of these distributions are given by

$$
\begin{align*}
& \int_{x} x^{k} G(x \mid m, b)=\frac{(m)_{k}}{b^{k}}, \quad \int_{x} x^{k} G_{2}(x \mid m, b)=\left(\frac{m}{2}\right)_{k}\left(\frac{2 b}{m}\right)^{k}  \tag{3.10}\\
& \int_{x} x^{2 k} T(x \mid m, b)=\left(\frac{m}{2}\right)_{-k}\left(\frac{1}{2}\right)_{k}\left(\frac{m}{b}\right)^{k}  \tag{3.11}\\
& \int_{x} x^{2 k} N(x \mid b)=\left(\frac{1}{2}\right)_{k}\left(\frac{2}{b}\right)^{k} \tag{3.12}
\end{align*}
$$

The following two theorems are very useful when Bayes theorem is applied.
Theorem 3.2 Let $x, a_{1}, a_{2} \in \mathbb{R}, b_{1}, b_{2} \in \mathbb{R}_{+}$. Then

$$
\begin{equation*}
N\left(x-a_{1} \mid b_{1}\right) N\left(x-a_{2} \mid b_{2}\right)=N\left(x-a_{3} \mid b_{3}\right) N\left(a_{1}-a_{2} \mid b^{\prime}\right) \tag{3.13}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{3}=b_{1}+b_{2}, \quad \frac{1}{b^{\prime}}=\frac{1}{b_{1}}+\frac{1}{b_{2}}, \quad a_{3}=\frac{b_{1} a_{1}+b_{2} a_{2}}{b_{1}+b_{2}} \tag{3.14}
\end{equation*}
$$

Theorem 3.3 Let $x \in \mathbb{R}, h, b, m, n \in \mathbb{R}_{+}$. Then

$$
\begin{equation*}
N(x \mid n h) G_{2}(h \mid m, b)=G_{2}\left(h \mid m_{1}, b_{1}\right) T(x \mid m, n b), \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
m_{1}=m+1, \quad \frac{m_{1}}{b_{1}}=\frac{m}{b}+n x^{2} \tag{3.16}
\end{equation*}
$$

The following results are useful for deriving $\delta$-optimal estimators.
Theorem 3.4 Let $x \in \mathbb{R}, m, b \in \mathbb{R}_{+}, \delta \in(0,1)$. Then

$$
\begin{gather*}
N(x \mid b)^{\delta} \sim b^{\frac{\delta-1}{2}} N(x \mid b \delta),  \tag{3.17}\\
G(x \mid m, b)^{\delta} \sim G(x \mid m, b \delta),  \tag{3.18}\\
x^{\delta} G(x \mid m, b)=(m)_{\delta} b^{-\delta} G(x \mid m+\delta, b),  \tag{3.19}\\
x^{\delta} G_{2}(x \mid m, b)=\left(\frac{m}{2}\right)_{\delta}\left(\frac{2 b}{m}\right)^{\delta} G_{2}(x \mid m+2 \delta,(1+2 \delta / m) b)  \tag{3.20}\\
T(x \mid m, b)^{\delta} \sim T\left(x \mid \delta_{1} m, \delta_{1} b\right) \tag{3.21}
\end{gather*}
$$

where $\delta_{1}:=\delta+(\delta-1) / m$,

$$
\begin{equation*}
c T(c x \mid m, b)=T\left(x \mid m, b c^{2}\right), \quad c N(c x \mid b)=N\left(x \mid b c^{2}\right) \tag{3.22}
\end{equation*}
$$

### 3.2 Natural conjugate prior of Gaussians

The following notation makes it easy to refer to joint, marginal, and conditional distributions at the same time.

Notation. Suppose $a_{1}, \ldots, a_{n}$ are $n$ easily distinguished factors. Suppose the same holds for $b_{1}, \ldots, b_{n}$. We use the notation $a_{1} \cdots a_{n} \stackrel{n}{=} b_{1} \cdots b_{n}$ to denote that $a_{i}=b_{i}$ for all $i$, and the whole expression is also used to denote the product of these factors.
Let $f$ denote probability density function of random variables $x, y, z$. Then,

$$
\begin{equation*}
f(x ; y ; z): \stackrel{3}{=} f(x \mid y, z) f(y \mid z) f(z) . \tag{3.23}
\end{equation*}
$$

The notation $f(x ; y ; z)$ simultaneously supplies expressions for $f(x, y, z), f(x, y \mid z), f(x \mid y, z)$, $f(y, z), f(y \mid z)$ and $f(z)$. Analogous notation can also defined for any number of variables.

Theorem 3.5 If any one of the expressions (3.24-3.29) for joint distribution of $x, \mu, h$ is true, then all the identities implied (total 30) in the whole formula are true.

$$
\begin{align*}
& f(x ; \mu ; h) \stackrel{3}{=} N(x-\mu \mid h) N(\mu-a \mid n h) G_{2}(h \mid m, b)  \tag{3.24}\\
= & f(\mu ; x ; h) \stackrel{3}{=} N\left(\mu-a_{1} \mid n_{1} h\right) N\left(x-a \mid n^{\prime} h\right) G_{2}(h \mid m, b)  \tag{3.25}\\
= & f(\mu ; h ; x) \stackrel{3}{=} N\left(\mu-a_{1} \mid n_{1} h\right) G_{2}\left(h \mid m_{1}, b_{1}\right) T\left(x-a \mid m, n^{\prime} b\right)  \tag{3.26}\\
= & f(h ; \mu ; x) \stackrel{3}{=} G_{2}\left(h \mid m_{2}, b_{2}\right) T\left(\mu-a_{1} \mid m_{1}, n_{1} b_{1}\right) T\left(x-a \mid m, n^{\prime} b\right)  \tag{3.27}\\
= & f(h ; x ; \mu) \stackrel{3}{=} G_{2}\left(h \mid m_{2}, b_{2}\right) T\left(x-\mu \mid m_{1}, b_{1}^{\prime}\right) T(\mu-a \mid m, n b)  \tag{3.28}\\
= & f(x ; h ; \mu) \stackrel{3}{=} N(x-\mu \mid h) G_{2}\left(h \mid m_{1}, b_{1}^{\prime}\right) T(\mu-a \mid m, n b), \tag{3.29}
\end{align*}
$$

where

$$
\begin{gather*}
m_{1}=m+1, \quad m_{2}=m_{1}+1,  \tag{3.30}\\
n_{1}=n+1, \quad n^{\prime}=n / n_{1}  \tag{3.31}\\
a_{1}=\frac{n a+x}{n+1}=a+\frac{x-a}{n_{1}} .  \tag{3.32}\\
\frac{1}{b_{1}^{\prime}}=\frac{1}{m_{1}}\left(\frac{m}{b}+n(\mu-a)^{2}\right),  \tag{3.33}\\
\frac{1}{b}_{1}=\frac{1}{m_{1}}\left(\frac{m}{b}+n^{\prime}(x-a)^{2}\right),  \tag{3.34}\\
\frac{1}{b_{2}}=\frac{1}{m_{2}}\left(\frac{m_{1}}{b_{1}}+n_{1}\left(\mu-a_{1}\right)^{2}\right)=\frac{1}{m_{2}}\left(\frac{m_{1}}{b_{1}^{\prime}}+(x-\mu)^{2}\right) . \tag{3.35}
\end{gather*}
$$

Proof: The equivalence of every two consecutive lines can be proved by repeated application of Theorem 3.2 and Theorem 3.3. The identities implied are six of the form
$f(x, y, z)$, six of the form $f(x, y \mid z)$, three of the form $f(x \mid y, z)$, six of the form $f(y, z)$, six of the form $f(y \mid z)$, and three of the form $f(z)$.

This theorem summarises all that is known about functional relationships between density functions for univariate Gaussians with natural conjugate priors, where the likelihood is

$$
\begin{equation*}
f(x \mid \mu, h)=N(x-\mu \mid h), \tag{3.36}
\end{equation*}
$$

and the prior is

$$
\begin{equation*}
f(\mu, h)=N(\mu-a \mid n h) G_{2}(h \mid m, b) . \tag{3.37}
\end{equation*}
$$

All the prior, posterior, joint, conditional and marginal distributions can be directly read off these identities. Many of these identities appeared in the literature, but it appears that not all of them have previously been collected together.
The equations (3.34), (3.33) and (3.35) can be alternatively represented in the following useful form.

$$
\begin{gather*}
\frac{m_{1}}{b_{1}}=\frac{m}{b}+n^{\prime}(x-a)^{2}  \tag{3.38}\\
\frac{m_{1}}{b_{1}^{\prime}}=\frac{m}{b}+n(\mu-a)^{2}  \tag{3.39}\\
\frac{m_{2}}{b_{2}}=\frac{m_{1}}{b_{1}}+n_{1}\left(\mu-a_{1}\right)^{2}=\frac{m_{1}}{b_{1}^{\prime}}+(x-\mu)^{2} \tag{3.40}
\end{gather*}
$$

The case of Gaussians with fixed variance is of special interest since it is the basis of least mean square methods. This can be obtained by setting $m=\infty$ in Theorem 3.5, which implies that

$$
\begin{align*}
b_{1}, b_{2}, b_{1}^{\prime} & \rightarrow b,  \tag{3.41}\\
G_{2}(h \mid m, b) & \rightarrow \delta(h-b),  \tag{3.42}\\
T(x \mid m, h) & \rightarrow N(x \mid h), \tag{3.43}
\end{align*}
$$

and Theorem 3.5 reduces a corresponding theorem for fixed $h$.
Theorem 3.6 If either of the expressions (3.44-3.45) for joint distribution of $x, \mu$ is true, then all the identities (total 6) implied in the whole formula is true.

$$
\begin{align*}
& f(x ; \mu)=N(x-\mu \mid h) N(\mu-a \mid n h)  \tag{3.44}\\
& f(\mu ; x)=N\left(\mu-a_{1} \mid n_{1} h\right) N\left(x-a \mid n^{\prime} h\right) . \tag{3.45}
\end{align*}
$$

### 3.3 Sufficient statistics for Gaussians

The family of Gaussian distributions with unknown mean $\mu$ and precision $h$ has a two dimensional sufficient statistic $[a, b]$, with corresponding ancillary statistic $[n, m]$.

A sufficient statistic summarises all the information in the sample. The remaining variations within a sample can be considered as pure noise. An ancillary statistic does not contain any information about the sample. It instead contains information about the experimental settings. In this context, the ancillary statistic describes the sample size.
The concept of sufficient statistics was proposed and studied by Fisher [Fis22, Fis25, Fis34]. It was shown that under suitable regularity conditions the existence of sufficient statistics of fixed dimension is the defining property of exponential family [Dar35, Koo36, Pit36]. Rigorous measure theoretical definition of sufficient statistics was given by [HS49]. A whole chapter of [Zac71] is devoted to sufficient statistics. Ancillary statistics was first studied by [Fis34] and clarified in [Ama85, Ama87]. See also [KL51, Fra56, Fra63, CH74, KS79, Kas89].
In the case of Gaussians, there are many different formulas to update the statistics. They have been comprehensively documented since [RS68, Dem69, DeG70]. Here we shall adopt a particular set of notations which is capable to summarise these results in a more systematic way, which is also useful for our later developments. Note that for conjugate priors it is also meaningful to talk about the sufficient statistics for the prior, the likeliwhichhood, and the posterior. The classical meaning of sufficient statistics is that of likelihood, whs meaningful for both Bayesian and non-Bayesian theories. Our usage of the term will always be clear from the context.

Notation. With reference to Theorem 3.5. Denote

$$
\begin{equation*}
f(\mu ; h \mid n, m, a, b): \stackrel{2}{=} N(\mu-a \mid n h) G_{2}(h \mid m, b) \tag{3.46}
\end{equation*}
$$

interpreted as specifying the prior. Let $x^{k}:=\left[x_{1}, \ldots, x_{k}\right]$ be a sample of size $k$. The posterior is denoted as

$$
\begin{equation*}
f\left(\mu ; h \mid n, m, a, b, x^{k}\right) \tag{3.47}
\end{equation*}
$$

Theorem 3.7 Consider the likelihood $f(x \mid \mu, h)$ with prior $f(\mu ; h \mid n, m, a, b)$. Then for a sample $x^{k}$, the posterior is given by

$$
\begin{equation*}
f\left(\mu ; h \mid n, m, a, b, x^{k}\right)=f\left(\mu ; h \mid n_{k}, m_{k}, a_{k}, b_{k}\right) . \tag{3.48}
\end{equation*}
$$

where

$$
\begin{align*}
n_{k} & =n+k  \tag{3.49}\\
m_{k} & =m+k  \tag{3.50}\\
n_{k} a_{k} & =n a+\sum x  \tag{3.51}\\
n_{k} a_{k}^{2}+m_{k} / b_{k} & =n a^{2}+m / b+\sum x^{2} . \tag{3.52}
\end{align*}
$$

Proof: It is easy to see from the expressions for $f(\mu ; h)$ and $f(\mu ; h \mid x)$ in Theorem 3.5, that after sampling one point, the posterior is expressed in exactly the same form as the
prior, with the parameters updated as follows

$$
\begin{align*}
n_{1} & =n+1,  \tag{3.53}\\
m_{1} & =m+1,  \tag{3.54}\\
n_{1} a_{1} & =n a+x,  \tag{3.55}\\
n_{1} a_{1}^{2}+m_{1} / b_{1} & =n a^{2}+m / b+x^{2} . \tag{3.56}
\end{align*}
$$

This can obviously be generalised to a sample of size $k$ by applying mathematical induction on $k$.

Lemma 3.8 With the notations defined as in Theorem 3.5, the following holds,

$$
\frac{x-a_{1}}{1}=\frac{a_{1}-a}{n}=\frac{x-a}{n+1} .
$$

Lemma 3.9 With the notations defined as in Theorem 3.5, the following holds,

$$
\begin{aligned}
n a^{2}+x^{2}-n_{1} a_{1}^{2} & =\frac{n}{n_{1}}(x-a)^{2}=(x-a)\left(a_{1}-a\right) \\
& =n\left(x-a_{1}\right)(x-a)=n_{1}\left(x-a_{1}\right)\left(a_{1}-a\right) \\
& =\frac{n_{1}}{n}\left(a_{1}-a\right)^{2}=n n_{1}\left(x-a_{1}\right)^{2} .
\end{aligned}
$$

Corollary 3.10 The updating rule for $b_{k}$ can also be written in the following forms,

$$
\begin{aligned}
m_{k} / b_{k}-m / b & =n a^{2}+\sum x^{2}-n_{k} a_{k}^{2} \\
& =\frac{n}{n+k} \sum(x-a)^{2}+\frac{k}{n+k} \sum(x-\bar{x})^{2} \\
& =\frac{n}{n+k}\left(a^{2}-a_{k}^{2}\right)+\frac{k}{n+k}\left(\overline{x^{2}}-a_{k}^{2}\right) \\
& =\frac{n}{n+k}\left(a-a_{k}\right)^{2}+\sum\left(x-a_{k}\right)^{2} \\
& =\frac{n k}{n+k}(\bar{x}-a)^{2}+k\left(\overline{x^{2}}-\bar{x}^{2}\right)
\end{aligned}
$$

Many of these updating rules are used in different text books, but they do not appear to have previously been collected in a single formula.
The updating rule clearly shows that given $n_{k}$ and $m_{k}$, the statistics $a_{k}$ and $b_{k}$ are sufficient, with the following intuitive interpretation. The ancillary statistics $n_{k}$ and $m_{k}$ are the amount of information with regard to $\mu$ and $h$, respectively, measured in the unit of sample size. The sufficient statistics $a_{k}$ and $b_{k}$ are the contents of the information. The posterior information about $\mu$ is the algebraic sum of the prior and sample information, weighted by the ancillary. The posterior information about $h$ is not expressible as a simple sum of the prior and sample information, since the information about $\mu$ is also involved. It is easy to see that the posterior information about $\left\langle x^{2}\right\rangle=\mu^{2}+1 / h$ is an algebraic sum of prior and sample information.

Theorem 3.11 For any given parameter $\mu$ and $h$, the statistics $a_{k}$ and $b_{k}$ are consistent estimators of $\mu$ and $h$. That is, $a_{k} \rightarrow \mu$ and $b_{k} \rightarrow h$, as $k \rightarrow \infty$.

Theorem 3.12 For any given sample $x^{k}$,

$$
\begin{array}{cc}
\langle\mu\rangle_{k}=a_{k}, & \left\langle\mu^{2}\right\rangle_{k}=\frac{1}{1-\frac{2}{m_{k}}} \frac{1}{n_{k} b_{k}}=\frac{\left\langle\sigma^{2}\right\rangle}{n_{k}} . \\
\langle h\rangle_{k}=b_{k}, & \left\langle h^{2}\right\rangle_{k}=\left(1+\frac{2}{m_{k}}\right) b_{k}^{2}, \\
\langle h, h\rangle_{k}=\frac{2 b_{k}^{2}}{m_{k}}, & \left\langle\sigma^{2}\right\rangle_{k}=\langle 1 / h\rangle_{k}=\frac{1}{b_{k}} \frac{1}{1-\frac{2}{m_{k}}} . \tag{3.59}
\end{array}
$$

The posterior variances of $\mu$ and $h$ are of orders $1 / n_{k}$ and $1 / m_{k}$, respectively.
The non-informative prior [Jef61, BT73, DeG70] is given by $m=0, n=0$. Correspondingly, the ancillary and sufficient statistics are

$$
\begin{align*}
n_{k} & =k,  \tag{3.60}\\
m_{k} & =k,  \tag{3.61}\\
a_{k} & =\bar{x},  \tag{3.62}\\
1 / b_{k} & =\overline{x^{2}}-\bar{x}^{2}=\overline{(x-\bar{x})^{2}} . \tag{3.63}
\end{align*}
$$

The statistics $a_{k}$ and $b_{k}$ are exactly the maximum likelihood estimates of $\mu$ and $h$.

### 3.4 Information Divergence between Two Gaussians

This subsection is intended to provide some concrete examples illustrating the meaning of information divergence. Let $p_{i} \sim N\left(\mu_{i} \mid h_{i}\right), i \in\{1,2\}$ be two Gaussian distributions. Denote

$$
\begin{align*}
d_{0}\left(h_{1}, h_{2}\right) & :=\left(\frac{h_{1}^{\delta} h_{2}^{1-\delta}}{\delta h_{1}+(1-\delta) h_{2}}\right)^{1 / 2}  \tag{3.64}\\
d_{1}(\mu \mid h) & :=\exp \left(-\frac{h}{2} \mu^{2}\right) \tag{3.65}
\end{align*}
$$

It follows that

$$
\begin{equation*}
0 \leq d_{0} \leq 1, \quad 0 \leq d_{1} \leq 1, \tag{3.66}
\end{equation*}
$$

and

$$
\begin{align*}
d_{0}\left(h_{1}, h_{2}\right)=1 & \Longleftrightarrow h_{1}=h_{2} .  \tag{3.67}\\
d_{1}(\mu \mid h)=1 & \Longleftrightarrow \mu=0 . \tag{3.68}
\end{align*}
$$

It is also easy to verify that

$$
\begin{equation*}
\int p_{1}^{\delta} p_{2}^{1-\delta}=d_{0}\left(h_{1}, h_{2}\right) d_{1}\left(\mu_{1}-\mu_{2} \mid H\right) \tag{3.70}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{1}{H}=\frac{1}{\delta h_{1}}+\frac{1}{(1-\delta) h_{2}} . \tag{3.71}
\end{equation*}
$$

Therefore the $\delta$-divergence is given by

$$
\begin{equation*}
D_{\delta}\left(p_{1}, p_{2}\right)=\frac{1}{\delta(1-\delta)}\left(1-d_{0}\left(h_{1}, h_{2}\right) d_{1}\left(\mu_{1}-\mu_{2} \mid H\right)\right) . \tag{3.72}
\end{equation*}
$$

It vanishes if and only if $h_{1}=h_{2}, \mu_{1}=\mu_{2}$. The special forms of $d_{0}$ and $d_{1}$ have intimate connections with the tests of similarity between two Gaussian samples.

When $\mu_{1}=\mu_{2}=\mu$,

$$
\begin{equation*}
D_{\delta}\left(p_{1}, p_{2}\right)=\frac{1}{\delta(1-\delta)}\left(1-d_{0}\left(h_{1}, h_{2}\right)\right) \tag{3.73}
\end{equation*}
$$

independent of $\mu$. When $h_{1}=h_{2}=h$,

$$
\begin{equation*}
D_{\delta}\left(p_{1}, p_{2}\right)=\frac{1}{\delta(1-\delta)}\left(1-d_{1}\left(\mu_{1}-\mu_{2} \mid H\right)\right) \tag{3.74}
\end{equation*}
$$

where $H=\delta(1-\delta) h$. This is a monotonic function of the squared difference between $\mu_{1}$ and $\mu_{2}$, and was considered in [LS72]. This is also true in general multidimensional case. Therefore mean square theory of approximation is a special case of the present theory by identifying the inner product with the information matrix. The details are omitted.
The two extreme cases, $\delta=0$ and $\delta=1$, correspond to the cross entropy (KL distance) and the reversed cross entropy, which play important roles in information theory. Let $\delta \rightarrow 0$. Then

$$
\begin{equation*}
d_{0}\left(h_{1}, h_{2}\right)=\left(\frac{\left(\frac{h_{1}}{h_{2}}\right)^{\delta}}{1+\delta\left(\frac{h_{1}}{h_{2}}-1\right)}\right) \rightarrow\left(\frac{h_{1}}{h_{2}}\right)^{\delta / 2} \exp \left(\frac{\delta}{2}\left(\frac{h_{1}}{h_{2}}-1\right)\right) . \tag{3.75}
\end{equation*}
$$

Therefore, as $\delta \rightarrow 0$,

$$
\begin{align*}
-\frac{1}{\delta} \log d_{0}\left(h_{1}, h_{2}\right) & \rightarrow \frac{1}{2}\left(-\log \frac{h_{1}}{h_{2}}+\frac{h_{1}}{h_{2}}-1\right),  \tag{3.76}\\
-\frac{1}{\delta} \log d_{1}\left(\mu_{1}-\mu_{2} \mid H\right) & \rightarrow \frac{h_{1}}{2}\left(\mu_{1}-\mu_{2}\right)^{2},  \tag{3.77}\\
D_{0}\left(p_{1}, p_{2}\right) & \rightarrow-\frac{1}{\delta}\left(\log d_{0}\left(h_{1}, h_{2}\right)+\log d_{1}\left(\mu_{1}-\mu_{2} \mid H\right)\right)  \tag{3.78}\\
& \rightarrow \frac{1}{2}\left(\log \frac{h_{2}}{h_{1}}+\frac{h_{1}}{h_{2}}-1+h_{1}\left(\mu_{1}-\mu_{2}\right)^{2}\right),
\end{align*}
$$

This is of course the reverse cross entropy $K\left(p_{2}, p_{1}\right)$ between $p_{1}$ and $p_{2}$. Similarly, $D_{1}\left(p_{1}, p_{2}\right)$ is the cross entropy $K\left(p_{1}, p_{2}\right)$ between $p_{1}$ and $p_{2}$.

When $p_{1}$ and $p_{2}$ are close to each other

$$
\begin{equation*}
\mu_{1}, \mu_{2} \approx \mu, \quad h_{1}, h_{2} \approx h \tag{3.79}
\end{equation*}
$$

all the $\delta$-divergences approach the quadratic form defined by Fisher information matrix,

$$
\begin{equation*}
D_{\delta}\left(p_{1}, p_{2}\right) \approx \frac{1}{4}\left(\frac{\Delta h}{h}\right)^{2}+\frac{h}{2}(\Delta \mu)^{2} \tag{3.80}
\end{equation*}
$$

This formula can be given directly by simple differential geometry calculations (See [Ama85, Ex.2.3]).

## 4 Optimal Estimators for Gaussians

We derive the $\delta$-optimal estimators for the families of Gaussian distributions, by applying the general theory of $\delta$-optimal estimators to the explicit formulas for sufficient statistics for Gaussians. We consider separately the cases of fixed or variable variances, although the former is a limiting case of the latter.

### 4.1 When both the mean and the variance are unknown

The $\delta$-optimal estimates of Gaussian distributions with natural conjugate priors are summarised in the following theorem. It connects the concepts of maximum likelihood estimator, the $t$ test and $\chi^{2}$ tests, the sufficient statistics, and the conjugate priors in a straight-forward manner.

Theorem 4.1 Consider the class of Gaussians with conjugate priors $f(\mu ; h \mid n, m, a, b)$. Let $x^{k}=\left[x_{1}, \ldots, x_{k}\right]$ be a sample of size $k$. Then the $\delta$-optimal estimate $q=\tau_{\delta}\left(n, m, a, b, x^{k}\right)$ is given by the pdf

$$
\begin{equation*}
f(y \mid q)=f_{\delta}\left(y \mid x^{k}\right)=T\left(y-a_{k} \left\lvert\, \frac{m_{k}}{\delta}\right., \frac{b_{k}}{1+\delta / n_{k}}\right) . \tag{4.1}
\end{equation*}
$$

Proof: It follows from Theorem 2.3, Theorem 3.5 and Theorem 3.4 that

$$
\begin{aligned}
f_{\delta}\left(y \mid x^{k}\right)^{\delta} & \sim \int_{\mu, h} f(y \mid \mu, h)^{\delta} f\left(\mu ; h \mid x^{k}\right) \\
& =\int_{\mu, h} N(y-\mu \mid h)^{\delta} N\left(\mu-a_{k} \mid n_{k} h\right) G_{2}\left(h \mid m_{k}, b_{k}\right) \\
& \sim \int_{\mu, h} N(y-\mu \mid h \delta) h^{(\delta-1) / 2} N\left(\mu-a_{k} \mid n_{k} h\right) G_{2}\left(h \mid m_{k}, b_{k}\right) \\
& \sim \int_{\mu, h} N(\mu-* \mid *) N\left(y-a_{k} \mid n_{k \delta} h\right) G_{2}\left(h \mid m_{k \delta}, \frac{m_{k \delta}}{m_{k}} b_{k}\right) \\
& =\int_{h} N\left(y-a_{k} \mid n_{k \delta} h\right) G_{2}\left(h \mid m_{k \delta}, \frac{m_{k \delta}}{m_{k}} b_{k}\right) \\
& =\int_{h} G_{2}(h \mid *, *) T\left(y-a_{k} \mid m_{k \delta}, \frac{m_{k \delta} n_{k \delta}}{m_{k}} b_{k}\right) \\
& =T\left(y-a_{k} \mid m_{k \delta}, \frac{m_{k \delta} n_{k \delta}}{m_{k}} b_{k}\right) \\
& \sim T\left(y-a_{k} \left\lvert\, \frac{m_{k}}{\delta}\right., \frac{b_{k}}{1+\delta / n_{k}}\right)^{\delta},
\end{aligned}
$$

where

$$
\frac{1}{n_{k \delta}}:=\frac{1}{n_{k}}+\frac{1}{\delta}, \quad m_{k \delta}:=m_{k}+\delta-1 .
$$

This completes the proof, by noting that the $t$ distribution is normalised.
Corollary 4.2 The following limits hold for the $\delta$-optimal estimates

$$
\begin{align*}
& \lim _{\delta \rightarrow 0} f_{\delta}\left(y \mid x^{k}\right)=N\left(y-a_{k} \mid b_{k}\right) .  \tag{4.2}\\
& \lim _{\delta \rightarrow 1} f_{\delta}\left(y \mid x^{k}\right)=T\left(y-a_{k} \mid m_{k}, \frac{b_{k}}{1+1 / n_{k}}\right) .  \tag{4.3}\\
& \lim _{n \rightarrow \infty} f_{\delta}\left(y \mid x^{k}\right)=T\left(y-a_{0} \left\lvert\, \frac{m_{k}}{\delta}\right., b_{k}\right) . \quad \lim _{n \rightarrow \infty} a_{k}=a_{0} .  \tag{4.4}\\
& \lim _{m \rightarrow \infty} f_{\delta}\left(y \mid x^{k}\right)=N\left(y-a_{k} \left\lvert\, \frac{b_{0}}{1+\delta / n_{k}}\right.\right) . \quad \lim _{m \rightarrow \infty} b_{k}=b_{0} . \tag{4.5}
\end{align*}
$$

Several observations can be made from these results:

- The $\delta$-optimal estimate incorporates all the sufficient statistics $a_{k}$ and $b_{k}$, given the ancillary statistics $n_{k}$ and $m_{k}$. They are "minimum sufficient", or "necessary and sufficient".
- For $\delta=0$, the 0 -optimal estimate $N\left(y-a_{k} \mid b_{k}\right)$ is the posterior optimal estimate in the sense of classical statistics. The $\delta$-estimators for $\delta>0$ do not map to the original manifold (the support of the prior).
- Assuming the non-informative prior $n_{0}=0, m_{0}=0$, the 0 -optimal estimator is exactly the maximum likelihood estimator, $a_{k}=\bar{x}, 1 / b_{k}=\overline{x^{2}}-(\bar{x})^{2}$. ${ }^{6}$
- For $\delta>0$, the ancillary statistic $m_{k}$ is also given by the estimator. However, the sufficient statistic $b_{k}$ is merged with $n_{k}$. Therefore, the estimator is a sufficient statistic only when $n_{k}$ is known. This is a simple example showing the necessity of ancillary statistics for certain kinds of estimators.
- All the $\delta$-optimal estimators are obtained by averaging the $\delta$-coordinates and renormalisation. For $\delta=1$ the renormalisation is redundant since the 1 -optimal estimator is simply the posterior marginal distribution. ${ }^{7}$

The limit $m_{k} \rightarrow \infty$ directly gives results for Gaussians with known variance. Since this is a very common special case, we shall give explicit formulas in the next subsection.

### 4.2 Optimal estimator when the variance is known

As a special case, which is intimately related to the practice of least mean squares, let us consider estimating Gaussians with fixed variance. This situation is equivalent to setting $m=\infty$ in Theorem 3.5. We shall give direct proofs since this case is of particular interest, and the proof is much simpler than that of the case with unknown variance.

Theorem 4.3 Consider the class of Gaussian distributions of fixed variance, with natural conjugate priors as specified by Theorem 3.6. Let $x^{k}:=\left[x_{1}, \ldots, x_{k}\right]$ be a sample of size $k$. Then the $\delta$-optimal estimate is given by the density

$$
\begin{equation*}
f_{\delta}\left(y \mid x^{k}\right)=N\left(y-a_{k} \left\lvert\, \frac{h}{1+\delta / n_{k}}\right.\right) \tag{4.6}
\end{equation*}
$$

[^3]Proof: Use Theorem 2.3, Theorem 3.6 and Theorem 3.4,

$$
\begin{aligned}
f_{\delta}\left(y \mid x^{k}\right)^{\delta} & \sim \int_{\mu} f(y \mid \mu)^{\delta} f\left(\mu \mid x^{k}\right) \\
& =\int_{\mu} N(y-\mu \mid h)^{\delta} N\left(\mu-a_{k} \mid n_{k} h\right) \\
& \sim \int_{\mu} N(y-\mu \mid \delta h) N\left(\mu-a_{k} \mid n_{k} h\right) \\
& =N\left(y-a_{k} \mid n_{k \delta} h\right), \\
& \sim N\left(y-a_{k} \left\lvert\, \frac{h}{1+\delta / n_{k}}\right.\right)^{\delta},
\end{aligned}
$$

where $n_{k \delta}$ is given by

$$
\frac{1}{n_{k \delta}}:=\frac{1}{n_{k}}+\frac{1}{\delta} .
$$

This completes the proof.
Corollary 4.4 Assuming the non-informative prior $m=0, n=0$, the $\delta$-optimal estimate is

$$
\begin{equation*}
f_{\delta}\left(y \mid x^{k}\right)=N(y-\bar{x} \mid h /(1+\delta / k)) . \tag{4.7}
\end{equation*}
$$

Two special cases are of particular interest.

- When $\delta=0$, the optimal estimate $N(y-\bar{x} \mid h)$ is the conditional distribution with maximum likelihood estimate.
- When $\delta=1$, the optimal estimate $N(y-\bar{x} \mid h /(1+1 / k))$ is the posterior marginal distribution.

Therefore, the $\delta$-optimal estimators provide a smooth interpolation between "optimising" and "integrating" over the posterior. All the $\delta$-optimal estimates are internally coherent, and invariant with respect to parameter and sample space transforms.

It is interesting to note that the $\delta$-optimal estimates are not members of the model described by the prior unless $\delta=0$. The situation for $\delta=0$ is different since the th Gaussian family, being an exponential family, is 0 -flat.

On the other hand, the projection of these optimal estimates onto the allowed family coincide with the 0 -optimal estimate. This means that the $\delta$-optimal estimates restricted to the allowed manifold are identical to each other for any $\delta$, and are identical to the maximum likelihood estimator. This provides a justification for using least mean squares to estimate Gaussian means. This also suggests that least mean square estimates for other
distributions, for which squared distances between the parameters are not equivalent to the divergences between distributions, are not expected to have the similarly nice properties.

It can be shown, using the formulas derived so far, that asymptotically, ie. as $k \rightarrow \infty$,

$$
\begin{equation*}
E_{\delta}\left(\tau_{\delta}\right)=\left\langle D_{\delta}\left(p, \tau_{\delta}\left(x^{k}\right)\right)\right\rangle_{k} \approx \frac{1}{k} . \tag{4.8}
\end{equation*}
$$

We conjecture that a similar result also holds for the $\delta$-estimate of a Gaussian with both unknown mean and variance. We have not verified this conjecture since it appears to require an explicit formula for the $\delta$-divergence between the normal and $t$ distributions, the derivation of which is likely to be quite tedious.

## 5 Conclusions and discussions

We have shown that it is possible to define a generalisation measure which enables selection from the Bayes posterior a unique representative which is optimal in the sense of information geometry. It is shown that the $\delta$-optimal estimates are characterised by the fact that their $\delta$-coordinates are proportional to the posterior expectation of the $\delta$-coordinates of the true distributions. This is shown to be true for an arbitrary dominated family of distributions, either continuous or discrete, or mixed.
The explicit formulas for $\delta$-optimal estimators are given for normal distributions as examples. The $\delta$-optimal estimators are sufficient statistics. The 0 -optimal estimate coincides with the optimal Bayesian estimate. With a non-informative prior, this reduces to the distribution with the maximum likelihood estimate of its parameters. The 1 -optimal estimate is the posterior marginal distribution.

The maximum likelihood estimators in general are invariant with respect to the parameterisation. This is quite clear in this special case, since the $\delta$-optimal estimates are invariant. The least mean square estimates, or the unbiasedness of an estimator, are not invariant. In this special case, it can be seen that the least mean square estimate is equivalent to the $\delta$-optimal estimate only for the mean of a Gaussian.

These results show that it is possible to use invariant information theoretic criteria in conjunction with a Bayesian theory. Learning rules can therefore be viewed as approximation to the $\delta$-optimal estimators. This unifies classical results based on various different points of view, showing their intrinsic relations.

It would be of particular interest to continue this research into the optimal estimation of multivariate Gaussians, the Bayesian updating formulas are readily available [Dem69, DeG70]. This will be important in its own right, since it will provide a basis for least mean squares and the regressions. It will also be of theoretical importance since it will provide a means of unification with the theory of function approximation in Hilbert spaces. Finally, it will offer some insight to theoretical statistics in general in light of the asymptotic normality of most estimators.

Even more interesting would be direct applications to non-Gaussian continuous distributions. For exponential families, which are exactly the distribution families admitting a sufficient statistic of fixed dimension [Dar35, Koo36, Pit36], the procedure would be quite similar. For curved exponential families [Efr75], one of the possible routes of exploration is to assume an exponentially-uniform prior on the whole exponential family, and consider the $\delta$-estimates restricted to the curved submanifold [Ama85]. It is expected that this will reduce to the results of information geometry for curved exponential families [Ama85, Ama87], but anomalies might appear because of the improper prior [DSZ73]. At the moment, we are unclear as to what kind of results can be derived for families not admitting fixed finite dimensional sufficient statistics, although one way of approximating the optimal estimator in the Gaussian (generalised) linear regression context is developed in [ZR95b].

In some applications, specific error functions might be used in place of the $\delta$-divergence. They are, however, dependent on the given problem which assigns specific meaning to the parameters or the sample points. Since the $\delta$-estimates are sufficient statistics, an optimal estimator in such special cases must be functions of $\tau_{\delta}$. It is itself a sufficient statistic if and only if the function is invertible.
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[^0]:    ${ }^{1}$ This is also true of the learning rules which give the posterior as the result, as will be seen later.
    ${ }^{2}$ There are many exceptions, but they are more technical than the problems of current concern in neural networks.

[^1]:    ${ }^{3}$ How this is represented is not important at the moment. We can either guess a form of the distribution of $y$, and estimate its parameters, or we can implement a machine which draws samples from $Y$ with the same distribution as $y$ [Nea93], among many other possibilities.
    ${ }^{4}$ This is a "uniform distribution over a subspace of $\mathcal{P}$ ", so the prior is a distribution over distributions. It should not be confused with the unrelated concept of "the uniform distribution over $Y$ " which is only one particular degenerate Gaussian (with infinite variance).

[^2]:    ${ }^{5}$ We adopt the notation $:=$ for "defined as" and $=$ : for "denoted by", following [AD75, p. 3].

[^3]:    ${ }^{6}$ It is an interesting conjecture that most of the nice properties attributed to ML estimators, most of them discovered by Fisher in the early half of this century, are also present for any $\delta$-optimal estimators with $\epsilon$-uniform priors.
    ${ }^{7}$ It is effectively the distribution used by the Monte Carlo methods proposed by [Nea95].

