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Abstract

The purpose of the essay is to arrive at a clear assessment of what
the doctrine of physicalism means, as it concerns mental eventa and mental
states; and to exhibit and adjudicate the factors which bear on its truth
or falsehood. The main themes of the essay are the reduction of the
mental to the physical, and the identity theori.

Chapter I explains why mental language is so apparently indispensable
to various theoretical enterprises, and shows why it seems impossible to
dispense with mental language in favour of behavioural language. The
reductive programmes of Carnap are discussed, and alternatives to them
aré introduced.

In Chapter II two theories with a physicalistic conclusion are
examined, and found wanting. The first is Putnam's theory that mental
states are functional states of the organism, and that a Turing Machine
table can represent the relation between mental states without implying
what physical realisations they have. The second is Davidson's "proof"
that mental events are identical with physical events; its main weakness
lies in the premiss that tke mental and the physical interact causally.

Chapter III is addressed to the ontological question of what mental
phenomena there are. The main conclusion is that the evidence suggests
that, in a strict sense, there are no mental events. This entails that
physicalism is to be best understood in terms of the truth-relations

between mental and physical sentences (or equivalently, in terms of the
identity either of mental properties with physical proverties, or of

mental facts with physical facts).
Chapter IV argues that physicalism can only be coherently stated in

terms of the nomological equivalences between mental and physical sentences.

The arguments which obstruct the truth of this doctrine for the case in
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vhich the physical sentences have a behavioural content cannot be applied
to the case in which the physical sentences have & cerebral content.
One important general difference between the truth~-grounds of mental
sentences and the truthegrounds of physical sentences (explained in terms
of a consciousness condition) provides an explanation for why a reduction

of the mental to the cerebral is the orly possibility open for physicalism.
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1. PREAMBLE

One of the central purposes of this essay is to examine the
intelligibility and the meaning of physicalistic theories of}mental
phenomena. Another is to try and reach some conclusions about the
truth or falsehood of these theories. But rather than give a cursory
treatment to every single complexity which attends this difﬁmzlt sub ject,
I have chosen to restrict the scope of the essay to a small number of
themes which, I believe, are of central importance. I have also tried
to discuss them in the detail which they deserve.

It would be otio.se to stage a very elaborate introduction to a
subject so familiar to modern philosophy as this one is, but for those for
whom physicalism is not a permanent or living philosophical problem, a .
i‘ew brief and general opening remarks will help to set the scene for the
cémplexities vhich are to follow.

There are seve:al passages in both historical and contemporary
philosophical writings which might be taken to auggest that physicalism,
like so many other non-doctrinal "isms", is nothing more than a habit of
thought, or some very general point of view concerning the structure of
the world, and the sources of our knowledge about it. But philosophers
end philosophically-minded scientists have taken care to devise more exact
formulations. Although differing in detail, they all point in the same
direction. They range from the consciously physics-oriented formulations
of, say, Je. J. Ce Smart, to the more general hypotheses of those who
believe that in some sense or other, everything is ultimately physical in
nature. Physicalism, according to Smart, is

"the theory that there is nothing in the world over and above

those entitles which are postulated by physics and, of course,

. those entities which will be,postulated by future and more
adequate physical theories"

1. J. J. C. Smart Materislism; Journal of Philosophy 1963 p 651.



while others, accepting the principle that every phenomenon has eithér a
mental or a physical nature, propose that mental phenomena can be "reduced"
to physical phenomena, or that mental phenomena are rea;ly physical phe=
nomena in disguise, or that in some sense a complete and adequate descrip-
tion of the world and its workings need incorporate no non-physical elements.

Now of course there is a certain amount of clarification to be done
before we can regard any of these hypotheses as specific enough for the
purposes of philosophical discussion., But the historical context of the
theory of physicalism is not so difficult to describe, It will surprise
no one who is acquainted with philosophy that one of the closest and most
persistent allies which physicalism has had was (and still is) the positi-
vistic movement in the natural scilences, The impressive tendency of the
physical sciences gradually to provide explanations for more and more of
what happens in tﬁe world clearly fortified the belief which lies at the
centre of philosophical phy;icalism that everything is ultimately physical,
But the real testing-ground for this belief was, and still is, the
empirical study of man = although this 1s not of course to deny that
physicalists of any persuasion encounter special and distinctive problems
with colours, sounds, aesthetic qualities, and so on.

¥hat physics could account for in the natural world, clearly, the
better it seemed for the theory of physicalism. But there is a sense in
which people are not yet part of the natural world, for it seems that their
behaviour and mental life cannot. in some sense of ca;not, be predicted and
explained liké other phenoméné. It i3 not just a fact to wondef at, but ,
a8 fact of the greatest importance, that the promised science of man has
yet tormake its aﬁpearance; indeed the world still awaits even the first
small signs of ité éppearance. It is even fair to ééy, I think, thatvas
far as the philosophical theory of.pﬁysicalism is concefned. this fact has
equally and oppositeiy coﬁpensated for the f&rtifying progressrofrthe '



natural sciences in other opheros. But of courée.noifher of these opposing
facts hy itself has been sufficient to settle the issus. Supporters of
physicalism will continue to sustain their beliefs on indactive grounds.
arguing that the only rational thing to believe is that physical explana-
tions can be found for everything.2 while opponents of physicalism will
continue to sostoinvtheir convictions largely on the grounds that theoretical
reasons can be adyanced to show why man is, and musf he, exempt from ocience.
Other less ratlonal beliefs tend only to obstruct the issue. 7

Clearly, nelther of these arguments by themselves is really sufficient
to settle either the truth of phyeicalism or its falsehood. But myvhope'
is that they give some credence to the idea that some of the most crucisl
pointa of discussion are methodological in character. Ina way, I think,
this is not surprising: for it is the very faot that we do at the moment
lack a science of man that surely.hakes speculatioh about the possible “
truth of physicalism a matter worth worrying about philosophy. In other
words, it is the very existence of this gap which makes it inviting to :
speculate about what, if anything, might fill it.3 |

2. THE NEED FOR MENTAL TERMS

The interest which philosophers have developed in physicalism as a

ganeral metaphyaic, and the 1ngenuity they have expended on refining this

2. - This is the argument from the improbability of nomologicsl "danglers".
See again Smart, op cit. p. 661.

F If there is any truth in the "incubation" theory of philosophy, then

: we might view the philosophical arguments about the methodological
nature of physicalism as the best kind of preface which a developed
science of persons could have. If such a science were to emerge
from such a preface, then we might be able to echo the thoughts of
Je L. Austin, who himself subscribed to the incubation theory. As
Austin put it: "Then we shall have rid ourselves of one more part of

. philosophy, «se« in the only way we ever can get rid of philosophy, by
kicking it upstairs". I§§ and Cans (In Philosophical Papersg, eds.
82).

Urnson and Warnock p. 2



general doctrine so as to give it a precise form.’can be easily explalned.
One explanation can be traced to a diséatisfaction with the traditional
_forms of dualism: monisﬁ, in some form, has:seemed & more attractive goal
than duslism, simply owing to tha greater ecohomy end neatness of the
former. And in a world in which physical explanations of natural and
non-natural nhenomena seem more and more readlly available as time goes on,
it becomes naturally tempting to suppose that a single system of thought,

or a single body of theory, night suffice to explain every single phenomenon
that human as well as natural life comprises. )

But there 1is a diffeient jdea, which goes some way towards explaining
why physicalism has seemed a tempting goal for philOBOPhic;I theory, end
‘this is the susplcion that mental language, in its various forﬁs, plays a
‘systematic and indispensable ralg in organising expefienée and in coﬁstruct-
ing theory. O0f course we have, at present, no very precise vay of saying
what mental language is, although it may come as a surprise to lgarn that
philosophers who share the suspicion that mental language plays an inais-
pensable role are not, in general; very embarrasséd by this fact. Tﬁey
know, or have weli-founded intuitions, about soméAof the’things mental
blanguage contains if it contains anyth@ng. and théy éimply see these
baradigﬁ or central iingﬁiatic coﬂstructions a2s being pf a soft without
which little progress could be made in speaking theorétically about phe-
nomena in the way we want. But it does seem to ﬁe that one of the tasks
of any really adequate appraisél of physicélism is at some staze to make
this suspicion about the character of mental language exgct - tp find out
what it is about thié language that makes it indispensable; It follows
from this thaf the.lack of & clear view of how mental language differs
vfrém'pﬁysicalllanguage, or alternatively of how mental phenomena differ
from physical phenomena, ought to seeﬁ a good deal more of an embarrassment

than it actually does. I shall try to reach some conclusions about both



these matters in the course of ry essay., But at this stage I shall

merely give an exposition, somewhat informally, of some of those theoretical
problems which give rise to the suspicion thét mental language plays a role
in explanation which is both an importantly aystematising one, and, in

some sense of the word, a seemingly indispensable one as well. The
gensral area in which those theoretical problenis exist i3 the explanation
of people's actions, where by "actions" I mean to include linguistic
actions ("speech-acts").

Consider, for example, that part of linguistic theory whose aim it
is to give a description of linguistic structure = the structure of
sentences. This enterprise is part and parcel of the theory of action
understood in the widest sense, for sentences are what people uttei in
their attempts to perform speech-acts.

The first thing to notice when considering this question of the
descr_iption of linguistic structure is that what qualifies as an adequate
description of something depends on the goal, or purposes, of the descrip- -
tion. We cannot talk about the adequacy of a description unless we
specify the task in question. Chomsky, in Aspects of the Theory of
m_g" and elsewhers, has fathomed this question of adequacy in some
detail, and has elucidated various different concepts of adequacy for a
linguistic theory which depend on the task in hand. His proposal was
that a theory 1s adequate to girect observation if it enables the
theorist to draw up a descriptive list of the sentences and other
linguistic units which are actually produced. This he called observa-
tional adequacy. He secondly

4. Chomsky: Agpects of the Theory of Syntax, Chapter I.



proposed that a theory is adequate relative to a descriptive tagk if it
enasbles the theorist to "give a correct account of" (as he would put it)
the linguistic intuition or competence of the ldealised 8peaker-hearer.5
And thirdly, he proposed that a theory is adequate to the task of explaine
ing this intultion if it enables the theory to select between any two
different grammars which are both adequately descriptive of the speaker—
hearer's linguistic competence. HNow clearly what anyone wants the
linguist ultimately to succeed in is not just the first and second of these
tasks, bﬁt the third as weli. It was Chomskj's suggestion' that a theory
adequate to this third task must contain terms for deécribing a corpus of
innate knowledge of the language: both knowledge how and knowledge that,
it seems. And here we have the introduction of mental phenomena into the
explanation,

This may all seem a bit schematic., Chomsky's problem can be alter-
natively described in the following way. Vhen & person speaks, what he
utters is a sentence or group of sentences. - And sentences, by definition,
.have meaning., But what physically happens when a person speaks is that -
somé series of acoustic events takes pla‘acerz and acoustic events are not
things which can be said to have meaning in the way sentences can. Besides,
although each sentence~utterance event is an acoustic event, it is obviously
not true that each acoustic event is a sentence-utterance event. So the
question arises: when does a particular acoustic happening constitute the
utterance of a sentence, and when it does, how can it do so? What is the
connection between the fact that & certain acoustic event took place a.nd
the fact that a certain sentence was uttered? Or, finally, what 1s the
connection between the particular meaning which makes a sentence the

sentence 1t is, and the particular acoustic configuration which forms its

5. In his Current Issues in Linmuistic Theory p. 62 (In Fodor and Katzs
The Structure of lsnsuage pp. 50-118). See also Aspects ppe 30=37.




physical basis on any occaslon of its utterance? -

Chonsky's answer was that sentences are structured not merely by
simple phrase=-structure rules, but by transformationel rules too.6 This
complex system of generative rules, both semantic and systactic, is said
to form the content of a kind of innate or tacit knowledge which every
gpeeker of the language has. Or as Katz puts it: a correct linguistic
model is one which [

"pictures the structure of the system and its unobservable

components. In this way, a lingulst can assert that his

theory correctly represents the structure of the mechanism

underlying7the speakers ability to communicete with other

speakers.” : S , .

The mental capacities with which the speaker has to be ascribed are, pre-
sumably, the capacities needed to gpply those generative rules, and that
knowiedge, iﬁ actuél spéeéh énd the pércéptiod of speech{ To many people
it seems unclear Just what the nature of the requisite linguistic knowledge
is, and just vhat the mature is of the linguistic skills which enable a
speaker to apply this kmowledge. None the less, so generative grammarians
argue, language-users must be ascribed with mental and cognitive powers of
some rather complex kind in order for their linguistic abilities to be
explained.

According to generative grammarians, therefore, there is no way of
explaining the connection between acoustic events {which are events des=
cribed physically) and the events consisting of the utterance of sentences,
where sentences are items having meaning, without invoking rules and
principles of an essentially mental character. Howéver difficult it is

to understand clearly in what sense those rules and principles do describe

linguistic structure, Chomsky's attack on the purely physical and

6. Chomsky: Syntactic Structures, passinm

7. Katz: Mentalism in Linpuistics p. 128. Language (40) 1964. My
underlining.



classificational approach to grammar, to which his theory provides an
alternative, does seem to have been successful. It suggests the general
implausibility of describing the phenomena of language-use in a way which
does not involve the use of mental terms.

Chonsky's success in the nezative enterprise of revealing the ine
adequacies of the non-mentalistic approach can be cleesrly seen, I think,
if we look at some of the details of those non-mentalistic approaches
themselves. There used to be an influential method in linguistics,
originated by Bloomfield and extended by Zellig Harris, known as the
classificational or taxonomic method. This method, as Katz later
described it,

eees holds that every linguistic construction, at any level,
reduces ultimately, by purely classificational procednres.

to physical segments of utterance”s
The physical segments of utterance for the taxonomic linguist were sounds
(phones). Classes of sounds, or classes of significant groupings of
them, were classified as phonemes; so that the relationship of a sound or
sequence of sounds to the phoneme was one of class-membership. Norphemes,
similarly, were thought of as classes of sequences of phonemes; and
sentences, Wltimately, consisted of morphemes; so the relationship of
phoneme=-gequence to morpheme, and of morpheme t0 sentence, was again one
of classemembership. This was the basic theoretical structure employed
by Bloomfield. From this basis Harris developed a method of linguistic
description which he called the distributional method. Like Bloomfield,
he saw language as being describable as four levels: the levels of sound
or phone, of honé e, or morpheme, and of éegtggcg; with-the relation of
a unit at one level fo & unit at.the next highest level being one of

class-membership. But he went further than Bloomfield, and developed

8 Katz op cit p. 124.



what he thought of as a potentially mechanical method of uncovering ("a
large part of") sentence-structure = based on the distribution of units
&t the lower level throughout a corpus of antecedently elicited grammatical
sentences. - Consider this example of the segmentation of & phoneme-sequence

into morphemes.9

The phonenic representation of the sentence He's guicker
is /hiyzkwiker/, Among the many methods of tracing the distributional
structure of this sequence is to ask how many different phonemes ocour
after the n-th phoneme in the sequence; then a peak in the number of
different successor-phonemes is supposed to mark a semantical or syntactical
bresak, by indicating the independence of the phoneme at which the peak
occurs from the phonemes which follow it. The pesks in the phonemic
representation of He's quicker come at [y/, /z/, /%/ and /v/, thus correctly
showing the morpheme or word-boundaries at (i.e. immediately after) those
points. In a precisely analogous way to this, Harris supposed that a
great proportion of sentential structure = syntax = could be described. .

.'In fact, in the example I have described, it sesems that assumptions
asbout meaning do play a quite central role. It has been ggsumed, for
instance, that a peak in the number of successor-phonemes at the n=th . -
phoneme indicates the semantic or syntactical independence of the sub-
sequence of which that phoneme is the terminal phoneme from the other
- sub=-sequences within the whole. . Cbjections aside, at any rate, Herris
certainly saw his method as an essentially mechanical procedure for
uncovering strucfure. © "The method as a whole™, as he described it,

"can be viewed as part of an orderly set of kindred methods
capable of yielding a large part of language structure in

terms of the relative occurence of sounds, these occurences
being the physical events of language"™ 10

9. Cf, Harris: FPhoneme to Morpheme, Language (31) 1955 p. 190. For the

distributional method at other levels see Discontinuoug Morphemes,
Language (21) 1945; DMorpheme to Utters: Language (22) 19463 .
Distributional Structurs, Word (10) 1954. } ,

10. Harris: Phopeme to Morvheme pp. 212=3,
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It was assumed by Bloomfield, as by Harris, that the distributiom;lk method,
and the taxonomic method in general, d4id not require a stock of the;retical
terms of any great variety or richness, and that it certainly did not
require mental terms. DBut subsequent theory saw that the limited number
of theoretical terms which they did allow themselves enabled the theorist
to achieve Chomsky's first, observational level of adequacy, while falling
short of the descriptive level sf adequacy in several respects. For
firstly, the method is not generative. It can only describe previously
elicited well-formed sentences, and therefore contains none of the .
resources of & theory of sentence-structure in general. - The un-uttered
or unspoken sentences, for imstance, are beyond its reach.

Secondly, Chomsky has argusd that even the structural descriptions
vhich the taxonomic method gives for the previously elicited sentences
gre inadequate. This is because &n analysis into immediate constituents,
whick is what the taxonomic method provides, can never reveal all the
so=called grammatical relations (e.g. Subject=Verb, Verb—Ob:)ect. etc.)
within any sentence. kAccording to Chomsky, only & grammey containing a -
base component and transformation rules can describe all these relationa.u

These oriticisma of Chomsky's, thén. concern the programme of analysis
into irmediate constituents « whioch is the kind of analysis that grammar -
conceived along classificational or taxonomic lines was supposed to
provide, VWhen to Chomeky's critical attack on this programme is added .
the cleim (vwhich is often made by modern linguists) that transfsrmational=-
generative rules are "psychologically real® while taxonomic rules are not,
the result is an arg\mant to tho ‘effect that mental or payc}mlog:lcal con=

cepts are an essential part of an adoquata

1l. For this famous argument. esp. for the case of Jobhn is easy/eagep to
nlw seo Ghomalv Syntactie Structures (1957)3

ia Soston Studies o the Pl of Sciece 1361/2 ed.
#atofaky 1963 PP. 199205,



theory of language. We may lack a good understanding of the concept of
the psychologically real; but when this deficlency is made good, the
inadequacies of taxzonomic linguistics as compared to the transformational-.
generative approach will add up to a strong case in favour of a linguistic
theory which is actually descriptive, in some clear sense, of meﬁtal '
operations and capacities.

Another argument for the apparent indispensability of mental terms
ought to be mentioned briefly here. The argument, which is basically due
to Grice, says that the meanings of langusge-elements (words, sentences)
can themselves be best explained by reference to what a. speaker means by
producing an utterance on a particular occasion, and in such a way as not
to presuppose the concept of word- or sentence-meaning. Utterers' meaning,
in its turn, is to be explained in terms of the utterer's intentions in
producing the utterance he does produce; eand so the concepts of word-
meaning and sentence-meaning are ultimately to be explained in terms of
the utterer's complex intentions towards his am.cl:i.ence.]'2

It seems initially that we will never be able to prove in a completely
conclusive way that either Chomsky or Grice were right in what they said -
about the need for mental terms, or the need for principles which describe
mental structure; for essentially they are trying to establish the nega-
tive claim that no theory not containing mental language could ever be

produced which would be adequate to the subject-matter in question. But

12. Grice: Meaninz, Phil. Review (66) 1957 pp. 377-88; M%—m
Sentence~Meaning end Word-Meaninz., Foundations of Language (4) 1968
pp. 1-18. Strawson, in Meaning and Truth, (Oxford, Clarendon Press
1970) has defended the view that the approach to sentence-meaning

" via semantic and syntactic rules which generate truth-conditions for
a gentence must ultimately rest upon the notions of intention or

" belief, for, on his view, we cannot elucidate the concept of the
truth-conditions of a particular sentence without reference to the
speech-act of saying something true (or: making a true statement) =
which is where intention and belief essentially reside. See also
Js Searle: Chomsky's revolution in Linguistics, New York Review of
Books, June 29th 1972.
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we surely have to admit that both these approaches to the problem of
sentence-meaning = Chomsky's approach which links sentence-meaning to
sound~sequences via a description of mental structure, and Grice's

approach vhich links sentence-meaning to the concept of speakers intention =~
do have & strong tendency to suggest that a vocabulary of mental terms, or
more broadly speaking a vocabulary of terms for mental capacities and
functions of one kind and another, is indispensable, in some sense, for

en adequate theory of language and language-use. -

Mental terms seem indispensable for any adequate theory of sentence=
meaning. It ought to be possible to link this fact with the proposal
which Brantano originally made, and which Chisholm has explored in more
detail, that mental language as a whole is "holistic" and "irreducible",
This proposal says, in effect, that we cannot provide necessary and
sufficient law-like conditions for the truth of any mental sentence
without employing terms which are themselves mental. I shall explain
this phenomenon at greater length in the next section, when I give a more
detailed exposition of .the failure of the behaviourists' approach to
mental phenomena. In this section I have tried to establish, by example,
the plausibility of the general principle that mental terms are indis-
pensable to the construction of adequate theories in many branches of
science.

It used to be the case not many decades ago, that theories in general,
and theories of behaviour in particular were derided if they were found to
employ terms which referred to specifically mental capacities or the |
operations of specially designated faculties of the mind. And it seems
that the derision which such theories received was due to the fact that
general requirements of empirical verifiability (or falsifiability) were
not and could not be satisfieds This critical phenomenon appeared as
part of the general phenomenon of positivism in the sciences and philospphy.
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By hindsight it seems a strange phenomenon, since the methodology of this .
part of positivism was never made quite as watertight as its proponents
could have wished. Perhaps the criticism of theories on the grounds that
they were mentalistic or psychologistic can be seen, again by hindsight,
as a disguise for a different kind of criticism, namely the criticism that
the partigular mentalistic terms which were employed often had little or
no real systematising power. That is to say, the criticism that the
theories in question were of the wrong methodological sort may have become
confused with the quite different criticism that they were just false, or
insdequate as theories as far as predictive power was concerned.

" But whatever was the case then is different now. Mentalism in
science and psychology is back in the ascendant. It remains a task for
philosophy to discover not only why it is that mental language poses such
problens of analysis as it does; it also remains a philosophical task to
discover whether there does exist some form of analysis in physical terms
vhich is philosophically acceptable., In addition, it is a philosophical
task to clarify what form such an analysis should take.

3. BEHAVIOURAL REDUCTION

" So far the only statements of physicalism which we have before us
are the statement of Smart which I quoted in the first section, and its
slightly less techniéal relatives which I gave shortly afterwards. Ve
now need to look at some formulations which are more detailed. However,
therg is a broad but important distinction which I believe must occupy a
position at the centre of any such investigation, and so before introducing
any of the more detailed hypotheses, I shall explain what this distinction
is, and say how it dividels such hypotheses into two exclusive categories.
Only then shall I bring the hypoiheses themselvés ihto sharp foous.
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I have already sa;d that any really adequate appraisal of the theories
of physicalism must involve an exact statement of what the difference is
between mental phenomena and physical phenomena, or what the difference is
between mental language sid physical languages It would be natursl to
expect such é statement to precede the examination of the theories them-
selves, But this is not the strategy I shall adopt in this essay, for
the reason that the philosophicel problems inherent in tackling such concepts

as physical phenomenon, mental phenomenon, physical or mental vocabulary,

ere exceedingly complex, and generally underestimated in modern discussions.

So I propose to leave these important questions until later points in the
essay (see Chapters III and IV), in the hope that the answers which emerge
there will not alter the validity of the conclusions arrived at in these
earlier sections.

_ The distinction which divides physicalistic theories of mental phe=-
nomena into two categories is the distinction between the reductive and
the non-reductive. There are several accounts of the concept of reduction
in the philosophical literature, but fortunately it is not important for
the purposes of this essay to adjudicate their competing claims. Perhaps
the most general and agreed characterisation of the reduction of one
theory to another is given as follows. A theory Tl can be said to be
reducible to a theory TZ’ if all the theorems and postulates of the
reduced theory Tl can be deduced from a conjunction of the theorems and

postulates of the reducing theory T, together with certain identificatory

2
principles or "bridge laws", where these laws contain concepts belonging

to both Tl and TZ' An example given by Na.gel13 is the reduction of .

Thermodynamics to Mechanics, where the following manoevre (amongst others)

13. Nagel: The Meaning of Reduction in the Natural Sciences.
In Danto and Morgenbesser (eds), [hilosopohy of Science, ppe.
2833312, ' :
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takes place. There is a law of Thermodynemics known as the Boyle-Charles
law, and there is & law of Mechanics which connects the pressure of a
volume of gas with the average kinetic energy of its molecules; the
former law can be deduced from the latter once the identificatory principle
is accepted that temperature ls mean molecular kinetic energy.

Taking the reduction of Thermodynemics to Mechanics as our paradignm,
‘we can sgay that what a reduction of one theory to another is designed to
" do, smongst other things, is to enable a deduction of all the postulates,
basic assumptions and genersl truths of one theory from those of another;
the bridge laws or identificatory principles serving the purpose of
enabling the deduction to take place.

Some explanatory remarks are in order about this notion of a bridge
law. Firstly, a bridge law has the following important characteristies:
its antecedent open sentence describes the same property as its consequent
open sentence does (because property-identity is what reduction establishes),
and the terms in which that property is described in the two open sentences
belong, to put it not very precisely, to different 1eve1svof inquiry.

These characteristics are present, for instance in the bridge law that
- §F (x)(x is water = x is HZO)

where the terms "water" and "HZO" belbng to different levels of inquiry,

end where the phrases "being water" and "being HZO" determine the seame

property in different ways.14

A second important fact about bridge lews
is that not every law of nature is a bridge law, and there are many state-
ments of natural law ffom vhose truthAwe cannot deduée that one property

reduced to another. A éimple example can show this. It is a law of

14. The prefix "N' stands for the words "It is & law of nature that ...",
and is used throughout this essay in giving a statement of any
natural law. ‘ ‘ ’ ' ' ’ - e
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nature that if anything has just been born, then it will eventually die,
and conversely; and yet the property of being born is not thereby
reduced to the property of eventually dying. Nor can a bridge law be
a causal law:; & law which allows us to predict a phenomenon of the sort
mentioned in the righthand side of the law from the occurence of a phe=-
nomenon of the sort mentioned in the left-hand side.  This is because,
in a causal law, the phenomena between which the causal relation holds
must be distinct phenomena, whereas in a bridge law one and the same
phenomenon (in general & property) is mentioned under two descriptions.
A third characteristic of a bridge lew, and this time one which is
shared by natural laws in general, is that they assert a stronger sentential
equivalence than that of mere material equivalence. - A statement of

material equivalence is written without the "N" prefixz, thus:
(x) (xis M = x is P)

since such a statemeat only asserts that the truth-value of the contained
sentences (or their instances) happen to correspond. A statement of law,
or a statement of nomological equivalence between sentences, on the other
hand, asserts that the contained sentences (or their instances) are pon-
accidentelly or gystematically equivalent in truth-value. Statements

of material equivalence are extensional, in the sense that co-extensive
terms can be inter-substituted "salva veritate", while statements of

15

natural law are not. Another well-known difference between statements

15. The difference between extensional truth and nomological truth can be
easily demonstrated: a statement of the form .
(z)(x is ¥ = x is P)
is equivalent in its truth-conditions to a statement of the form
(x)(x 48 M = x is P or x is a unicorn)
on the assumption that there are no unicorns. But for & law-statement
N(x)(x is ¥ = x is P) a similar equivalence
N(x)(x is ¥ = x is P or x is a unicorn)
is clearly dissallowed. Otherwise it would have to be concluded that
the property of being M was reducible to the property of being P or
being & unicorn.

i
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of material equivalence and statements of nomological equivalence is that
only the latter support counter-factual propositions.

While material equivalence ls a weaker relation than nomological
equivalence, necessary equlvalence 1s stronger. A statement of the form
"Np", if true, is true in every nomologically possible world, while a
statement of the form "Op", if true, is true in every possidble world,
which include those which are logically possible but not nomologically

possible. So statements of nomological equivalence, written

 N(x)(x is M = x is P)

while s}tronger then statements of material equivalence, written
(x)(x is ¥ = x is P)
aere weaker than statements of necessary equivalence, writien
O(zx)(xis M = x 1§ P)-

When a statement of nomological equivalence is a bridge law, then we can
infer from it a statement of property-identity: "being M = being P".
Whergas from a statement of material equivalence we can only infer a
statement asserting the co—extensiveness of property-words: "'being M!
is co-extensive with 'being P'; while from a statement of necessary
equivalence we can, I think, infer & statement asserting the synonymy of
property-words. Thus O(x)(x is male and unmarried = x is a bachelor)
implies that the property-words "being male and unmarried" and "being a
bachelor" are synonymous.

/ order to
So much for the prefatory logical considerations which are needed in
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fix the concept of a property-reduction. Unfortunately, not all cases
where a reduction is actuaslly proposed are quite so straightforward or
well=organised as our psradigm. 1In the case of the physicalists' attempt
at reducing the mental to the physical, the situation is typically as
followss we have a cluster Cl of general truths about organisms expressed
in mental terms, and we have another cluster 02 of general truths sbout

organisms expressed in non-mental terms. Clusters ¢, and C,, in the

1 2
present state of our knowledge, hardly constitute theories, let alone
axiomatised theorles. All the same; the reductive exercise is to arrive
at bridge laws or identificatory principles which, in conjunction with
the truths expressed in physical terms, entail all the truths expressible

in mental terms. So what is required are statements of the following forms
N(x)(xis N = x is P)

where now we specify that the term "M" belongs to mental terminology and
the term "P" belongs to physical terminology.

Now a reduction of the mental to the physical, understood in these
terms, could be attempted in two ways. . The first way is to find laws of
the appropriate type linking mental phenomena to_behaviour, and the second
way is to find laws of the appropriate type which link mental phenomena
to cercbral phenomena = phenomena of the Brain or ceﬁtral nervous systeme.
Reductions of the firsf fype (I shall call them‘beﬁavioural reductions)
were advanced by members of that school gf theory kmown as the behaviour
istic school, while reductions of the second type (I shall call them
cerebral reductions) have been contemplated invmore recent years. There
is a good reason for the appearance of cersbral reductioné; for asbI
shall now show in some detail, attempts to produce behavioural reductions

have one notable feature, and this is that they are bound to issue in
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failure.

fforts to effect a behavioural reduction began when behaviourism
began. But although behaviourists sought connections ("conceptusl™ as
well as nomological) between mental and physical terms, their avowed aim
in doing so was to "translate" all the sayable things about an organism
into the purified vocabulary of the physical language, 80 ultimately dig-
pensing with mental language sltogether. They generally exblained their
task in these terms rather than in}terms of a mental-to-physical reduc=-
tion; but since the laws they typicslly tried to find were of the bridge=-
law type, rather than, say, of the causal-law type, it was a reduction in
the sense I have explained which in fact they were after. When we
remember‘that bridge 1aws éétablish the identity of properties, We can
see that the concept of a translation of mental language into physical
1anguage was an appropriate one to use, for if a mental property can be
shown to be a physical property. then presumably any non-modal context
contalning a mental—property term can be translated into one with the
physical—property term in its place.

There are different descriptions gf the behaviourist's programnme
which make less immgdiafe sense. J. A. Fodor has recently said, for
instance, that: | |

"To qﬁalify és a behaviourist in the broad sense of that

term «ve.y One need only believe that the following proposition

. expresses a necessary truth: for each mental predicate that

can be employed in a psychological explanation, there must

be at least one description of behaviour to which it bears a

logical connection" 16
But it is extremely uaclear what it woﬁld be like for a mental predicate
and a description of behaviour to be "logically connected". A predicate

of eny kind, strictly speaking, cannot have logical connections with

16, Fodor Psychological Explanation p. 51,
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anything; and if we speak in terms of psychological open sentences, under
universsl or existential closure, then it is hard to see that any behavioural
open sentence, under a corresponding closure, is likely to stand in a
logical connection to it, if the phrase "logical connection" is taken in

eny of its usual strict senses}7

It is altogether nore satisfactory to
represent the behaviourist as one who engages in the task of translating
mental language inte physical language, and who does this, inter alia, by
trying to establish bridge-law statements of the form "N(xz)(x is K= x is P)",
v

This certainly seems to have been Skianer's prograsxre in his early

book The Behoviour of Orsmanisns. JIa that work he wrote:

"In approaching a field ... for purposes of scientific
description, we meet at the start the need for a set of
terms. Host langusges are well ejuipped in this

respect, but not to our advantage. In English, for
example, we say that an organism gees or feels objects,
hears sounds, fastes substances, gmells odours, and
clives or dislives themj; 4t wants, seeis and finds;

it has a purvose, tries and gucceeds or fails; it learns
and rencmubers or forgets:; it is frishtened, sngzy, hanoy
or depressed; asleen or gwake; end so on. [Host of these

terms must be avoided in a scientific description of
behaviour ¢see The important objection tc the vernacular
in the description of behaviour is that many of its terus
imply conceptual schemes ... the vernacular is clumsy
and obese; its terms overlap each other, draw unnecessary
or unres]l distinctions, end are far from being the most
conveniegnt in dealing with the data esss  The ees
criterion for the rejection of a popular term is the
implication of a system or of a formulation extending
beyond immediste observations® 13

In epite of his doubts about some of the ordinary mental p:edicates of
English, Skinner clearly took it to be the task of psychology to explain
behaviour in the quite ordinary sense of that term; as he expresses it,

17. It was once assumed by those who argued that desires could not cause
actions that a predicate like "... desires to A™ stood in a con~
ceptual connection to a predicate like "...does A", vhere "A" is a
phrase for an sction. If this is the kind of "connection” Fedor
has in mind, then all 1 can say is that it seens extremely doubtful
whether an exact and precise description could be given of what sort
of connection it 1is.

18. Skinner. B, F. The thai;og; of Orpganisms ppe 6=T.
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"behaviour is what an orgasiszz is daing" (p. 6)» S0 he clearly must

have thought that a general explanation of behaviour could be achieved

by euploying just the relatively non-mental terms of English which conformed
to his particulsar methodologlcal standard. 1In fact he seems not only to
have thought that the same explanation could be given with his reduced
stock of none-mental terms as that which could be given with all the terms

of English (both non-nental and mental); but he also seems to have thought
that a greater degree of systematisation could be achieved by using only
the former.

Other examples could be found in the literature of beheviourism to
11llustrate how methodological considerations of one kind or another led
psycholbgists to restrict their own lexical resources to a certain minimun
stock (on the whole a non-mental stock), while at the same time belleving
that they could accomplish any serious project in the behavioural scicnces
as effectively with limited resources as they could with all the resources

19 Carnap was the first

of the language'- mental and non-mental alike,
philosopher to ezplore this variety of behaviourism with any degree of

logical rigour. As he said in

Concents, behaviourism, together with the philosophical tendencles of
early positivisnm,

"led often to the requirement that all psychological concepts

mist be defined in terms of behaviour or behaviour dispositions"zo

This was the view he explored in Testability and Maag;gg.ZI once his earlier

flirtation with a complete reduction of psychologlcal concepts to a

19. Skinner'a methodology was shared for instance by heurath. 'aes his
do (Viennas Gerold aid Co., 1933);

See Hempel’a Lood ¥ : 1ces (in :33,,_
f Lor, Po eds. Achinstein and Barker for other
references to lleurath's views on physicalisn.

20. Hinnesota Studies I (pp. 33=76) p. T1.

21. Carnapa Testability and Meaning, Phil. of Seci. 3 (1936) pp. 419-71,
and 4 (1937) pp. 1-40.
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phenomenalistic basis had proved unsuccessfu1.22 ~ The first exploratory
proposal of Testability and Meaning was that for any psycholégical sentence
therg existed\some non-péychological sentence describling behaviour having
the same trufhuconditions. Tﬁis;correspondénce invtruth-value would,
Carnap supposed, either be guafanteed 5y nétural law or else by the mature
of the concepts thémselvesg In other words, the statements connecfing
the mentai with the pﬁysical could be either statements of natural law, or
they could be analytically or cohéeptually true statementé-iﬁ some sense
of those battered terms. If éuch statements could be found, then Carnap
suppqsed that we could trgnslate any context containingvthe mental termi-
nology into one containing the physical terminqlogy, andrwithout "loss

of content“.23 Now I do npt think we need to examine the goals of this_
programme in Qrder to appreciate how:peculiarly afflicted the means of’ ‘
achieving them turned out‘to.be. For as}Carnap hihself came to see, fhia
doctrine of the "expliclt definability" of psycholoéical terms in
behavioﬁral terms seems doomed to falsehood. On the face of it, the
reason looks pufely factual: for any psychological open sentence you
choose, it seeﬁs thét there sihp1y does not exist # ﬁon—psychological
sentence with the same conditions of truth, at least if the non-psychological
sentence contains only terms belonging to what Carnap called the "thing
language™, i.e. "that language which we use in every-day life in speaking

24

about the perceptible things surrounding us". It seems wholly improb-

able that we could find a statement having the character of

22. The program of Der logzische Aufbau der Welt (Berlin=Schlachtense

Weltkreisverlag 19285

23. Carnap's view was that one statement could translate another "without
: loss of content™ if they both implied the same observation-statements.

. See his Pgychologsy in Physical Lancuace, pp. 165=93 in Ayer, A, J.
(ed.), Logical Positivism. (Originally published in Erkentnis 1933
as Psycholosie in Physikalischer Sprache). v ‘ _

24. Carnap: Testability and Meaning, Fhilosophy of Science 2 p. 466.
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(1) (x)(t)(x wants a biscult at t = x's arm will extend towards
some biscuit shortly after t)

A statement of this character does not even approach to being true without
an amendment to the effect that x's arm will extend towards something
believed by x to be a biscuit -~ orAwithoﬁt some amendment alongbthese
lines which includes a mental word. And if such an unamended statement
es (1) is unlikely to be extensionally true (true by material equivalence),
it is even more unlikely that a law-like version could be found.

It would be over-hasty to abandon the "explicit definition" approach
without a consideration of some of its possible variants. The first
variant comes from reducing the generality of statement (1). Instead of
trying for a statement which connects a mental property with a behavioural
property (in the case of (1), the property of wanting a biscuit and the
property of extending fhé arm towards some biscuit), we could try for a

statement which pertains to a single individual only:

(2) (t)(Fred wants a biscuit at t = Fred's arm will extend towards
soma biscult ehortly after t)

Such a statement has little to do with pronerties, as I shall explain
later, but its defects parallel those of statement (1): for nothing is
likely to prevent there coming a time when Fred has false beliefs about
biscuits, but if this is possible then a mental quallfication is again
needed in the behavioural sentence.

Whether therebis'any systen in these fallures remains to be seen.
Toasee how1likelyjit is that thére is, however; consider yet anofher'varia—
tion on the "explicit definition® theﬁé.f The varistion I have iﬁ}mind
heré is one uhich Carnap did not consider; it consists of specifyihg not
just a single non-psycholdgical”senténce on the rightrhana side, but a

1ehgthy disjunction of non-psychological sentences: for it certainly is
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the case that the physical motions accompanying e desire for a biscuit
are exceedingly various. Could we devise a sentence having something

like the following logical structure?

(3) M(x)(t)(x wants a biscuit &% t = x's erm will extend towards some
biscuit after t or x will salivate OF X Will seesee O eecses)

The question at issue here is partly thé question of whethér a statement

of law could be disjunctive in form; but onljr pé.rtly. Por the fact, if

it is one, that there are laws in existehce which contain short two- or
three-—termed disju.nctions (I have in mind one formulation of Newtonts
law of motion: "N(x)(no resultant force acts on x = x remains stationary
or x moves uniformly in a straight line)") would not provide much encourage—
ment for the physicalist, because his disjunctions would almost cértainly
be exceedingly iengthy, end almost certainly open—éhded. Newton's law of
motion'. for instance, which has the disjunctive form
"N(x)(x G = x Hor x J)", is extremely compact compared with the type
of disjunctive statement which the behaviourist would have to devise. -/
It would seem that the hopes’for this disjuncti&e version of the ph&sicalist
theaisr a:re‘ effectively dashed, thereforé. not 8o much by the spectre of.
dis:]uncfion as such, és by the spectré' of its lengthiness and its open-F
eﬁdeéness. | |

Noxie the iess, the physicalist might still ber encouralged by a
realisation 6f the following fact‘: that évery law—statemeﬁt of the
simple form which N(x)(x is H,0 »E x is water) has, can be arbitrarily
converted intd a statement which has a disjunctive aspect, and which,
compared ta the Newtonian example, is neither coinpacf nor closed'at its

right-hand end, e.g.:

Nx)(x is H,0 = x is parcel A of water or x is parcel B of water
or x is parcel C of water OF seseseces €tCs)



This fact might lead him to believe that the converse operation could be
effected to re=convert a long=ish physicalistic disjunction into a single
.unified terms Bui the physicalist would, I contend, be wrong to put aany
faith in this hope, and for two reasons. The first is that for eny law
which i3 either disjunctive or convertible-to-disjunctive, there exzisis 3
certain kind of unity among the concepis represented in the disjunct. In
the case of Hewton's Lew of Motion, for instance, the concepts of rest and
uniforn straight-line motion belong together (for sccording to the more
recent view that motion is always relative, are even the same concept);
while in the case of the disjunctive version of the ?léaw__éb'o?t H,0 and water
the elexents of the disjunct sre conspicuously unified by the notion
poxcel of water. In "che case of the loag disjunction attempted by the
physicalist, on the other hand, it seems extremely unlikely that there is
a single concept which coheres the individual disjuncts and which is
expreasible purely in physical terms.

This brings us to the second reason wihy a disjunctive reduction is
liable to fails; and that is that the best candidates with which a set of
phyeicalistic disjuncte can be unified or completed with soue decree of
certainty are, at least at the present time, mental ia character. Even
if 1t is true, it is not quite gufficient to say (for example) that x'a
arm will extend towards some biscuit in his vicinity, for he mizht mistake
the biscuit for a baloon or a Eagel - or he might mlotake a beloon or a
bagel for & biscuit. It therefore has to be inserted that z's arm will
eitend towa.r@ someﬁhin.g J.n hia vicinity which he Jjudzes, perceives or
belicves to be a biscuit, Without a physicallstic reduction of iudring,
gg‘ ;:cgiving or be)_.;evin};, there seecms no way .Qf m?oiding at loast one of |
these psych&lOgicé.l concepts in any attenpt t9 analyse reductively vhat
wentins a biscult is.

Mental predicates seex to have no'corresponding physical predicates
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which are even co-extensive with them, let alone physical predicates
which are co-extensive with them as a matter of law. So far I have only
gought to 1llustrate this truth =~ a truth which Brentano was the first to
suspect - and not until the end of Chapter IV will I try and say anything
to explain or provide é context for it.

Carnap's own explorations of the "explicit definition" approach to
psychological terms did not take him quite as far as to make him speculate
a disjunctive reduction. The obvious falsehood of the most primitive
approaches (e.g. those like (1) and (2)) led him to adopt a method of
what he referred to as reduction sentences. His initial view was that
it Sc was gsome sentence representing the physical conditions in which a
certain organism found itself, and if Sm was some psychological sentence
concerning that organism, then there was some sentence Sr’ describing
non-psychologically the response of the organism, which stood to the other

two sentences in the following relation:
< =

(4) "(s,= (5,2 5.))

of which one instance might be:

(5) N (Fred wants a biscuit = (If there is & biscuit present, then
Fred's arm will extend towards it)

But the elementary truth-functional laws of>':>' tell us that Sm would

be true if Sc were false; or that, in the specific case, Fred wants a
biscuit if there is not a biscult present - an ebsurd result. This well=
¥nown and decisive obJection leaves nothing further to be said about
reduction~sentences formalised in this way.

Carnap later made an attempt to repair the defect in this method by -
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introducing scheme to partially intermret psychological terms. This was

an eccent which consisted in a method of "bi-lateral reduction". = Using

again the terms Sc,‘Sm} end Sr} his new view was expressed as saying that:
(6) (5,2 (5 = sr))

Sentences of this sort only provided partial interpretations for the
mental sentence S , since even if a particular instance of (6) were true,
there would remain the possibility of other conditions implying an
equivalence between Sm and a set of response-céntences. An instance of

(6) might be

(7) ¥ (P is asked how he feels > (P feels terrible = P says "I feel

terrible"))
which specifies a necessary and sufficient condition of P's feeling
terrible, but only in the circumstances that P is asked how he feels. -
In other circumstances the tests fail to apply.

The reduction-sentence (7) is equivalent to the conjunction of .

(8) u (P feels terribvle > (P is asked how he feels = P says "I feel
terrible"))

(9) N((P is asked how he feels and P says "I feel terrible"):: P feels
terrible)

But this showé efen ﬁore-ciearly that the exampie aé a whole would not

do as an attempt to give nomoloaically necessary and sufficient conditions

for tha truth of P feels terrible in non—psychological terms, since in

ordar to make statemonts (8) and (9) true, it seems to be required that

some explanation would need to be incorporated about P's understandin~ of
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the question, and about his meaning a certain thing by saying "I feel
terrible". And even if this additional information were built in to the
example, the new assertion would most likely fail to record geperal truths
ebout P - for, at least if he is like the rest of us, he would occasionally
choosé not to answer the question, and still feel terrible. But the
example 1llustrates the method Carnap evolved for the partial interpretation
of psychologlical sentences in non-psychological terms. As a method, -
clearly, ' it is not adequate to provide necessary and sufficient general
and law~like conditions for the truth of psychological sentences, and
indeed it was never supposed to do so. The reducfion involved is a weak
one; but its details give us additional evidence of the difficulty of
nomologically connecting the psychological with the non-psychologicai.

In the case of both the naive but strong reductive theories, and the
more loglcally sophisticated but weaker ones too, the failure seems to
consist in the fact that, at the very least, some psychological sentence
appears to be needed in the analysis of any given psych&logical sentence.
This hypothesis of the behaviourally irreducible nature of mental language
suggests 1tself at two levels: both at the level where we try to give a
non-psychological analysis of a gingular psychological sentence (e.g. )
feels terrible) and also at the level where we try to give a non=-
psychological analysis of a general psychological sentence (e.g. (for sny
x) x feels terrible) - the task in the former case being to arrive at a
general truth about P, and the task in the latter case being to arrive at
& general truth about feeling terrible. But whether Brentano's irreduci-
bility hypothesis is one which can be proved, or at least in some sense
supported by a rigorous deduction is, to date, an open question.

It is also a question of the first importance to this branch of the
philosophy of mind. Many philosophers have taken the fact that mental

language is irreducible to behavioural language (in the sense explained)
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to suggest that mental language is irreducible to any kind of non-mental
language, and they have concluded from this that mental properties cannot
be reduced in any way to non-mental properties. One of the themes of
this essay will be to examine whether this line of reasoning is correct.
We have seen in this section that the evidence for the irreducibility of
mental 1anguage‘to beheviourel language is ertremelj compelling, but the‘
questioniof whether mental lanénaée is irreducible to cerebral language 1is,
I shall eventually argue, a quite different and independent question.
What I shall be challenging, in other words. is whether the systematio
failure of any behavioural reduction or the mental is sufficient to support
the claim that a cerebral reduction is imposeible as well.

In the next section I present some physicalistic hypotheses of a sort

nhioh do not rely upon a reduction of the mental to the behavioural.
4.‘ ALTERNATIVES TO A BEHAVIOURAL REDUCTION

One of the initial hones of the reductive enterprise was to be eole
to so eetablish & connection between terms or sets of terms that the
reduced set could effectively reglace the reducing set. in any significant
area of speech or theory. This connection, I explained, would have to be
nomologioalz the mental sentence would have to be true whenever and only
whenever the behavioural sentence was true, and not just in the exten-
sional sense of the word ”whenever" That nonological connectedness in
a bridge law muet be the etandard for the reduction of one property to
another can be easily appreciated if we survey the alternativee. Meaning=
equivalence, or synonymy, between & mental predicate and a behavioural
predicate must, on any reasonabie interpretation, be too strict a standard
for ekreduotion of one prOperty to another, since not only are the

predicates of our paradigm reduction ("temperature" and "mean molecular
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kinetic energy") not synonymous, but synonymous predicates are not, in
general, names of inter-reducible properties.

And while synonymy is too strict a standard, mere coextensiveness
is too weak. CQuine writes that:

"we have satisfactorily reduced one predicate to others ....

if in terms of these others we have fashioned an open sentence

that is co-extensive with the predicate in question .... 1l.e.

that is satisfied by the same values of the variables" 25
But if this were correct, 1t would follow that the‘property of thinking
about food woold be reduoible to the property of haviog saliva in the
mouth, oﬁ the single condition tﬁet all and only those people who thought
sbout food had saliva in the mouth; which would be in implausible
result.26 | |

' Reductive theories of the kind considered in the last section were

peripheraliet" theoriee. in the sense that the things to which mental

properties were to be reduced were behavioural properties - described, of
course, in physical terms. | Now as an alternative to theories of
behavioural reduction there grew a suggestion that mental phenomena'ought
to be connected not with behaviour or physical motions but, in some vay,
with neurophysiologioal features of the organ;sms brain or nervous system.
There is therefore the possibility of a "centraliet” or (what I have called
a) "cerebral" reduction, which. if actually carried out, would have the
effect of establishing an identity of mental properties with cerebral
properties, via brldge laws of the form N(x)(x is M= xis P), where this
time "P" is not a behavioural predicate but a predicate of some physical
1anguage describing a property of the brain or central nervous syetem.

Or, alternatively. at a less general level, it would consist of establishing

25, W. V. Quine., Ontolopgical Reduction and the World of Numbers, p. 188.
(In Wa Paradox end other essays. New York 1966§

26. See again footnote 15, above, and its attendant text.
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bridge laws about particuler individuals of the form
N(t)(Ais Mat t = A is P at t), where the generality is only a
generality with respect to different moments in the life of the same
individual.

The general ideology of this reductive programme is much the same
as that of the behaviourist programme: to demonstrate the ultimate dis-
pensibility of mental language. Moreover the idea that mental properties
and cerebral properties are one and the same has a certain amount of
intuitive eppeal. We know>! that many of the phenomena of inanimate
nature have no "analysis" in terms of outward visible features, whereas

a suspicion exists that objects belonging to the same kind have a common

interral microscopic structure. While objects subsumed under the concepts
;gggn_or cat, for instance, have no jointly necessary—and—sufficient
external features, it ismore plausible to think that they have common
etrueturel features at the microscopic or genetio level. Advocates of
the programme of cerebral reduction might ask what reason there is to
suppose that mental phenomena might be different in this respect

The reduction of the mental to the cerebral, either in the form of
arreduction of mentel properties to cerebral properties or in the form of
nomological truths about particular individusals taken ong by one, is a
matter which I ehall not try to treat fully until Chapter Iv (section 2),
where the crucial question will be whether the kinds of factors which
tendedbto falsify all efforte at a behavioural.reduction tend to also
falsify eny cerebral reduction. It is important st this point to explain
the methodology of the other approaeh to physicalism, namely the non—b
vreduetive approach.

The essence of & nonerednctive physioelietio hypothesis is that it

27 Thanks to Putnam's erticle Is Semsntics Possible? HMetaphilosophy,
1970.
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suzgests the identity of particular mental phenomena with particular
physical phenomena, without any implication of generality et all., That

is to say, it would be a non-reductive hypothesis that
Tom's being in pain at noon on Friday = Tom's being § at noon on Friday
or thet

Tom's remembering that p at noon on Friday = Tom's being Y- at noon on
Friday

vhere "f" and "y are cerebral predicatés, and whera there is no sugges-
tion that if Tdﬁ were to be in pain at noon on Saturday, ‘thexi‘z hekwyould be
5 et that time; bor that if mgwere to reﬁxember thét p. at noon on Friday
then hg would be y at that time. The reason why & hypothesis of this
very po.rticular and non~generalis able kind is pon-reductive is clear
from the previous explm;ation of what a reduction 1tael£ consista of.
Xo bridge law connéctiﬁg thé ‘pz;Operty of being 1n pain witi; the property
of belng $ would be necessary (although it would be sufficient (soe
Chapter v, sectibn 2)) to estabiiah such a partiocular identity. Ina
’non-reductive theoz'y. mental "particulars®, specified by a phrase of the
form A's M-inz at T, are asserted to be identical one by one with physical
particulars", specified by a phrase of the form _W but on
grounds quite different in kind fron thosa which motivate an 1dentification
of a mental proverty with a physical muz. Another feature of the

23« Such differences of level are sometimes expounded in terms of the
difference between types and tokens, It is frequently said that
the identity theorist has just two choices: either to identify a
type of mental phenomenon with a type of physical phenomenon, or
else to identify particular token mental phenomena with particular -
token physical phenomena, independently of what type they belong to.
E.g. Fodor and Block use this terminology in }hat Psvcholosical) States
exe ok,



difference is that while a reductive theory is only properly advanced as a
scientific hypothesis, to be confirmed or falsified by the facts, a non~-
reductive theory cannot be scientific in quite the same sense. It is for
this reason, perhaps, that a non-reductive theory may be unmisleadingly
called a philosophical or metaphysical theory.

The label "identity theory"™ is therefore not by itself sufficient to
distinguish the reductive from the non-reductive; an identity theorist
can suggest anything ranging from the identity of a mental with a physical
property, at the most general and ambitious level, down to the identity of
mental with physical "particulars", at the least general level. Only an
identity theory at this least general level 1s non~reductive.

. The credentials of identity theory (both reductive and non-reductive)
will be a major theme of this essay. But before bringing this section to
a close, I should like to mention a type of reduction outlined by Quine,
which is called by him "ontological reduction”, but which the distinction
between the reductive and the non-reductive as I have just explained it
would fail to categorise clearly either one way or the other. The concept
which is perhaps fundamental to ontological reduction in Quine's sense is
the concept of explication.  Roughly speeking, explication consists of
locating, for any object which needs anslysis, or whose ontOIOgical
credentials are unclear, some other object with which it can, for various
purposes, be identified. But two items comnected in this way need not bde
identical in the strict Leibnizian sense; and so the logical strictures
imposed by the law of that name turn out to be simply irrelevant to whether
an explication 1s successful or acceptable.

A simple example of explication would consist of considering a three-
penny plece or a fly-button to be identical with a missing rock piece in
a chess game, where neither object shares all the properties of the other

and, clearly, where the chief motive for assimilating the two is to provide
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a functional equivalent for a lost item. The apparatus of explication

is more complicated than this simple example suggests, of course, and
together with various elaborations and supplementations which Quine provides,
is supposed to enable us to "eliminate" the entities of one theory in favour
of the entities of another - thus gontologically reducing the one theory to
the other. (Frege's analysis of numbers in terms of sets is supposed to
be a paradigm case of ontological reduction.) The programme of ontological
reduction is one which is clearly worthy of consideration in the general
business of analysing mental phenomena, for its suggestion is that mental
entities, if such there are, could be eliminated in favour of physical
entities. I shall therefore consider it eventually. But since onto-
logical reduction is a topic which is only tangentially connected in method
to the main themes of this essay I shall confine my discussion of it,

together with my sceptical conclusions, to an appendix.
5. FROGRAMMATIC REMARKS

Having now identified the main termini of nmy investigation, I must say
something of what will lie in between them and the present polant in the
essay. I think it needs no argument that a really adequate phﬁrsicalistic
theory would have to take into account the various rather subtle differences
which can be found within the entire corpus of what, up to this point, we
have uncritically referred to as mental phenomena. Some systematic exposi=-
tion would be needed, firstly, of what gorts or natural categories of
mental phenomena there are; and secondly, of‘ what differences the items
belonging to these categories exhibit in respect of causal and explanatory
connections with other phenomena, the conditions of their successful
individuation, and so forth.

Now not all of these matters can be fully explored in an essay of
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this length. Tor example, I shall leave largely undiscussed the question
of whether we ought to speak of mental activities, mental processes, or
mental features, etc.; and concentrate instead upon the two categories
whose existence is generally thought to be less contiroversial, viz. the
category of mental states and the category of mental events. It is the
physicalistic analysis of ltems belonging to these categories which I shall
devote mosf of my energy to; hoping, of course, that some of the details
will be transferable to items of other categories, if and when they emerge
at all clearly.

To begin with I shall deal with a certain non-reductive, physicalistic
account of mental states, which has been put forward in recent years as an
alternative to that version of the identity theory which asserts that for
each type of mental state there is a type of physical statg which is
identical with it. The theory of mental states which I have in mind en-~
tails: as a conclusion, that a mental state can be identified with (in the
explicative sense (see I, 4)) a class of physical states whose members are
identified by certain functional tests. So there is the actual theory of
mental states on the one hand, and there is a non-reductive physicalistic
conclusion which follows from it on the other. Iy aim in the next
chapter will be to conduct a critique of the theory itself, leaving an
assessment of the conclusion until the appendix. In this sense I shall
be first examining the route along which the theory travels, rather than
its physicalistic terminus.

In order to understand exactly what is asserted and what is denied by
this theory, and indeed in order to get the whole subject of physicalism
into clear peispective, there is one more preliminary Jjob which needs to
be done; vhich is to lay out in detail thé diiferent levels of generality
on which any physicalistic conclusion might be asserted.

Let us survey the question of generality for the case of mental states.
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On the face of it, we can distinguish loglically between three different
levels of generality. On the first and least ambitious level, thzre is
the theory that each particular mental state of a particuler person at a
particular time -~ i.e. each instance of a particular mental state of a
particular person = is identlcal in the sirict sense with a corresponding
instance of a particular physical state of that person. Let us assume
(what I shall later expose to criticism) that an instence of a particular
state of a particular person is correctly nominated by & phrase of the
form "P's being +..« a2t T", where "P" names a person end where "I" names
a time, and where the blank "...." is appropriately filled. Then this

first theory asserts sentences of the following sort

Time=-Specific Level

Tom's being in pain at T, = Tom's ' at T, -

Ton's being in pain at T2 = Ton's . at T2

Fred's being in pain at Tl = Fred's at Tl

Fred's being in pain at T2 = Fred's at T2
. . ' *

vwhere none of the blanks in the right-hand side need be filled in the same
way, although they must each be filled with a non-mental term, On the
next most ambitious level, there is the theory that each instance of each
pexrticuler mental state of a particular person is, gt any time, identical
in the strict sense with an instance of some particular physical state.

This second theory asserts sentences of the following sort

Person—-Specific Level / .
(t)(Tom's being in pain at t = Tom's at t)
(t)(Fred's being in pain at t = Fred's at t)

. .
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where each one of these sentences generates, as instances, sentences like

Tom's being in pain at Tl = Tom's at Tl

Tom's being in pain at T2 Tom' s at T

2

Fred's being in pain at T, = Fred's ecesesoat '.El

1
Fred's being in pain at T, = Fred's seseeeeat T

2 2
where " " always contains the same non-mental f£illing, and where
Messerea? always containg the seme non-mental £illing. Or equivalently,
you could leave out the time specification altogether, and say, for
instance in Tom's case,

Ton's being in pain = Tom's .
Cn the third and most ambitious level of all, there is the theory that
without regard to time or person, for each instance of & particular mental
state there i1s a particular physical state, an instance of which it is
identical with. On this third level the theory asserts sentences like
Proverty Level '

(x)(t)(x*s being in pain st t = x's at t)
which of course generates, as instances, particular sentences like

Tom's being in pain at 'l‘l = Tom's et T

Snma—————— 1
Tom!s being in pain at T2 = Ton's at T2
Fred's being in pain at Tl = Fred's at Tl :
Fred's being in pain at T2 = Fred's at T2
. : L
- e ’ .

where " " is always to be glven the same non-mental £illing. This
third theory can be represented as saylung things like

Being in pain = .

although, as I shall show at a later point, the exact connsctions between

such & statement of property-identity and any more particular statement
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of the kind just listed (above) are complex.

The differences betﬁeen these theorles are differences of generality:
the first contains no generality whatever, the second generalises with
respect to time, and the third generalises with respect to time and
individual. A fourth theory which generalised with respect to time,
individual and psychological state, would be clearly over=general, and
for that reason unworthy of serious consideration. - I have chosen to
display these matters explicitly because I want to explain what the theory
of mental states which I shall be concerned with in the next chapter
asserts and what it denies. That theory asserts the falsehood of an
identity theory at the Person-specific level or the Property level: but
has as its conclusion a series of sentences, which although superfiéially
of the Property level form:

being in pein =

are in fact of a sort whose blank is not filled by a physical description.
The most this theory can assert by way of a mental/physical identity=—
sentence 1s something gxplicative like

Being in pain is to be identified with the class whose members

are: Tom's being at Tl’ Tom's being at TZ’
Fred's being et Tl’ Fred's being at T2,

Fred's being «see at Tl’ enees etce
vhere the blanks can each be differently filled. So although the theory
asserts the falsehood of any non set-theoretic identity at the Person
specific level or the Property level (and on empirical grounds). it
ambltiously seeks to find a different unitary enalysis of the general
state of being in pain, ‘

The pldn for the eucéeeding two chapters is as followé.‘.'ln Chapter
III, I shallladdress nyself to the altogether more basic series of

ontologicai guestions concerning the existence of items belonging to the
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po~-called categories of mental events and mental states; and to the
interpretative question of what kinds of thing phrases of the form

"Ats being G", "being G", "A's being G at T" are in point of fact
appropriate to nominate. And in the final chapter I shall return to
discuss, in the main, the possibilities left for a centralist reduction

of the mental, as an alternative to both (i) the behavioural kind of
reduction discussed in this chapter, and (ii) the standard non-reductive
"identity theories™ which identify particular mental events with particular
physical events or particular mental states with particular physical
states. Broadly speaking, my conclusion will be that a certain kind of
centralist reduction is the single open‘possibility there is for physicalism,
and that this 1s a possibility only because Brentano's hypothesis of the

irreducibility of mental language is not exceptionlessly true.29

29. ¥While writing this essay I became aware of the conclusions worked
out by D. C. Dennett in his book Content and Consciousness (London
and New York, 1969), some of the more heterodox of which, although
argued on different grounds, colncide with those of the present
essay. I signpost these points of coincidence in Chapters III and
Iv. )
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IIA. The "Functional" Theory of Mental States
1. INTRODUCTIION

In thié éhapter I intend.to.expose the deficiences of two theories
about the nature of the mind. These theories have not been arbitrarily
selected: they have both been quite widsely endorsed in recent philosophy,
and theyiaré both designed, by their exponents, to support certain
‘physicaliétic conclusions. - The fiist theoty I shall consider has come
to be known as the funétional staté theorj; or dccasionally as the func-
tionai theory of menféi stétes. | According to fhe most general form of
this theéry, mental stafes are‘those states of the drganism which have some
function in thelgenesis 6f béhaviour, and ihdeed afe those states of the
organism which are, in a sense I shall seek to explain, identified by what -
their functional relationships ere. Now the interest of this theory for
the doctrine of physicalism is considerable: for it not only suggests a
way of distinguishing the mental from the physical, but it also contains
important implications for both reductive and non-reductive forms of the
physicalist doctrine.

But the theory has been heid with more or less conviction by a number
of people, and because of their varying convictions, in a number of forms.
Stuart Hampshire, without actﬁally using the word "funétion", once
suggestedl that feelings ere characterised by the fact that they give rise
to certain inclinations, e.g. pain (of the type occasioned by bodily
damage) 1s characterised by the inclination it gives rise to, to withdraw
the damaged-part. Chomsky has spoken about mental concepts in a similar

vein in the context of the theory of graﬁmar:

1. Hampshire: elin~ and Erpression. London 1961.
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"The mentalist <.+« need make no assumptions about the
possible physlological basls for the mental reality he
studies. In particular, he need not deny that there

is such a basis. One would guess, rather, that it is

the mentalistic studies that will ultimately be of

greatest value for the investigation of neurophysiological
mechanisms, since they alone are concerned with determining
abstractly the properties that such mechanisms must exhibit
ead the functions they perform" 2

And Gilbert Harman writes that

", ess psychological states and processes are functionally
defined sees™ 3

"Just as states of an automaton are to be defined in terms
of functional relationships rather than in terms of the
exact nature of their physical realisation, so too for
paychological states (the same psychological states may be
differently realised in different people, or even in the
same person at different times). These states are defined
in terms of thelr functional relationships to other
psychological states, as in reasoning; to input, as in-
responses to observation; and to output, as in intentional
action" 4 : : ;

However the views expressed in these quotations can hardly be regarded

as specific enough for & philosophical critique to be based upon thenm.

They do not embody any indication es to how the difficult word "functional"

and the difficult phrase "functional relationship" should be understood;

and they do not make totally clear the relationship which any mental state

bears tq a physiological or physical states In these respects they are

only slightly more specific than Armstrong's general formula:

"The concept of & mental state is primarily the concept of
a state of the person apt for bringing about a Oertain sort
of behaviour eese” 5

2.

3

4.
5e

Chomsky: Aspects of the Theory of Syntax. pe. 193.

Harman: Knowledge, Reasons and Causes. Journal of Philosophy 1970,
Pe 851, o C

Harman, loc cit. p. 849.

D. M. Armstrong: A _Materialist theory of the Mind p. 82.
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Fortunately, there exist more exact formulations of the theory that mental
states are functional states, the most specific of which is Putnan's view
that the way in which mental states are organised can be compared to the
way the lMachine Table of a Turing lMachine codifies the functional states
of such a machine. It is this formulation of the functional state theory
on which I shall therefore concentrate my attention. But there is
snother relatively spécific formulation of the functional state theory
which has been pfesented by J. A. Fodor, and whose shortcomings I think
it is Instructive to see, before progressing to the details of Putnam's
view.

Fodor's view is, it seems, that when giving & psychological descrip-
tion of a state of a person, we thercby say (or, as I shall put it, pake
monifest to our audience) what its specific function is in relation either

to other psychologicel states, or to the behaviour of the organism conw=
cerned. At least I think that this is a reasonable interpretation of
many of the things Fodor says about psychological states. For according
to Fodor, part of our theory of a persons behaviour consists in giving
descriptions of

"The internal states of organisms ..e.. in respect of the -

way they function in the production of behaviour ese.

The properties of these states are determined by appeal

to the assumption that they have whatever features are 6
required to account for the organism's behavioural repertoire"

What this aspect of our theory tells us about these internsal states,
according to Fodor, is

© "what role they play in the production of behaviour ...
Theory construction proceeds in terms of such functionally
characterised notions as memories, motives, needs, drives,
desires, strategies, beliefs, etc. with no reference to the
physiological structures which may, in some semse, correspond
to these concepts sese If I say "he left abruptly upon
renembering a prior engagement" I am giving an explanation
in terms of an internal event postuleted in order to account

for behaviour" 7-

6. Fodor: Explanations in gsxghologi Pe 173
7. TFodor: Explanations in Psychology pe 172. (My underlining)
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But this theory of Fodor's, interpreted to mean that a psychological
description says or makes manifest what specific function the state in -
question has, can be seen to make the functional state theory immediately
false. For when we describe a person's state (either his state or the
state of his mind) as the state of believing that rain is imminent, say,
we do not, in describing him in those terms, say (or even by implication
nmake manifest to our audience) what the specific function of that state
is in relation to further states of mind or to his actions. It may be a
fact about that person that subsequent to believing that rain is imminent
he remembers leaving his umbrella behind on the train = and it may also

be a fact that we can gxplain his remembering leaving his umbrella behind

by saying that he believed rain was imminent. ' (He would not have
remembered about his umbrella if he had not acquired the belief about the
rain). But this does not mean, or require.‘that in describing his
psychological state as one of belief that rain is coming we explicitly
(or even implicitly) relate it either causally or as a possible explanation
to any subsequent psychological state. And the same goes for the relation
between a state psychologically described and some subsequent action.
Suppose the man suddenly runs for shelter = and suppose that, in explain-
ing this action, we refer to his state of belief that rain is on the way.
Then, even though that may be a correct explanation in that situstion, it
does not mean that in describing his state as a certain kind of belief-
state we thereby say what its specific functional role is in relation to
some action he later performs. The words "he belleves that rain is on
the way" may plausibly be said to describe a state; but the words by
themselves do not tell us what specifié subsequent psychological states
or subsequent actions of his can be explained by them.

The correctness of my interpretation of Fodor's functional state

theory, and the falsehood of the theory under that interpretation, is
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also clear from an analogy which Fodor gives.  According to this analogy,
a psychOIOgiQal description stands in the same relation to a brain state
as the term "valve-lifter" stands to a camshaft.8 In both cases, he
thinks, the description gives the specific function of a structural
mechanism or part, and it is called a functional description because the
description itself informs us as to what specific function the part per-
forms. The valve-lifter is specifically: that thing which 1lifts valves;
in the same way, a psychological description is suvpposed not merely to
describe some state of the organism or its brain, but to describe it
functionally. But it is clear that the analogy does not hold; since,
psychological terms in themselves simply do not describe the specific
functions of brain-states in the way the term "valve-lifter" admitedly
does a camshaft. Nor can we patch up the analogy by construing a psycho=
logical description as somehow having the same meaning as a phrase»like
"action~-causer" or "state appropriste for the production of behaviour".

We cannot construe psychological descriptions in this way for the simple
reason that individual psychological states do not invariably cause
actions; there are pleﬁty of mental states which can be perfectly "idle",
and which need have no obvious bearing on & person's behaviour at all.

A man may be indulging in a fantasy or a daydream about how he might have
behaved differently on some occasion which is now past. He might be
running through the details of an amusing story in his head; he might be
basking in the memory of some former public glory of his; and yet none

of these facts need show themselves in what he subsequently does. Psycho-
logical information of this sort can be valued for its own sake. If, in
Fodor's example of "he left abruptly upon remembering a former engagement”,
the mental eveht mentioned is one which is "postulated in order to account

for behaviour", then of course, so specified, it must account for the

8. Fodor: [Explapations in Psychology ppe 177=3.
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behaviour. But it seemsimplausible to say that all mental states owe
their existence to such a postulation.

It is not even true that mental states are all and only those which

are suitable for explaining their owner's behaviour; or, to mimic
Armstrong's #ords, that mental states are all and only those which, on
suitably chosén occasions, afe gpt for the explanation of their owmer's
behaviour., Although‘it is quite true in a generai way that actions very
often can be explainéd by reference to previous or concurrent states of
mind, it is not by any means trﬁe tﬁat thié is the only way to eiplain
éctions, or even the best way. Actions can be explained by reference to
the state of mind of.a perséﬁ other than the agent, as_when it is éaid that
é certain school-boy did what he was told because his teacher wanted him
to; or an aétion can be explained without réference to a state of mind
at 8ll, as when it_is said thaf a dinner guest ate with just hisrfork
because etiquetté required its ané there are other kinds of cases, in 7
which the explanation for what someone did does not lie in the agent's
mind, but elsevhere. This is not fo deny that in a case where an action
needs to be expiained, there usually is some state of mind of the agent
which is relevant, for I think there usually is; it is fo deny that when
we explain actions, we glways or negesssrily do éo by citing a mental

state of the agent.’

But if actions do not necessarily need to be
explained in terms of a mentai state of tﬁe agent, and if it is also true
that an agent's mental state need not have any causal bearing on his
ﬁéhaviour, then it cannot be trué that mental states are states of a sort

vhich are gyt for bringing sbout, or explaining, behaviour.

9. And an action can be explained by the absence of a desire, as in "I
© put my umbrella up because I did not want to get wet". This is
perfectly explanatory, but different from "I put my umbrella up
because I wanted not to get wet". The first implies the counter-
- factual "If I had wanted to get wet I showld not have put up ny
umbrella®™; but the second does not.
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In as much as mental states are not functional in the sense of that
word used to interpret Fodor's theory, then mental states cannot be dis-
tinguished from physical states by their functionality (conceived in that
sense). And in as much as mental states seem not to be especially apt
for bringing ebout behaviour, in the sense of that phrase employed in my
interpretation of Armstrong's view, then mental states cannot be distine
guished from physical states by using that concept either. Clearly, an
adequate distinction between the mental and the physical must begin with
a charactsrisation of the mental which is itseif adequate. ' ‘

If mental states are said fo be functional in the weaker sense of
providing necessary conditions for the truth of a statement about behaviour,
then although this is more plausible, it fails to provide a strong enough
test with which to distinguish mental from physical states. Having a
palr of legs is a state without which it is impossible to go for a wallk;
hovinz a brain in one's skull is s state without which it is impossible
to work out a problem or write a letter; and yet neither of these states’
can plausibly be described as mental states. It remainé to be seen
whether there is any other sense which can be assigned to the word
"functional® which makes it capable of adequately characterising just
those states which are mental. Only if this is so will 1t be possible to
draw the mental/physical distinction in those terms.

2. EXPOSITION OF THE TURING MACHINE THEORY

I now move on, as promised, to examine the detailed opinions of H.
Putnam on the nature of mental states and their organisation. The quota-
tions from Chomsky, Harman and Fodc;r which were given in the previous
section ell contained the idea that the nature of a psychological state

is to be explained independently of how it comes to be "realised" in
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matter; élthough Chomsky and Fodor thought it possible, none the less,
that a mental description might have the role of describing the function
of a physiological mechanisme These two intuitions, that there is no
physical realisation that is necessary to any particular mental state,
and that mental states aie in some sense "functional® states, both have
a place at the centre of Putnam's theory.

In considering paiﬁ, Putnam writes:

".ee pain is not a brain state, in the sense of a physical=-
chemical state of the brain (or even of the whole nervous
system), but another kind of state entirely. I propose the

hypothesis that pain, or the state of being in pain, is a
functional state of the whole organism" 10 :

This hypothesis Putnam calls the ”functional state hypothesis" 1 AHany
of the states which Putnam describes as psychOIOgical are thcse which
others would be inclined to think of as being physical: the state of
pain, the state of hunger, the states of thirst or agression.12 Apart
from the specific case of pain, there are signs13 that he considers all
the other more obviously cognitive states to be functional states as well:
states like being able to recite the Ancient Mariner or knowing the
chemical composition of sugar, and others of the same degree of complexity.
The functional state hypothesis, then, can be taken as the hypothesis that
psychological states in the broadest sense are functional states of the
organism. :

Putnam explains thﬁt a large part of the motive for adopting this
theory derives from the clear empirical falsehood of that version of the
"identity theory" which identifies every type of mental state with a

particular type of physico-chemical state of the brain. Such a theory

10, Putnam: Psychological Predicates, Art, Mind and Religlon (ed.
Capitan and Merrill) p. 41.
11. Putnam, op cit. p. 44.

12, See Quine for example: Word and Object. § 54.

13. Putnam: Psychological Predicates pp. 43, 45. The Mental lLife of
Some Machines p. 211.
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would be one which belonged to the Property level, in the sense I explained
earlier (Chapter I, section 5). Putnam regards such an identity theory as
implausible, partly because a person who is in pain on two successive
occasions can have very different brain states_(described in certain physico-
chemical terms, at least), and also because two animals can both be in pain
(the same state) even if they belong to different species, and have, as a
matter of fact, quite dissimilar brain structures. Putnam argues that,
in order for the identity theorist to be right, the physical=-chemical state
with which pain is to be identified |

“must be a possible state of a mamallién 5réin, a reptilian

brain, a mollusc's brain (octopuses are mollusca, and certainly

feel pain) etce At the same time, it must not be a possible

(physically possible) state of the brain of any physically

possible creature that cannot feel pain" 14
Sinée this is implausible, he reasoned, a method of collecting brain-states
must be arrived at which does not make small differences in physical-
chemical structure matter. | o

The functional‘state theory replaces the view that & psychological
state is a physico-chemicél stéte, aﬁd says that the psycﬁological states
of two creatures (or two successité states of the séme'creatﬁré) are the
‘same providing thatvthey have identiéal'functibnél relationships to other
"states, to "input", and to the organisms behavioural repetoire. 'To put
it éummarily, the theory says thét psychological'states are the same
twhich have the same function.

But we are not yet in a position to critically asgess this theory,
for we still need to know in more exact detail what is meant, 1in the
" context of the theory, by‘the phrase "functionai relationsﬁip" Putnam
provides these details by comparing a body of psychological information

“about a person with the information represented on a machine table for a

14. Putnams Esyghological Predicates p. 44.
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Turing Machine. The concept of a Turing Machine, and the concept of a
machine table for such a machine are exact and precise concepts; and so
the way to understand Puinam's view on the nature of the mind is to under-
stand what a Turing Machine is, and how its machine table describes its
operations.

A Turing Machine is

"g device with a finite nurber of internal configurations,

each of which involves the machines being in one of a

finite number of states, and the machines scanning a tape

on which certain symbols appear. The machine's tape is

divided into separate squares ... on each of which a symbol

(from a finite fired alphabet) may be printed” 15

Suchva machine ié defined by i1ts machine table, which essentially epecifies
liow the machine will change ita state when a certain "input” is received..
and hqw it will dlscharge a certﬁn "output” when a chango of state comes
#bout. So whether or not“any actual physical mechénisn can be described
as a Turing Machine depends upon whether or not its operations can be
described by & machine table. C

Since, as I shall illustrate in a moment, a machine table can be
either probabalistic or deterministic, :.t is possible for an actual
physical device to be described as a probabalistic Turing Fachine and as
8 deterministic Turing P{aghine at the sanme ‘t:lma. ‘ A machine is a detere
minist:lg Turing Machine i.fj each state specified by the machine table has
only one state named as'ita mceséor, and only one as its predecessor.
It 1s probabalistic if each state specified by the machine table has
aqveral ptates listed as its possible predecessors, gnd several 1isted as
its possible successors - the exact probabilities of transition between
t‘hatv state ‘and its several possible predecessors and sucéessorar also being

given in the machine table. v‘l’hia shows clearly why it is that if a physical
system or type of physical system is a probabalistic machine, it can be

15. Putnam: Mipds and Machines, p. 140.
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a deterministic machine too. To call it a probabalistic machine is to
say that its machine table records the probabilities of transition between
various states; which ié compatible with there being some different
machine table which only mentions probabilities O and 1 = that is, one
vhich gives a deterministic description. . Conversely, if something is a
deterministic machine, it can also be a probabalistic machine, for similar
reasons.

To call a device a deterministic Turing Machine, or to call it a
probabélistic Turing Fachine, is jusf to say what kind of machine table
it has. These notions can now be 1llustrated vas follows. = The simplest
machine worth describing16 is one which has two states, A and B, which is
deterministic, and which only has two possible inputs: only two letters

can appear on its input tape. Then the machine table might look like

this: : N
state A state B |
input‘i L B2 | . A2
input 2 n m
(Figure 1)

where the instruction "B2", for example, means "change to state B and
print the symbol #2" in place of the symbol now in front of you; and
finally, scan the next spaée on the input tape". The instruction to scan
the next space of the input tape 1is nahzrall& part of every imstruction = -
but in evéry other respect the‘,inétmctior.x is sgpecific to the state which
the machine 1s in and to the input which it is receiving. Now in the
case of this simple, deterministic, twoe-state machine, the "functional"
relations are strictly causal = for they ere simply the determining rela-

tions which the machine table specifies for each state. The causal

" 16. For a description of a four-state machine see Putnam: Minds and
Machines in Hook (ed.) Dimensions of Mind.
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relations for state A, for example, are two in number: state A determines
the printing of pymbol "2" and a change to state B when the input is input
1; and it determines the printing of symbol "1" and no change of state
when the input is input 2. To say that the states of such a machine
(states A and B) are identified functionally would be to say that the
i1dentity of each state 1s fixed by the machine table column. If two

- geparately named states have identical machine table columns under them,
then 1t would follow that those separately named states are one and the
same..17 | ' |

The case of a probabélistic machine is in principle just the seme:

but a causal or determining relation here is not a causally deterministic

17. This is an example of what Quine calls the "identification of indis~
cernibles", _ See From a logical Point of View pp. 70-3; XYopd and
Object ps 230, It might be useful to have an example of this
procedure at work, in order to see the interplay between the:
identity of a state and its machine table column. Suppose the
finest individuation of states which the theoriest can adopt,
independently of functional considerations, yields states g, b, &,
and d. Suppose the machine table for these is

g b ¢ 4

il1. 2 % T
2  %a % %P2 Tc
iz. ¢ % ¢ Ta
i4. ?7d 24 ?2d 2

(vwhere the use of "?" summarises the fact that every instruction in
any one row contains the same input letter, and each state has the
sane probability - it does not matter what they are for the purposes
of the example). Then since the column under g coincides with the
column under ¢, state g = state ¢, and the g column can be
eradicated from the machine table. But if g = ¢, then each "c¢" in
every remaining column has to be re-written as "a", which ylelds -
another identity, viz that of the column under g with the column
under d. This leaves us with )

& b

11. 2 Ta
- i2., % ?a
13' ?a 7
i4. ?a ?a
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one - only & probabalistlc one. A machine table for a three-state,

_probabalistic, three-input machine might look in part like this:

state 4 state B - state C
input 1 BZ—’- . _ aes 'y
Al )
, : B27
inpu‘b 2 ees CB‘%’ sen
ant
Cl¥
.input 3 coe . XX A3‘§
cz%
B2z
(Figure 2)

where the instruction corresponding to any input and any state specifies
a set of probable changes to a range of other states. When the input is
input 2 and the machine is in state B, for instance, the machine table
says that the probability of printing "2" and not changing state is 1/6,
the probability of printing "3" and changing to state C is 1/3, and the
probability of printing "1" and changing to state A is 1/2.
With this géneral description of a Turing Machine before us, we can
now see clearly what it means to say that a psychological state is a
functional state. ‘ For according to Putnam, a person 1s a Turing machine,
| in the sense that the organisation of his mental states can be set out on

18

a machine table. A person's psychological states are funetional states,

according to this view, in just the sense in which states A, B or C of

18. A machine tape is an essential part of any Turing Machine. It is
a tape on vhich symbols from & finite alphabet appear, and which the
machine can "scan", erase from, or print onto. A Turing Machine
is essentially an effective computing device: but to make it
realistic as a model for persons capable of perceiving and acting,
certain additional specifications have to be made. Puinam adds
that the machine has to be thought of as equipped with a sensory
system that scans the machines environment and which prints symbols
into the machines tape, and also with motor organs which are such
that when the machine itself prints certain symbols onto the tape, the
motor organs execute certain "actions". See The Mental Life of

Some Machines ppe. 178=9.
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the previously described machines are functional statess 1t is en
esgential festure of them that they are rolated to other states in
various ways, and their 1dentities as states are fixed precisely by
vhat these wé.:}s of relating éré. Twa psycholozical atate-desériptions
describe the same psychological state if and only 1f thedr respective
machine table colurms coincide: this ia’ the sense in which psych010g1m1
states are the ssme which have iie same function. o | i
Fow it is important to eppreciate that is included in this theory
that a person is a Turing machine, and what is denied by it. In particular,
1t 1a important not to underestimate it. What I have in mind here is
the fact that the characterisation of a Turing Machine which Putnam gives,
snd in which I have followed hinm, allo?da that every object can be trivially
deaéribed as & Turing Machine by tlim!d,ng of it a3 having only one state.
A stone is a Turing FMachine if its sole state is thought of as the state
of being a stone; and a brick is a Turing Machine if its sole state is
thought of as the atate of 'bei:ig a brick; and so forth. 4nd ohly
slightly less trivially, any humh'being can easily be described as é
Turing ¥achine if he orishe is thdught of as heving only two stateé: the
state of ‘pg;g:» 7gogg ciogg a.n(i the aﬁate‘ of beinzx ynconseious. A machine
table for a person thought of in this way could be easily written, for it
would simplyv contain a specificationv of the transition-probabinties :
between those two states in the face of various inputs; _ end in this case
the catalogue of relevant inputs wduld be mlatﬁely ahort, since thermare
fow types of stimuli which are catastrophilo enough to cause a change from
consciousness to unconsciousness, or from nnconséiousheaa to conaciousness.
This trivialising thought-ezperiment is to be resisted if the theory
is to f:e taken seriously. In 1tsrserious-form. it says not simply that
a person is a Turing Machine, but that & person is a Turing Machine of a
sort whose machine table 1ists all and only the person's psychological
states and thelr mutual functional
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comnectiona, This is the first major cleim that the functional state
theory marea. The other is that each paycholosical state owss its
ddentity to what its functional connnctions nre. This is to say that
it 13 essential to the idantity of every particular psychological state
that 1t has the funotional connections 4t hast that it 4a not merely
accidental or usually the case that 1t has those connections; and that
‘eny paycholozical state would not be the pesychologlcal state it is, if
ita iisted functional connections were different,

This seaond claim is clearly a strong one. It is 2 consequence of
thae visw that & person iz a Turins Machina taken in conjunction with the
view that eny machire étata liztad on the machine table owes its identity
to the details of the instructions contained in the relevsnt machine table
colunn (& view which was explained in the last mection as being definitive
of what a machine table 12). We saw that for any machine table, two
separately listed states must be identified with each other if and only
if those asparately_listed_states_have machine tadble columps which eontain
identieal instructiona; and so it fslloﬁs from this that, on the viéw
tﬁat a porson i3 a Turing machine, two differently specified paycholosical
states ere different if and oxly if their machine tgble colurns contaia
sots of instructions differing in at least one detall.

sn analagy_might te usefnl in understanding this points The '
annopncement that any pesychologicalestate concept 12 » functional—statg
concept might be compared with the truth that the concept qf are is a A
historical congept. Just as it is gsseﬁti&l to ry agé'srbeing vhat 4t 4=
that I was born in & particulsr year, it is said by‘the functional state
theory to be eszentizl to any pmyphological concept's being what it is

~that it has certzin connections and relations with other states, and with
_behaviour. that specifie peychological etate & person 1o in 1s fized

by thase connections and ralations, in just the pame way as what ny age
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is, is fired by the year of my birth. The year of my birth is criterial,
The fact that thé year of my birth is criterial does not entail, how=
ever, that no other tests or procedures can be used to find out how o6ld I
eme Cleasrly they can. And in an snalogous way, the fact that there
are certain things which are criterizl of vhat psychological state a
person is in does not entail that there are no tests or procedures of a
non=criterial sort which can be reliably employed to determine & persons
psychological state. So while it is of the essence of the functionai
ptate theory to stress the criterial features of psychological states, it
does not make the mistske of denying that, in everyday life, the identity

of a psychological state can be effectively discovered by non-criterial means,
3« CRITICISH OF THE TURING MACHINE THHORY

In the form in which I have just explained it, the functionsl state
hypothesis is certsinly much more specific and smbitious than any aimplé
formula to the effect that psycholozical states have a role to play inm
determining behaviour. Now vhatever the final merits of these more
simple formulae, the functional st te hypothesias in its fullest and most
elaborate form 13, I believe, defective in a number of respects. Accord=
ingly, I shall devote this section to attempting to explain exactly how.

"It has to be conceded at the outset, however, that the principle of
individuating psychologicai states which the theory supplies has a certain
amount to recommend it. The theory suggests, in effect; that psychologzical
states are one and .thav sane which have the same function, where the word
¥"function" is underatood in the prescribed sense. Ve can see the element
of plausibility in this claim if we consider how certain facts about the
history of psychology might be adduced to rebut a critic of the theory who
claimed that psychological ~states are to be individuated solely or
primerily by their linguistic specifications.
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This critic does not consider that the concept of function need be
introduced in order to individuate psychological states, fpr his sugzesn=
tion is that the language we use to describe the mind supplies all and
only the discriminations we need; so that each linzuistically different
specification of a psychological gtate specifies a different pmychological
state. "How else can such linguistic differences be explained?*, this
critic asks, )

This critical question only presents a realkchallenge to the functional
state theorist on the assumption ggggg;rthat there is a pair of psycho-
logical statewdescriptions, say ”?1” and ”Pa". whiéh are linguistically
éifferent but which are @uﬁﬁ that the two different states they describe
have the same function, g;;glgg,that there is a‘pair qf psychologicel
state-descriptions, say "P," end "P,", which though linguisticslly o
different, specify the same psychological state. Otherwise there 19 no
conflict, But the critic can be ansvered in a gﬁneral way without finding
out Qhether such a conflict in fgct exists, for in his own defence the
functional state theorist can show that his theoiy reflects with a certain
amount of accuracy'thg way in which theories of the mind have historically
developed. = 7 . _

An example, vhich is in the nature of a parable, will suffice to
i1lustrate how, Before the concept of the unconscious ecquired a place in
our thought. a single discrete paychological state was specifiable with

the predicate
",e0s believes that fire is hot"

Then the concept of the unconscious was introduced, 80 that where there
was previously only one state, there were now two, namely those specificable

with the predicates

¥, ese unconsoiously believes that fire is hot"
"eese consciously delieves that fire is hot"
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Forging a difference between conscious end unconscious beliefs, the
functional state theorist explains, was & process ‘based on, and Justified '
solely by, the fact that there is a functional difference between beliefs
of those newly si)ecified kinds. The meaningé of the words "conscious”
and "unconacioué" was even explained and made learnable by referéncé to
these i‘unctionai-differencea{ |

' It this short example ghowe what is generally'the case when a
psychologica}. word is Introduced into thé vocabulary, then the advocate |
of the use of functional criteria is individuating psychological states
poasesses an srgunent with which he can answer his linguistie critic. '
Rowever. in po:lnt of fact, tne functional ahte theorist is claiming much
more than that functional consideratious are eometimes or usually relevant,
or that they play gome vole in determining the identity of & psychologicsl
_ététe. for he insists that the fidentity of any psychological state is
completely determined by its causal and prbbabalistic connéctioné with
other such states &Ad‘ﬂth bel;av;ibui'. Yoreover, wbat the ﬁmétional state
theorist wants us to a;:cept is not just thst céusal or probabalistic con-
nections are the factors which totélly deterzine the identity of each
psychological state, but thét thesa facts can be captuz:ed by the resources
of the theory of finite (dsterninistic or probabalistic) sutomata. The
centl;al question, therefore, concerns the credibiiity of theée more |
emditious doctrines. |

Let me firstly discuss, in order to remove two objections e sinst the

theory which, in one way or another, impute circularity. In each case,
the circularity is said to reside in the clain that the identities of
psychological states are determined by thelir 1.tnks with each other. and
with behaviour. |

' There is one sort of c¢ircularity which need not detain us. One
formuletion of the theory says that & partioular peychological state is
identified by its functional (causal and/or probabalistic) connections
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with other such states; =0 it might therefore be objected that a reference
to the thing identified appears in the statement of the conditions whicix do
the identifying, a reference which appears in the form of the pronoun i
(see the first clause of this sentence), But this is not serious, for the
pronoun in qusat;on does not have to appear. The theorist could alter-
ratively say that a particulsr psychological state p is Jjust that state
vhich has such-and-such relations to other psychological states and to
behaviour., For instance he could say such things as thiss: "the state of
not knoving that p is Ju?t that state which causslly precedes the state of
knowing that p, in the efent that the subject sees or understands for the
first time that p"»  So at least 1t can be asserted in a non-circular way
that a particular psychologiéal state can bé identified by what other -
psychologicel states it either follows or gives rise to (when certain
specified stimull impinge on the organism).,

The second imputation of circularity is more interesting because,
unlike the first, it is sctually veridical., That is to scy, it points to
a certain circularity in the functional atate theory which actually exists.
The imputation runs as follows. If any psychological state is identifiable
21y in termus of the functional links it has with other psychological
states, then clearly we have to say the same for thoset so that we have
a situation in which each particular psychological state is identified in
terms of something which is identified in terms of eomething which is
identified in terms of seee What? HNow one natural reply to this imputae
tion is to suggest that the causnl claim which runs forward in time nay
have an end in behaviour, and that the causal chain which runs backwards
in time, s0 to speak, may have & beginning in some stimulus-event.
Behaviour and initial stimull are the points at which attempts to identify
psychological states anchor themselves.

But in point of fact this reply will not do. Behaviour and stimulation
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cannot be the non-mental places at which mental identifications anchor
themselves, because it is simply an error to suppose that behaviour end
gtinulation can themselves be specified non-mentally. Stimuli, vhatever

they aré, kave to be geen or judmd or ggcé%teiAby the agent or organism

to be of a certain kind, and behaviour, in so far as this means intentional .
ection, has to be connected in some way or other with the intentions ana
beliefs of the agent. The presence of the mental caanot be eliminated by
talking hastily of stimuli and behaviour; and 80 it appesrs that each
psychological state, if identified in terms of its forward and backward
causal links through other psychological states to the organisms "input"

or "output", is really‘being identified in terms of things of the same sort
as itself. It seems to follow from the functional state theory that there
is a sense at which attempis to identify psychological states cannot come
pletely escape the mental sphere. As a matter of fact, this circularity
seena to be nothing other than what Brentano is credited with having noticed
(end which I argued in favour of in the first Chapter), that the mental

i1s irreducible to the bechavioural.

In the last fouw paragraphs I have been concerned to show that the
functional state theqry cannot be defeated by either of the imputations -
of circularity which I described. = However, this does not render it
impresnable. In fact, I now want to concentrate on the central question
of whether the truths which need to be captured sbout psychological states
can, as the functional state theory says, be captured within the frame-
work of the theory of finite automata. For a number of reasons, the
answer which I want to suggest is in the negative.

An organism describable by a machine tsble can only be described



61

as having a finite number of internal stztes. In Putnam's words, a
Turing Mechine is

g device with a finite number of internal configurations,

each of which involves the machines belng in one of a

finite number of states «..."19
The question which arises here is whether & human organism can be adequately
represented as having only a finite number of possible psychological states,
and as being subject to only a finitely various input.

The facts suggest that the answer to this question is Mo. But we
must be careful to distinguish the nurber of psychological states a
person can be in at any one time.from the number that are possible for
him altogether, It is a common assumption in philosophy that a person
can, at any particular instan.t, be in more than one psychological state;
but this is an unwarranted assumption, and only serves to confuse the
issue. It is a mistake, in the first place, to infer from the fact that
& person had more than one belief or desire, thét he was in more than one
‘mental state = for in fact there is only one mental state which a person
(more accurately: bhis mind) can be in at any particular time. Supposing
‘someone were to say: lknowing that the earth is round is a psychological
state, and believing that the universe is finite is another, so they will
‘appear as two distinct states on the machine table, with a different set
of connections (either deterministic or probabalistic) specified for
each; and such that a person who had that knowledge and that belief at
the same instant in time was in both states ot once. In that case, the
suggecstion might continue,’a determiniéﬁic machine table will specify tuo
instructions corresponding to the next input (whatever it is), one for
the knowledge state and one for the belief sfate. But then the problem
will arise that they cannot both speclfy the next psychologicel state for

the person, or the next most likely, for the chances are that the

9. }inds and Macgingg, P 140. Already quoted; see footnote 15 above.
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instructions corresponding to each of the two states will be different.
Perhaps one instruction takes priority, but which? And ﬂﬁy?

But surely anyone who reasoned in this way would have made a basie
mistake about how many psychological states & person can be in at any one
time. It moy be s mistake which ordinary language encourages, but it is
a mistake éll the same = since the fact is that a person can only ever be
in one state at any one instant of tinme. If & person kmows that the earth
is round, and if he also belleveas that the universe is finite, then we
have not described two estates, but have only given a partial description
of one state, the stats of his nind. TNor is this a definition.

Congider 8 common cbjéct like a lawnmower, by analogy. Its blades
may be rusty, its box may be structurally unsafe, end its carburettor, if
it has one, may be out of ordér. These are states which the blades, the
box, and tho carburettor respectively are in; bit it does not follow,
just because these are parts of the lawnmower, that the lawnmower itself
1s in three states;‘ VIfyiS in one complex total state, a state which can
be described by saying, among other things, thﬁt part of the lazunmower is
rusty, part is structuraliy unsound, and part is out of order. Sd too
for the mind.  Although in describing & person as fhinking sbout Vienna
or desiring a diink we rey for ell we know bé giving descriptioné which
apply to Just a bit or & pdrtion of his brain or.nervcﬁs system; thsifact
renaina that in giving these desecriptions we ere not describing anything
other than his mind: we ere desériiing the single state his mird 18 in
at the time. The mistake of thinking'that a‘person cen be in more than
one psychological etéte atlany particular instant in tire i3 nmade ﬁy
Block &nd Fodor, in fhe course of their diécussion 6f Putpam's fhsorys

"behaviour can be the result éf int@raétions between

sinultaneous mental states ... the functional state

identity theory can provide for the representation of

seqential interactlons between peychological states,

but not for simultaneous interactions. Indeed the
functional state identity theory even fails to account
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for the fact that an organism can be in more than one

occurent psychological state at a time, since & probabalistic

automata can only be in one machine table state at a time™ 20
If a person believes that p and belleves that g, then we contribute to a
total deécription of his singie psychological state by saying that he does
(being careful to avoid saying that he believes p and q)s A machine table
description can capture this fact without difficulty.

What the machine table description cannot capture, however, is the
fact that the total number of different psychological states which are
possible for a person is infinite. It 1s true that there is not an
infinite amount of time in the life of an organism, but this only shows
that the number of different psychological states the individual will

actvally pass through is finite.zl The number possible for him altogether

20. Block and Fodor: Yhat Psycholosical States sre Not pp. 170-1.

21. In spite of the following two arguments. The first is the argument
from the divisibility of states like belief, knowledge, and s0 on;
and the second argument is the argument from the divisibility of
change in general. Both can be dealt with quite quickly. The first
argument is this: Suppose I believe that the sky is blue, in the
sense of believing that each part of the sky is blue. Then it follows
that for each part, I have belief concerning it, that it is blue.
But then a division of the sky into infinitely many parts makes the
number of my beliefs infinite. The argument rests on the simple
nlstake, however, of confusing a single belief asbout an infinitely
divisible thing with an infinitely divisible belief, It cannot dbe
inferred from the fact that I have a single belief about A, together
with the fact that A has an infinite number of parts, that I have a
belief about each of the parts.

The second argument is similar, and faulty for much the same
reasons. It i3 this: suppose I see & thing changing colour from
blue to green, and that I believe what I sees Then since the number
of colour gradations between blue and green 1is theoretically infinite,
like the number of points on a finite line, then it follows (=o the
argument goes) that I can be said to have a belief corresponding to
each of the colour-states the thing passes through. Or take the
followlng argument: I see a thing which is blue at the left-hand end
and green at the right hand end, and I inspect it from left to right,
believing what I see; therefore I must have a distinct belief corres-
ponding to each of the infinitely many colour-tones between the left
hand end and the right hand ends In the first example there is a
gradual change in an object, and in the second example there is a

(footnote continued overleaf)
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is infinite, since what he believes or desires can be specified by attache

ing eny declarative sentence to the words

He believes that
or

He desires that

(Ete.)
and wve know; because of the recursive ail generative nature of syntax,
that the number of such declarative sentences is infinite.  This would
be encugh to trouble the theory indeed, even if it were not for the
infinite number of stimuli thet can impinge unon a person end determine how
hié internal states change. These stimuli are, for the linguistic adult,
themselves largely linguistic, for any sentence in Enclish is sayable in -
his company. It seems clear that finite machine table is too small to
ecconnmodate the pétentially infinite nuuber of psychological states that
& person can be 1n, and eleo that a finite machine tape is too small to
accommodate the infinite variety of linguistic stimuli that a person might
receive.

In making this point, I might just &s well have used the notions of

competence and performance which Chomsky employed in explaining how a

finite language-user could have some conceptusl grasp of a generative

(FPootnote 21 continued from rage 63
gradual change in what I nee.

But in both cases we again hpve a violation of the evident
principle that belief is not divisible. When I sese a thing change
colour, and believe what I see, then what I believe is that the
thing changes colour.  But it does not follow from this that for
each minute colour~change, I have & belief ccncerning it. Or even
if I do, the fact that I do would mot be lozicglly connected with
my belief that the object changed colour.
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language. A machine table description must go further then giving an
account by hindsight of the finitely various performances of one or a
group of organisms, for it must give & complete predictive sccount of
what psychologlcal states an organism would af’cain in the event of any
one of an infinite variety of linguistic stimuli. -~ But the description
vhich the theory of Turing mechines offers contains no recursive or
generative devices which enable anything other than & simple enumeration
of a finite number of psychoiogi.cal stetes to be listed. - To this extent,
a description of an organism which is given on a machine table is bound
to be inadequately rich.zz

The objections described so far have concerned the claims made by
the functional state theory about the way in which psychological states
must be individuatéd from each other and captured by the resources of the
theory of finite automata. The second group of objections, which I come
to now, concerns the claim that shared psychological states share their
machine teble columns, in the total machine tables for the ofganisms con~-
cerned. Again, I think it can be shown that no plausibility whatever
attaches to this claim, and thezfefore that the functioﬂai state theory as

a whole is defective on this count as well as on the first.

22. Computing engineers tell us that, at least for the case of digital’
machines, eny binary computing machine can be described as a
Turing Machine, i.e. 13 a Turing Machine. Our problem about
representing the linguistic capacities of an adult speaker of
English on a machine table could be formulated, therefore, in terms
of the following question: can an actual person's speech capacities
... be represented as a digital computing machine's capacities for
~ printing out (binary) sequences of §'s and 1's?

I suspeot the answer to this questiion is again po. I suspect
elso that the answer lies in the capacity of a binary print-out to
represent only languages structured in a simple phrase-structure
way. If this guess is correct, then Chomsky's demonstration that
a phrase-structure grammar is (by itself) inadequate as s descrip=-
tion of English would be additional evidence, or anyway evidence
from a different quarter, that no binary computing device can model
the linguistic capacities of a speaker of English.
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It is a' consequence of identifying pesychological states functionally
that two animals of different species can have the same psychological
state, although their brains are in different states from a certain
structural, or physico-chemical point of view; the same goes for two
different animals of the same specles, and the same goes for two different
time-stages of the same animal. And it is because of this consequence
that the theory seems to some extent attractive. Plausibility also
attaches to the theory because, as I explained earlier, it seems to
reflect some facts we know about the process of theory-construction in
psychology.

But we must weigh the aspects of the theory which make it seem attrac=-
tive against other aspects vhich meke it seem less plausible. Conslder
the following case: & person (call him P) who is in pain will, with a
probability of 70%, change his state to the state of being in pain and

having a2 readiness to shout "I'm in pain"™ when some sympathetic person
comes nea:r.z3 Part of his machine table presumably will then look like this:

State A | State B
= pa.:.n ' = pain + a readiness to
- shout "I'm in pain”.
input = some sympathetic B - - sree
person is seen to
approach

(Figure 3)

23. Concentrating on the case of & probabalistic machine rather than a
- deterministic one 1s in one respect relatively realistic. We
simply do not know of any deterministic laws connecting one type
of psychological state with another; nor can we be sure that there
are any. But we are better at assigning probablilities to various
transition-events between one psychological state and another in
the face of various different stimuli.
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where the blank "_" in the left-hand instruction is filled by whatever
"symbol™ the machine is to prints But if this connection between states
is part of what defines the state of pain for that person, then it becomes
impossible for a dog, say, to share the state of pain, since, lacking a
language, he can never be described as being ready to shout "I'm in pain”.
The functional state theory requires that shared psychplogicallstates -
have to be described as having shared functional connections with other
states and with actions, but the state of pain for P seems to require a
response which quite clearly the dog could not produce. -

This is a particular instance of a general difficulty. A second
person, person Q, might have & readiness to shout something in French or
Dutch or Singhalese, if these were his languages. Or he might have a
readiness to shout something in English using different words from those
which person P has a readiness t0 use. One way of overcoming this
genéral problem, 1t seems, might be to re-describe state B in a way which
would enable a dog to share it, end which would also avoid any dependence

upon the relevant expressions being in English. - Suppose State B was to
be re-described as the state of being in pa nd_having a diness to
sigmal (or call) for help., Clearly this is a possible dog-state, and
 clearly it contains no mention of an expression in English (or in any
other particular language). .

I do not know whether the particular re-description Just suggested:
would find acceptance among functional state theorists. Perhaps it would
not. In any event, the problem which the theory has to confront at this
point is clearly one of generalising from the machine table description
for one individual of a particular species or kind, to machine table
descriptions for other individuals of the same species or kind. One of
the demands it must be reasonable to make of a theory of the kind put
forward is that machine tables for individuals visibly fall into
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psychological kinds in just the wey that the individuals do =~ in other
.words, psychological state descriptions, stimulus-descriptions and

response (or action) descriptions must, it seems, be generalisable.

Suppose our concern was not with the state which the state of pain produced,
but with the action which the organism performed as a result of his being
in paein., = We could describe one human action of this type as yellinas that
it hurt, but once again this is an action which, clearly, no dog could
perform. So here too the problem exists of whether a suitable re-
description of the human action could be found, Vhich could be applied to

a dog as well.

Finally I want to discuss a similar type of difficulty which the
functional state theory presents. In the case where the machine table is
probabalistic, the law-statements it contains are a fortiori not deter—
ministic but probabalistic. The laws say things like: In the event
of & certain type of stimulus, an organism in state X will change into
state Y with such-and=-such a probability. But the statement must not
merely record a statistical generalisation (like "If anyone is an
Englishman, then there is an 80% likelihood that he lives in a city".),
‘but a statistical law (like "If a coin is tossed, then there is a 50%
chance of its coming down heads".).

Now a difficult problem for the theory eppears at this point, since
it seems that a situation which the theory ought to allow is one in which
there are two psychological states, state A and state B, which are such
that the probability of a change vfrom state A to state B for one person
is slightly different from the probability of a change from state A to
state B for another person. But can the functional state theory actﬁally
allow that a change from state A to state B for the first person occurs
with probability 707, while only with probability 65% for the second

person? It cannot; for according to the theory, any probability
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difference impllies a difference of state. To put the point more clearly:
the different probabilities of change.inthe situation just described would
be recistered on the machins tables for the organisus concerned.  But
slnce states are different when the associated machine table columns are
@ifferent, it would follow from the theory that : not both people could
have been in state A to begin with., Indeed the thecry dissalows any
situation of the kind described.

But this consequence of the theory is completely counter-intuitive.
Normally speaxding, we should either regard the two individuala as having
different personalities (but broadly spesking the same range of psycho=
logicel states) or else we would account for small probability-differences
in some other way - by apﬁéal to such everyday concepts as idiosyneracy.
Or perhaps the differences would be guite unimportant.

de want the thgory to preserve our belief that psychological states
gre shared e#en vhen thefe are slight aifferences in the transition=
probabilities; how could it do s0? There seem to be two possible ways.
Rather than count the psychological states of two subjects as different
in type, as a consequence of probability-differences, the theory might
rropose to count them as belng of the same type, but different in dercree

of intancity, & probabllity~difference of the sort I mentioned, for

exaxple, could be seen as an indication of a difference of dosree of
belief (desire, pain, etc.) between the two subjects rather than a
difference in the state itself. All that needs to be said about this
course, however, 1s that a slightly higher probabiiitj of response to a
stimulus is not normslly a guide to a greater derree of belief, pain, or

vhatever the state is. How ruch or how stronsz the belief, pain or desire is

which a person suffers is not measured by aany such simple probability
measure, but by an enormously complicated set of different expressive and
conventional features of his behaviour.

A different way for the theorist is for him to discount small
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numerical differences in the transition-probabilities from one state to
another, and to erect clusters of provabilities, such thaut if two or more
numerical probability-values are close enousgh =0 as {0 fzll into the same
cluster, the differences between them are discounted for the purposes of
identifying psychological states. But agein, this is 2 honelessly erbitrary
suggeation, and the theory as formulated gives no guide whatever as to how

to re-structure it in a less ad hoe way.

Prodlens of this sort are problems which arise in generalising from
the case of one individusl and one machine table. It must be a constraint
on the theory that for a range of individuals (say people), the machine
tables for each individual must fall into iymesz or Minlds in just the way
the individuals do, in so far es their mental life is concerned. Putnam
recosnised this problem when ha ssid:

"the difficulty of course will be to pass from models of

specific organisms to a normal form for the psychological

‘description of organisms"” 24
And yet without a solution to this aifficulty the functional state theory
can hardly be said to live up to its promises. - It 1s not sufficient
for the functional state theory simply to propose that each individual
organism can be described by & machine table which lists its psychological
states: any adequate version of the theory must show us how the machine
table description for an individual orsenism can be seneralised in such
a way ae to revesl the sinilarities with other orsanisms who share its
states - for this, efter all, was one of the original pretences of the

theory.

24. Putnem: Fowoholosics] Pradicstes n, 4%, Until recently it used to
+ be fashionable in philosophy to speak of "pain=-bechaviour". Resorte
ing to this expedient to overcome the generalisastion-problems -
raised here would be trivial and worthless (and as confusing as it
vas in its original context). Is there "belief-behaviour" and
"desire for an apple behaviour" too?
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Similarities in machine table descriptions must occur where psychologi-
cal similarities exist between organisms. I&ven if the theory can provide
for each individual singly, which I bhave argued is doubtful, it seems
unequipped to make the psychological similarities between individusls

explicit.25

4. RELEVANCE OF THE THEORY FOR PHYSICALISH

I end my investigation of the functional state theory with some
remarks about its physicalistic and anti-physicalistic -pretensions. The
original insight which to a lgrge extent prompted the theory in the first
place was that two different creatures could be in the same psychological
state although from some narrowly structural or physico-chemical point of
view their brains were in qualitatively different states. Putnam assumed

that this is 8 simply empirical fact, and I follow him in this assumption26

if it means that under some suitably detailed tyve of physico-chemical

descrivntion there is a difference to be found in the cerebral matter of

two psychologically similar organisms. Moreover Putnam deduced that this

. empirical fact spelt the falsehood of any identity theory asserted at

25+ A conmpletely different kind of problem, and an additional one, con-
cerna the extent to which the so=called mental events are implicitly
accounted for by the theory. A machine table lists only mental
states; the question therefore is whether a given mental event can
be identified with the event of change or trangition between one
appropriately selected mental state and another. Perhaps this can
be done, but there are likely to be difficulties. Learning that p
(an "event") is not simply a matter of coming to be in the state of
knowing that p, since if it was, it would be indistinguishable from
remembering that p or seeing that p (which are both also "events").

26« In spité of the fact that the theory that psychological states are
machine table states, to which the assumption leads, is almost
certainly wrong.
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the Property Levelt that is, that for any identity theory which asserts
anything having the generality of:

being in pain = being .

there 1s a physicow=chemical term suitable for occupying " ' " which

is of a sufficiently’detailed kind as to make a statement of that -
generality false.

It seems that Putnam also assumed it to be an empirical fact that
one and the same organism could, on two different occasions in its life=-
history; be in the same psychologlical state although his brain, under a
suitably detailed kind of physico-chemical description, was in a different
physical state on the one occasion from the state it was in on the other.
And Putnam concluded from this assumption that any identity theory on the
Person-Specific level is also empirically false; or in other words, that

a statement of identity having the generslity of:

-Tom's being in pain = Tom's being

is falsified by the existence of a physico=~chemical description D suitable
for occupying " " such that Tom is D on the first occasion of pain
and not=D on the second. " I again follow Putnam in supposing that if the
assumption is correct then such a conclusion would follow. But here it
seems even less likely than in the previous situation that there is no
kind of physical description under which his brain on one pain-occasion

is in the same state as his brain on any other pain-occasion. Whether

or not this is so 1s a difficult question, and until I return to it in
Chapter IV (section 2) I intend to leave it unanswered. Let me say here

et e

that .7 7;2,1t seens more likely on the face of it that the same
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organism on two occasions (or two different organisms of the same species)
will fall under a single physical description of gome kind vwhen in a
psychologically similar condition, than that two organisms belonging to
different species will. In point of fact even this latter possibility
will turn out to have some Jjustification.

To an identity theory asserted on the Time—Spécific Level, similar
facté and deductions cannot be supplied, for there is no generality at all
in the identities asserted at that level. They must be of the form

Tom's being in pain at T, = Tom's being at T

1

Whoever Tom is, and whatever his brain is like (whether its mechanisms
are made of "grey matter" or balsa wood), it must be conceded even by an
advocate of Putnam's theory that whatever is said about psychological
states being functional states precipitates no obvious clash with an
identity-statement of this particulaer form. In other words, the
functional state theorist must concede that everything is, on the face of
it, consistent with an identity theory of this non-general and rather
uninformative kind.

Whether such an identity theory is likely to be true, and what it
would exactly mean if it were, are also questions I reserve for later.
I glso leave until later any assessment of an idea of a different kind
which has been advanced by Fodor on the basis of the agreed empirical
facts just mentioned. Appreciating that the kmown fgcts about the brain
and nervous system rule out the possibility of a certain kind of "identity
theory" on the Property Level and on the Person-Specific Level, but not
obviously one on the Time-Specific Level, Fodor suggested that

"the objects appropriate for identification with psychological

states are sets of functionally equivalent neurologicsal states"27

27. Fodor: pPsychologieal Explanation p. 118.
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As I explained In the last section of the last chapter, this appears to
mean that being in pain, for instance, can be identified with the set
whose members are all the neurological states possessed by any organism
at whatever time it is in pain: in other words, the set whose members
comprise such things as Tom's being at 7., Ton's being

1
at T29 Fred's being sase at Tl’ Joe's being sase at T3p and so fOrth,

‘where each blank is filled by & (may-be different) physico-chemical
description, however precise or detailed. = Bult as I also said in that
section, the Appendix of the essay is the place in which an assessment of

such a view will appear.
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2I3: A Theory of lental Tvents
l. ZLPOSITION CF DAVIDSON'S THIORY

© In the first part of this chapter I concerned myself firstly with the
theory that mental states are, in a certain sense, functional states of the
organicm who possesses them; and secondly with the more precise theory
that a person is a Turing Kachine. A conclusion of both theories is that
any nental state can be identified with & set of functionally egulvalent
states of the brains this is tha'physicalistic truth which would appear
to follow if either theory were true. But i hope to have established
that a great deal stands in the way of the theories' truth. The unelabo=
rated theory that mental states are functional siates seems not to account
accurately for the facts, and the more specific view that an adegusate
description of a hunen being's mental capacities can be captured by the
resources of the theory of finite automata seems to leave many problens
dangling, &nd unsolved.

In the second part of this chapter I intend to conduct a similar
examination of another theory which has # physicalistic conclusion. The
previous tiwo theories were both theories of mental states: the theory
which now comes under scrutiny is one sbout mental events. Essentially
it is due to Donald Davidson, and its conclusion is that many particular
mental events are strictly identical, one by one, with particular physical
events, So this is a theory at what I called the Time~Specific Level
(see Chapter I, section 5). I have choscen to exeuine this theory for two
reason3, The first is that Davidson's work in the philosophy of mind is
& good deal more comprehencive in its scops = not to say subtle « than
that of many authors. ind like the functional theorj of mental atateé.
it is a theory which has a physicalistic doctrine ss a gonclusion rather
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than, as in the original work of Place and Suart, a2s & context-free hypo-
thesis. To this extent it is advanced by Davidson as a pronf of the
physical nature of some mental events. The eecond reason is that the
erpuments wlth which I belleve Davidgon's theoretical framework can be
challenged happen to be exactly relevant to some of the main contentions
of the functional state theory as well., That 1s to say that several of
the points at which I think Davidson's theory is defective are just those
wvhere the functional state theory is defective too. To this extent my
critical progfamme has a certain unity.

Davidson's arpument is this.28 First, that particulzr mental events
end particular physical events can be causally comnected: particular
physical evenis cause particular mental events in perception and perhaps
knowledge, and particulsr mental events cause perticular physical events
vhen an agent acts intentionsally (intentional sctions ere mental events,
for Davidson). Second, that for any particular singular causal sentence
Athere must be a genersl ceusal law which 1t inztanfi&tes, in the sense
that vhere thers 13 a trus sirngular causal statement, there exists some
re~description of the relevant events in such a way as to make the state-

ment erplicitly en instence of the 1aw.29

Thirdly, that there ere no
strict deterministic laws connecting ovents when both ere described
peychologically, and that there sre no strict deterministic laws connect=
ing evente describved psychologically with events described physically. .
Fourthly, and therefore, the genersl laws of which particular mentalephysical
causal statements are instances must be fremed in physical terms; bdut it

follows frcm this that any perticuler rentz) event which interacts causally

with a physicel event must have a physical description, which is to say

28, Expounded in Hental Events (In Experience snd Theory. Eds., Swanson

and Foster).

29« Argued in Cgusal Relstions JP 1963.
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that those mental events are phycleal events.

Now for my own part I resard the stepa in this argument as not all
of equal plausibility. I should accept the second point, because it to
a very larpe extent defines the sense of the word "cause"™ which is belng
employed in the argument. OStep three concerns Brentano's controversial
doctrine of the "irreducibvility" of mental language, and the question of
whether mental predicetes can occur with others in a statement of law;
both of which I discuss at some length at other points in the essay (see
Chapters I and IV), And stage four represents the conclusion. But what
I believe has to be éerioualy questioned is the doctr-ine expreased and
the presuppositions implicit in stage one, which gaserts that particular
mental events interact causally with lﬁa.rticular physical events,

. The view that the mentai e.nd the physical interact caﬁsally is, as
we have ssen‘, one ﬁért of vhat the functional stzate thédrj sayé. | According
to that theniy, there can be éoﬁplex anﬁ long causal chaing which, bégin-
ning with oo stimilatory event, éoz;sist of the range of ‘successive
mental étates the drganism passéa fhrougﬁ, and end wifh behaviours A
particular mentai state may be “ ca.usally or funétionaily related fo another
mental state, which may 4in its'turn be causally or functionally related to
a further méntal state, and 80 on. The initial mental staté lin such a
éequence may be ‘causally relﬁted ’to en antecent physical évent “oufside"
the oz'ge.ﬁism. and the terminal méntal state may also ’:;é vcaﬁsally related
to a ﬁhysical event "outside” the ofga;zisni (nemely his action). Those
vhe speak of ‘causal interaction bétween the méntal and the physical ooy
'cherefo:ﬁ'e be reprecentel asbsp'eaking Qf‘t}iose initial and terminal lim:
in fhe firat 61‘ wﬁ@ »the physical causes :the mentél, and in the eecoxid of
which the mental causes the physical.

I shall concentrate here on Davidson's treatment of the terminal

links, in whick, in his view, the mental causes the physical when a person
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acts for a reason. The sense of the word "cause" which is relevant to
this discussion is, it must be emphaslsed, that deployed by Davldson
himself. According to him, causality is en extensioral relation between
particular events, and the existence of & true singular causal statement
implies that there is a n'eneral cauaal law (although vwe may not know what
it is) under which the singular statement can be subsumed. To interpret

the word "cause" differently is to change the subject.

2. CAUSAL INTZRACTION BoTVepd TEE HEWTAL AND TRE PEYCICAL:
REASON3 AS CAUSES

Davidson'a argxment anpears in his cle.saic paper "Actions Reasons
and Cauaea" 39 which sets out to show how sctions, which in his view are
physical events, have causal 'antgcgdents which sre mental;_ and that en
Qccmmt of those mental antecedents can Se glven in terms of an agent's
reason for his action. In Devidson's view, the kind of reasoﬂ for an
action which is the cause of an actic;n is what he calls a primary reéson;
The explanation of what a primary reason consisfs of is as follows: &an
agent's primaryvteason for an action cogsis_ts of a "pro-attitude" towerds
actions of a certain type, and a belief that the agent's action i3 an
action of that 7type. Dav:idson explains that a pro-attitﬁde can be a
desire, a want, an urge, a belief. in a fairly loose sense, provided it |
can be inter§reted as an attitude which is appropriate for an agent to
direct towards ectlons of a certain kind. The belief which ente;-s into
& primery reason is ‘simply a belief to the effect that the action concerned
is &n action of. the specified kind. Vhen coubined with the fact that a

30« Journal of Fhilosophy 1963, The doctrine that the physical causes
the menial in perception and possibly kunowledge has its modern

origins in Grice's The Caysnl Theory of Percention.
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reason is only a reason for an action when the action is described in a
certain way, we can, according to Davidson, give a necessary condition for
reasons which are primary, in the following terums:

YR i3 a primary reason why an agent performed the sction A.

under the description 4 only if R consists of & pro-attitude

of the agent towards ections with a certain property, and a

belief of the sgent that A, under the description 4, has that

property" %1 ' :

Some examples might help to clarify how primary reasons are supposed

to contain a pro-attitude and a belief. Suppose that
(1) I f1ipped the switch because I wanted to turn on the light

then "I wanted to turn on the light" would be eaid to give the primary
reason for ny flipping the switch: 4t would be said to consist of a belief
that my switch~flipping action is an action of the type which causes lights
- to turn on, and it would be gaid to consist of some sort of pro-attitude,
towards actions of that type (actions which couse lights to be turned on);
In this examnle, I think, it is correct to assume that if the agent did
flip the switch because he wanted to turn on the light, then he must have
believed that his flipping the ewitch was an action of the kind which
causes lichts to turn on, for it is only in the light of this assumed
belief that the reason he gives is intelligidle gs & reason. Coneider a

second example. Suppose that
(2) I went into the shop because I wanted to buy the watch in the window.

In this caze also it does seem that we can explain how the fact that I

wented the watch 4n the window was the primary reason for entering the

31  Actions Reasons and Causes p. 639.
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shop by pointing to a belief that my entering the shop was an ection of
the type vhich leads to situations in which watches can be bought. So
the thesis thet a primary reagon for an action is connected with & belief
is a plausible one. There are two minor difficulties, however, which it
is worth mentioning ia passing. The first of these concerns the notion
that a primary reason is connected in a certain way fto a pro-attitude of
the agent's. in addition to a belief. Pro-attitudes, Davidson explains,
include |

"desires, wantings, urges, prompiings, and a great variety

of moral vliews, aesthetic principles, economic prejudices,

social conventions, and public and private goals and values

in 50 fer aa these can be interpreted as attitudes of an

agent directed towards actions of a certain kind" 32
The inclusivenesa of this list suggesis that a pro-attitude is not neces=
sarily a desire for a certain goal - although it may be. If the agent's
pro~attitude on any occasion of action was simply a desire for a goal,
then it would be & simple rmatter to specify the pro-attitude given a
specification of the primary reason. In tha first of my examples the
pro-attitude would be specifiadle as a desire for the 1light to be turned
on, and in the second example the pro-attitude would be specifisble as a
desire to buy the watch in the window. But if a pro-gttitude can also be
an urge or a prompting or an econonic or moral or eesthetie prejudice, then
there 18 some difficulty in asutomatically constructing the agent's pro=
attitude from a mere specification of the primarj reason alone. But
whether the statement of the pro-attitude should be so intimately comnected
with the statewent of the agent's primary reason is not altogether c¢lear,

A secoad minor dilfficulty, cdd ¢ rolated one,‘concerns the concept of
constitution, A primery reason is said to consist of & belief and a

pro-attitude; but what exactly does this mean? In the case of the doctrine

32 Actions Reasons and Causes, p.636.



that a primary reason consists of a belief, we might interpret "consista"

in terms of entallment, for it scems true that a sentence lie
(3) P did A because he wanted o brinsz about situation g.
cannot be true unless it iz also true that

(4) P belioved that doing A would help to bring 8 about,

which i3 to say that (3) entails (4) « althouch (4) does not entail (3),
even when F did A. But whether this interpretation of "consists"™ is the
intended one 1s agein not altosether clesr. Nor is it clear vhether
saying that a primary reason consists of a belief and a pro-attitude resans
the some as saying that a person's havinaz a primary reason consists of the
person's kevinz a belief end a pro-attitude.

But let us walvs these minor problems, and attend to the crux of
Davidson's argunent, which concerns the notioﬁ of gouza. ’Davidson glves
various argunents designed to show that the primary reason for en éction
is its cauge, the main one of which can be introduced as follows. The
first etep is this: that to know that a person had a reason R for doing A,
and that he had certain beliefs and attitudes which are appropriate to any
situntion in which R is actuélly the reason for A, and to know also that
he 414 4, daés not allow us to infer that he did A for the reason R, The
nere having of a resson for an action does not explaln the action, so it
is alleged, even vhen the netion is rorformed 1ile the agent had the
reason, The reason must not merely be hzd; 4it must be efficacious.

It must be the reaeson which grplains the agent's ection.
The next step in the arsument is to ask: what is the nature of the

efficacy which a reason has, when the roason is the one for which the
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of the following kind. Suppose that a man wonts to buy & watch, and
suppose that he knows that going into the watch-shop will enszble hin to
buy the watchs And suppose he goes Into the shop. How merely on the
basis of this information we cannot explain why he weat into the shop by
saying that he wanted to buy'the watch, since, althoush (allegedly) we
can say that he had g resson for entering the shop, the reason in question
right not have been efficacious. If might not explain yhy he went into
the shop, since some othexr reason might have been operative at the time.
He vianted to insult the owner, say. S0 the question erises: what is the
link between a reacon and an action when a reason which the agent had is
one which explains the action?

Davidson's encwer to this question iz that the link must be ceussl;
but the final steps to this conclusion are weelit. One reason he gives is
ginply that the word "casuse" is the only respectable synonym we have for
the word "explain"; =0 explaining an action by citing the reasons for it
must be understood as e kind of caussl explanation. "One way we can
explain an event is by placing it in the context of its cause; cause and
effect form the sort of pattern that explains the effect, in a sonse of
"exrlain" that we understand as well ss any".  He ends his arpuunent with
& challengces

*If reasda and action illustrate a differsnt pattern of
explanation, that pattern must be identified" 33

And ke concludes
"If ..o caunal explanations are wholly irrelevant to the
understanding we ccek of hunan ection then we are without
an snalysis of the "beczuse" in "He did it because sede”,
when we go on t9 nome a reason” 34

This then, is Devidson's main erguments To explain an action by citing

%3. Actions Reasons and Causes; p. 632,
34, Actions Reasons and Causes; p. 693.



the reason for which the action was done 1s to explain it in the light of
it's cause. And to redescribe zn action in terus of the effective reason
is, like redescribing a conflagration &s "what the short-circult produced”,
to redescribe it in terms of ita cause.

This srgument is pot without ingenuity; but it is, I believe, faulty.
It derives its apparent strength from seezing to offer relief from two
related pressures; one pressure is the pressure to explain the difference
between cases of ecting gi,or for a reacon and cases of merely having a
reason and acting; and the other pressure is the pressure to ellucidate

the sense of the word "because" in s sentence like
(5) He closed the door because he wanted to stop the draught

and the ans#er vhich it g{ves tq the first problem, thst acting on a
reason is acting as a causal result of the reason, is really identicsl
with the answer to the secondproblem, that "because" in (5) means some=
think like "was caused by" (althourh contextual adjustments have to be
rmade if the one phrase is to be mubetituted for the other). 4And yet it
secems 10 me that the positive ressons for adopting thils conclusion are
very weak indeed., For in the first place, as I hope 490 show, the 1dea
of merely ecting and having a reason, with vhich cases of acting gn a
reason are suppoged to be contrasted, iIs not at all clear, and certainly
not contraetive in quite‘the way Davidson éupposes.’ And secondly, it
geems hardly éufficient. as an argumsnt; to surrest that'"because" in
action—aentenceg has & éausal sense, on the sole groﬁnds that hb other
clear sense for thé word is aveilable. |
Létvus take each of these pointé inlturn. 4VI have said‘thatlthe causal

snalysis of reasons derivés a pood deal of its suprort from the contrast

between cases cf acting on & reason and cases of merely having a reason
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end acting. 3But what needs to be questioned is whether the differeunce
betweon these two types of case is significant;35 - I ghall begin to do

this by questioning what it ﬁeans to say that a person had & reaason for
doing something in the situation in which the something he did was not

done for the roason in question.

Lot us take the following case as &n example.  Suppose {hat on some
doys of the wock 1 visit the University Librery, but whentl.do 80, my
reaaons for doing 80 ere not always the sane. On Hondays my reason for
visiting the library is thet I want to return the previous week's books.
On Wednesday, ny reason for visiting the livrary is that I want to read
the new journsls, and on Fridayé ny reason is that I want to chet to the
1i§rarian. Let us suppose this is a rezular pattern. low someone
could, if they wisched, describe me as having three reasons for visiting
the livrary - ong to return boosks, one to read the Jjournals, and ons to
chat to the librerian. Butl in so descriding me, he pogd not say that on
each of ry particular libvrary visits I had three reasons for méking that
partiéular visit, one of ihich happened to be operative, depending on the
day of the week. HNothing would ghli~z him (or us) to speak in this way;
and this 1s the extent to which the distinction between "operative" and

"inoperative" reasons is somevhat artificial. Instead of saying that on

35. Daviison is not the only person vho believes this contrast to be
significant. Charles Taylor, in Ch. 1 of The Zrplantion of
soncviour, says: " e.es that something is an action in the strong
sense (i.e. of being directed towards bringing about a certain
condition a3 en end) means not just thet the man who displayed
this behaviour had framed the relevant intention or had this
purpose, but alco that bis iuteuling it brought it about. That
18, it is not a sufficient condition of an action's occurring

that a8 man intend to do something and that behaviour answering to
the relevant description occur. For it is perfectly conceivable =
and, indeed, happens in rare cases « that the two be uncomnected,
and that behaviour occur for some other reason" (p. 33).
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the 99casion of any particular library-visit I have three reasons but only
:*116 Teason for, it would be far less artificial to say that for each parte
icular visit I have one and only one reason for making it; end to leave
~the "inoperative" reasons out of the picture altogether. Fonday's reason
is different from Wedneaday's reason, and each of these is different fron
Fridays reason = and the library-visits I make, although actions of the
aé.me kind (according to one obvious way of classifying them) are particular
individual sctions having particular individual reasons of their own.
So in this situation, if I am described as having three reasons for

-visiting the library, this does not mean that three reasons are had by me
on the occasion of each particular librery-visit, only one of vwhich I
gelect and somehow make operative depending on the day of the week.

Saying this pight lead us to assert that reasons can be had for an action
which are inoperative reasons for that action, but this would be otiose.
The best non-otiose description. v of a situation of this kind involves
saying that for each particular sction I have -a single-{sufficient) reason,
so that different particular actions are attended by the having of different
reasons for doing it.

The supposition that a certain type of reason has té be classified

a8 "operative"” in order to distinguish them properly from those which are
#inoperative® (merely had but not acted upon) may derive from the fact
that very often we say of a person whose does, or plans to do, & certain
thing, that "he had every reason for doing it", and yet where, in the
event, he does not do it for the reason we have in mind. Let us examine

a typical situation of this kind. Suppose we know that a certain person
. has always wanted to practice his hand at trout-fishing, and the man in
queation suddenly makes a visit to Scotland in the middle of the trout-
fishing season. He knows, and we know that he knows, that Scotland is

vwhere you can get trout. ¥Without knowing why he went, we might reasonably
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say, on the basis of our knowledge about his aspirations as & fisherman,
that "he had every reason for going" -~ but when he returns we learn that
his Scottish sunt was taken 111, ernd that he made the journmey not to fish
trout, dbut to look after her while she was unwell., Can we say in this
case that he had a reason for making the journey, but that the reason was
not operative?

- Again, there is nothing to prevent us saying this; bdut there is
nothing to compell us to either. If we say in this gituation that "he
bhad every reason for going", having in »ind his relatively long~term or
permanent desire to practice his fishing technique, ﬁe do not mean that
he actually had that reason &s he went, but merely that he had that perma-
nent or long-term desire, and that the desire pight, for all we know at the
time, have been connected with his reasons for making the journey. Before
vwe knew the truth about the reasons he did actually have, we simply enter-
tain it as a hypothesis that his wanting ¢to fish trout was a reason of
his; but this ia not a hypothesis which we ¢an g0 on entertaining once we
know that he went in order to se¢e his aunt. It is & hypothesis which,
if he did not go for the trout-fishing reason, is Just false. In the
light of the facts as they turn out to be in this story, we cannot truly
sey that he had a trout-fishing reason mas he went; bdut merely that he had
a long-tern or permanent desire to fish for trout, But this, according
to the story, is something we know about him in any case. The statement
"he had every reason for doing A, namely R" is used to mean something like
"he very probably did A for reason R%,

The standard situation is, I think, this., VWhen we correctly say of
a person, before T, that he has a reason Rl for doing A at %, and if we
then observe that he does A at %, and if, further, he sincerely cites a
different reason (R,) for his doing A at that time, then we would
standardly draw either of two conclusions. We would either conclude that

both Rl and R2 were sufficient, so that Rl needs no mention if



R RZ is given. Or else we would conclude, I think, that the agent
héd abandoned Rl as & reason for that particulsr action by the time he
came to do it ~ although 1t mey be & reason for his doing some other
particuler action of the same type on another occasion. "He had a reasson
for killing her, although when he killed her that wasn't the operative
reason" means something like "Civen his state of mind, hs might well have
killed her for that reason = dbut in the event he did not",.

I have been arguing that the concept of an operative or effective
reason derives a good deal of its intelligibility from a supposed contrast
with reasons which are had by an agent but which are not operative when
he acts. But I have criticised this ides on the grounds that the notion
of a reason which is had by the agent but not acted upon 1s one which is,
at best, grounded in a certain way of speaking about behaviour which there
is no necessity to adopt; and that because of this, the contrast between
the two types of reason is an artificisl one. Ve must now deal with the
other part of Davidson's argument, which is to the effect that the word
"because” has a causal sense when used in a statement like "He did so-and-
- 80 because he +eee", where wo go on to give the agent's reason,

" ¥Ye saw that the argument to this conclusion consisted of two sugges=
tionss the first being that "because" in "he did it because ...," has a
causel sense because "was caused by" is the only respectable gynonym we
have for the word "because"; eand the second being, to quote Devidson
again, that if "causal explanations ere wholly irrelevant to the under=
standing we seek of human action, then we are without an analysis of the
"because" in "He did it because ..."". But this second claim is false,
since although we have no reason to suppose that actions do not have
causes in the same way that other events do, it does not have to be the
case that th§ agentts Vmaaogg are 1dent1fiable as the causes; the actual
causes might be events which the agent has no knowledgs of whatever, And
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as to the first claim 1t is hardly a sufficlent argument to say that the
word "becauze" in a sentance like (5) must have a caussl sense on the
grounds that no other sense seoms immediately available. For it seens
that if this was a sufficient argument, then presumably it would be
equally sufficient to show that the "because" in

(6) He collected his pay because yesterday was Thursday

iz causale 3ut how could yesterday's being Thursday be the gause of
anything?

The word "because" ogcurs in many contexts in which it is almost
impossible to construe it 28 being synonymous with “was caused by"; for

examples

(7) pPeter is in Lgndon because Paul is out of town
(8) ry umbrella is up because it is likely to rain
(9) 2+2=4 because 1+1=2

Here, the truth of the sentence preceding the word “because" is explained
in some degree by the truth of the sentence following it; bdut the ex~
planatory connection is not of the kind which holds betwsen one event and

56

another event which it causzes. - Indeed it cannot be, because the

eantenées following the word “becausa* in these examples ere not &escriptive

35+ Nor does the word "explain"' necessarily mean "cause", as Bronmberger's
exemple shows: a pendulum's period being T can explain its length's
being L, but it obviously cannot cause it. See S, Bromberger. An

Approach to Fxplangtion (in R. J, Butler, ed.). -



of events.

It is of course one thing to say that "because"™ need not everywhere
have a causal seanse, and another thing to say that in & particular and
well=defined Xind of context it does not have such & sense. ¥With regard
to the well-dofined type of context in which en action is connected to an
agent's primary reasoni

"Ho did A because he sesesvese”

I suggest not only that the causal sense cannot bs folsted on "because®

in virtue of some general theory sbout that word, but slso that there is
a gpecific reason why 4t should not be; nramely, that the causal relation
as undei;stood and expounded bj Davidson is a relation between pe.rticﬁiar
evei:ts, vhereas the sentencé follcwingbthe word "beéauée" in a statemen’#
of an agent's reagon for aeting doea not often describe, or "apply to", an
event. Davidson's aruuments for the causal sense of "because" in such a
statoment are tmcharavteristically Inconclusive. -

The persuasiveness of the doctrine that th@ agent's reason for his
action i3 its cause 1is perhapa engendered by tha illusiou that reasons
axeentitiea. This is an illusion which is itse_alf engendered, perhaps,by
the use ;f such idi@matie pliaéés a.s "He gafe a reasbn for A", "The reason
for A :ls ....". But in ths giving, offering. accepting or rejecting of
reasons, nothing is 1literally given, offered, accepted. or re.jected. let
alone entitiea of which the word "reasons" could be the generic name, I
am in sympathy with Alan White, when he vritess |

"the words ’;reéson", "motive™, "cause" do not refer to .anything

" . that could be a factor in en explanation of conduct, in the way
that ga antecedsnt event, & feeling, a habit, or an instinct

could operate as such & factor. And this despite the fact that .

there i2 a senme in which the agent himself can be correctly
said to "have" a reason or a motive. Reasons, motivea and

cauaes. unlike events, do not happen at particular tizmes or pla.ces ..."

7. Alan ¥hite: Philogophy of Mind (Random House, NY. 1967) p. 135.

37
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In spite of this, however, the idea that the mental interzcts causally
with the physical when a person acts intentionally admits of a_restatement
This restatenent, which I chall examine in the section which follows,
involves seying not that the agent's rengons are causes, but that the
desires and beliefs of which the reason {purportedly) consists are the

couses of action.

3.  CAUSAL INTERACTION BETWESN THE MENTAL AND THS PEYSICAL; (b)
MENTAL STATES AS CAUSES

The argument considered in the previous section relied to some extent
on the importance of an alleged difference between operative and indpera=
tive reasons, This aepproach is not uncommon. Charles Taylor adopted
it, end applied it to intentlons and purposes, erecting the same distince
tion between operative and inoperative intentions and purposes as the one
Davidson suggested for reasons. Indeed Taylor actually treats the
presence of an operative or productive intention or purpose as one of the
distinguishing marks of action:

"the distinction between actlon and non-action hangs not Just

on the presence or absence of the correspondlng intention or

purpose, but on the intention or purpose having or not bhaving

a role in bringing about behaviouwr, VWithin action, we might

say, the behaviour occurs because of the corresponding intention

or purpose; vhere this is not the case, vwe sre not dealing

with action™ 38 . -

But I shaell not rehearse fully my arguments for thinking this view defec~
tive, if 1f means that intentionsor purposes are causes. It does not
follow from the fact that the word "because" sppears in the situation,
that there 13 a causal link: and the distinction between operative and
inoperative intentions and purposes is an illusion. And as is the case

for reasons, intentions and purposes are not events by any stretch of the

33+ Charles Taylors Ezpl. of Dohaviour p. 26.
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imagination. It follows that their role cannot be strictly causal.

But any argument of this type, whether couched in terms of reasons,
intentions or purposes, con be given a restatement according to which it
is desires and beliefs themselves, (or desirings and believings, if this
phrasing is preferred) whiéh can be the causes of action., The doctrine
that reasons, intentions, purposes {and things of this some peculiar logical
type) can be causes drops behind with this readjustment, and the actual
mental phencaena themselves come to the fore. The previous distinction
betwseen operative and inoperative reasons, for instance, becones transposed
into a distinction between operative and inoperative desires and beliefs.

In the next chapter I hope to show how 1ittle evidence there is for
supposihg that there areJany ﬁental evénts in any strict sense, but the
traditional assumption is certainly that there ere, so for the space of
the argument I shall proceed aa if the tréditionai aséumptién was correct.
Civen this proviso, it seems to me that the main difficulty which the re-
~stated view has to face is one of reconciling the necessity of locating
events as causes (as opposed to mental states and other phenomena) with
the notion that the phenomena nérmally cited or referred to in explaining
actions are not events at sll,

Let me explain this problem in a& little more detail by referring back
again to Davidson's theory that reasons can be causes. Davidson's theory
is that primary reasons are (or consist of) beliefs and attitudes. Now he
appreciated that there might be an objection to the view that these primary
reasons are causes, and he expressed it by saying that beliefs and attitudes,
being states of mind, are not events = and hence not things of the right
kind to be causes.  He then attempted to provids a refutation of this
objection; bdut the attempt was, I think, suspect,

Davidson ig one who certainly believes that causes have to be events;39

and so it

39. See his Cgusal Relations, JP 1967
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vas incumbent on him to reconcile this assumption with the fact that many
explanations which seem to be causel mention only the states of an object.
He attempted to achieve this reconciliation by saying that wherever a

cgusal explanation is conducted in terms of en object's states, there must
aluays be an event "closely associated" with the state in question, On .
the face of it, this can mean either the event of coming to be in that
state, or else the event which itself caused the object to be in that

state, or else some other event which caused the object~ine~that-state to
behave in whatever way it did. Davidson applied this method of reconcilise
tion to the case of primmry reassons, as follows:

"In many cases it ig not difficult at ell to find events very

clogely associated with the priwmsry reason. JItates and dige-

positions are not events, but the onslausht of a state or

disposition is. A desire to hurt your feolings may spring

up at the moment when you anger me; I may start wanting to

eat & melon just when I see one; and beliefs may begin at

the moment we notice, perceive, learn, or remember gomething,

Those who have srgued that there are no mental events to 40

qualify as causes of action have often missed the obvious ceee”

" How in the first place it is hard to see how Davidson can :hoth acknowledge
that causes must be eVentg,and continue to maintain thet primsry reasons -
(veliefs and attitudes) are causes. For even if an event closely
asgociated with a primary reason was successfully located, then it would
be thls, snd not the beliefs snd sttitudes embodied in the primary reason,
which would have to qualify as the cause.

Let us examine the possibilities. As I said Just now, there are
three poseible candidates for the "closely essociated event™: either the
event of coming to be in that state, or the event which caused the organism
to get into that state, or else some other event which causes the object-
in=that=-state to behave in the way it does., And yet it seems that in

none of thess cases could the event in question constitute the reason, or

even plausibly be cited in the giving of a reason. If the primary reason

40. Actions Ressons end Ceuses p. 694.
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for teking the left~hand fork is that the traveller wanted to get to
EKatnandu, then berinnin~ to want to get to Katwmandu, or getting into the
state of wanting to get to Eatmandu, are likely, if they provide reasons
et all, to provide reasons which would ratibna.liae some action gther than
talking the left hand fork. These events may even have occurred long ago
in tho agent's past. The actions which "'I wanted to get to Katuandu" is
capable of retionalising are not necessarily the same actions which the
expression "I begen to want to pget to Katmandu" is capable of rationalising =
if there are any of these. Nor are we likely to rationalise the action
which "I know he wag depressed" rationalises with the expression "I learnt
that he was depressed". Iadeed, statements reporting the beginnings of
nental states sre very seldom used in re.son-giving at all.

Yhat about the event which caused the organism to get into the state
in question = the event which itself caused tis event of the organism's
coning to be in the stala in quesiion? Davidson sasys "z desire to hurt
your feelings may spring up at the moment you anger nme; I may start wanting
to eat a melon Just vhen I see one s«+ee"y 88 if to suzgest that his being
angered caused the nearly-simultansous event of his beginning to want to
hurt the other person's feelings, or that L's seeing the melon caused the
nearly-similtaneous event of his beginning to want to eat it. I the
caused event of these event-pairs is supposed to be the cause of the
ensuing behaviour, then the considerations of the last paragraph apply.

But the other alternative = that the cauging event (his being angered, his
seeing the melon) is the cause of the ensuing behaviour - cannot be correct,
for the simple reason that the effect of those events has slready been
given, but not as the event of behaviour itself. Ix hypothesi, the effect
of his being angered is his beginning to want to hurt the other personts
feelings, and not the ensuing insulting action; and the effect of his
secing the me;lon is his beginning to want to eat it, and not the ensuing
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action of attempting to pet it.

In point of faot, when we explain an sction we very seldom do so by
citing a mental event. And when we cite a state of mind (a mental state),
thers is peldom a "closely eseocisated event™ which, in the context,
ocoupies the richt causal role in relation to the ensuing behaviour. If
the relevant state of mind itself expleins the behaviour, then indeed it
i3 not surprising that no other phenomenon, however "closely associated",
doeg 80 &8 well, for in general different phenomena tend to explain
different things. So I conclude that even if mental phenomena themselves,
rather than reasons, intentions or purposes ere put forwerd as the gxplananda
of actions, then there is little plausibility in the view that these play
& causal role in the production of behaviour. States of mind and mental .
events do enter into explanations of behaviour, but not into causal explanaw
’tions. States of wind are of the wrong logical type to be causes, whereas
mental events, while of the right logical tyre, never occupy the right
causal role in relation to the behaviouwr itself.

A typical reaction to eny srmment which purports to ghow that the
montal does not causally interact with the physical is to proteét that 1t
aeppesrs to support a view of mental phenome a end physicel phenowensa
according to which they occupy different realms and have distinct, although
wey be parallel, existencea. The mental must effect the physical, Charles
Taylor appears to aergue, for

", «s how could we even exist as rational life if' the realams
of mind and matter functioned independently of one another?*4l

But that the mental does not affect the physical in any sense only follows

from the fact that the mental does not consally interackt with the physical
if several other premises are supplied; but these premises, if listed

41. The Explanation of Behaviour, pe 53.
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cerefully, canbe seen to have little plausibility. For instance they
must at least comprise (a) the claim that there is such a thing as the
mental realm and such a thing aé tha physical realm, or alternatively that
there &re mental phenomena and physical phonomena, &s well as (b) the
c¢lain that the only ezplanation of tho word "affect” 1s in terms of a
specific and restricted concept of "cause®™. The first ofthese premises
needs spelling out end carefully examining (see Chapter III); and the
second premiss is false. There are several types of relation between
one kind of phenomenon endanotherwhich, while not equivalent 4o the causal
relation, are quite sufficlient to prevent the conclusion that the mental
and the physical "function independently". The existence of ev-en the
veakest mort of explanatory relation beti.cen mental statements and physical
statements is enough to show this. Another kind of relation which would
falsify tho strange parallelist view is that wental statements can play a
claescifying or tazononic role in relation to the physical. Since I
suspect that this is in fact the relation between a mental statement and
a statexent of action, in the situation where the mental statement is the
statemont of the agent's reason for his action, I shall end this section
by saying a brief word about it.

Suppose that Henry did something whose intentionsl description is
"Henry poisoned hismother®, INow we can complete the story in any number
of ways, by imagining eny of the following statements to be the answer
offered to the question "vwhat was hls reason?”

1. He wanied some time in Jail

2 He wented to use up the poison

B Ho wanted to harm the person he hated

4e He wvanted to revenge for his fatherts death

Se He wanted to obey K's instructions

6 He wanted to indulge a momentary whim
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Te Ee wonted to end her unhappiness

1'. e likes going to jail

2', Ye didn't want poison hanging about the house
5*s He bated her

4', e believed she idlled his father

5!, e wzs instructed to by Il

€'s He wa: subject o & momentary whim

7's He knew she wag unhappy

Seﬁtences 1~7 are quite different [ kind from sentences 1'=7': the
forzer contain a refercnce to some futurc state of affaira which the
agent wanta to bring ebout, while the latier merely mention the agwmti's
state of mind. Centences of the first kind, it seems to me, have a
central place anong reacon-giving statements in general, which sentences
of the second kind do not. _Vhet scens to be generally ¢rue about sentences
of the first group is this: that vhon they are put forwerd by a speaker
to an audience as rezaong for an action A, they are put forward in a way
which invites the audience, or makes it pos:ibls for the audience, to re=
describe the action In question a3 one seen by the sgent as & means to a
certain end, This 1s possible, since the sentences used ' _ mention a
future state of effairs which the egent wishes to bring ebout by the
action.

The invitation implicitly offered by the speaker to his audience is
to re~descride the action in terms of the effect which the agent believes
(hopes, expects, etc.) it will have. The sentence "He poisoned his
nother" nanes the same action as the sentence "He poisoned his mother to
use up‘ the poison", or as the sentence "He poisoned his mother to avenge

his fether's death®, or the sentence "He poisoned his mother to end her
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unhappiness”, The sentences describve the same action, namely the thing
the agent did, but all except the first ("o poisoned his mother") row-
describe the action in a way which displays the agent's purposes, hopes,

2
42 To this extent tho recson-statements of the first group have

or goals.
a classifying force: they encble the action they explain to be classified
in terms of the mental fact which the reason-statement gives. This is
even a conclusion which is not wholly unacceptable to the caussl theorists,
for they can acrer that a x-’eason-staten;‘ent enzbles a classification of the
action in gquestion; but the difference of opinion emerges when the ceusal
theorist goes on to say that the reasson-statement enables an action to be
clagsified in the licht of, or re=  scribed in terms of, its gcouges This
additional plece of theory is one for which, as I have indicated, there
exist only bad arguments. -

If I en rizht, then we can see clearly tuc sense in which an agzent's
reason does explain his action. The explanation provided is of the
tazonoumie kind; to illuninetingly group an getion with others, to place
it in the category to which it belonzs, is to explain it by displaying its
links with its neighbours, rather than by displaying its temporal antece~
dents., Taxonomie explanation may be explmiation in a weak sense only,
but it is this wesk kind of explanatory connection which typically tinds
an pction to a reason.

To summarise the main points of this section. Davidson's proof that
pome menial events are physical requires the . premiss that causal intere
action takes place between mental events and physical events. This
premiza is & hypothesis which i3 alsc central to other theories of mental
events, which is why I have chosen to be carefully critical of it. That

mental phenomens in general have an essentlally causal or productive role

42, Cf. Melden: "citing a motive is giving & fuller characterisation
of the action® Fpege fAction pe 93
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is pert and parcel of the vilew that montal phenomona are "inferred cnte
ities", a theory which relies upon & certain enalogzy with the way objects
are "positeld" in the sciences; aud an inmportant part of the functional
state theory iz to advonce the view that menital states are effectlve in
causing certain actionswhen other stimulatory events take places Iy
arzunents haée boen desigzned to show that 1if we tak%e causality to be an
extensional relatlon between events, then none of the ordinary cases vhere
behaviour is ex;leined by referonce to the mental phenomena of the agent
are at all appropriate to have this model of causallity epplied.

In fact, there are good ressons for suspecting that causality is
massively more complez than this simnle model sugpests., If it is, then
1t remains to be seen whether the explan.tory connection between mental
phenonena and actions can be éssimilated to it. But &1l this is hypo~
thetical, I supgest that the assimilation ol explanation by reasons $o
the simple causal model involves an undue enount of adjusiuent in the
actual facts of explanation as they occur in situations. Reasons camnot
be causes because they sre of the vrong lozicel type; mentsl states
cannoﬁ be ccuses because they are of the wrong logical type, althouzh a
different one; and mental events, are nover, 23 far as I can see, involved
in the right way in the business of giving primery reasons. Arsuments
for the physicalistic conclusion will therefore have to come from a

different quarter.
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1. DESCRIPTICH OF THE PROBLEM

In the last chapter I discussed two theories = a theory about mental
states and a theory ebout mental events = whose aim was to establish a
physicalistic conclusion. The first theory sought to establish that mental
states could be identified with sets of functionally equivalent cerebral
states, and the second sought to establish that any mental event which intere
acted causally with a physical event is itself a physical event. Ny
general strategy was to expose some of the wealmesses of the arguments which
led towards these conclusions. From this point onwards I want to attend
more carefully to the details of those conclusions themselves, and of those
like them.

The kind of scrutiny which I believe all physicalistic conclusions
deserve 1s from the general point of view of their intelligibility. By
this I mean that considerations which can be broadly described as grammatical
or logical must be brought to bear on the actual statements which physica-
lista offer as the conclusions to their theorising.

This methodologlical point might be expanded in the following way.

Kost philosophers who seelt to establish a physicalistic conclusion do so
because they see a distinction, however unclearly, between physicel phenomena
on the one hand and mental phenomena on the other, and so the point of their
theorising is to reconcile this appesrance of dualism with a monistic view
of the worid which, usually for independent reasons, they find attractive.
One modern method of achieving this reconciliation is to identify mental
phenomena with physical phenomena; in other words, to identify mental

states with phyeical states, mental events and actions with physical events,
mental proceésea with physical processes, and so on. HNow the plausibility
of this "identiflcation" approach has been the subject of endless discussion

in the last decade or two, and most of the controversy has surrounded the
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question of whether, in accordance with the logical requirements of "=",

the properties possessed by phenomena on the mental side are possessed by
phenomena on the physical side. Certainly questions of this sort have to

be enswered if they can te coherently posed; but the effect of the present
chapter. will be to suggest that very many prior queations of & quite different
kind have to be raised and settled before the technicalitles of lLeibniz's

law become relevant. To put it dluntly, we must take the utmost care in
deciding first what mental phenomena there sre = and this is partly, if not
‘wholly, a semantical or logical matter.

For example, unless we introduce and understand the mass of complex
senantical and logical evidence which bears on the question of whether
actions exist as a category of individuals, I do not see how we can even
entertain saying many of the things the physicalist does say: I do not see
how we can assert either that there ere actions, or that actions are identi=
cal to physical events, or indeed any other physicalistic doctrine of this
sort. 4And unless ve understand the referential mechanisas of mentzl
language, I do not see how we can say (except in the same eliminable sense
in which we say that there are reasons for action, or so many miles between
here and some other place) either that there ers such things as mental events,
or that mental events are (esay) identifiable with phizsical events. An
understanding of these mainly semantical questions is not, that is to say,
sonething with which physicalism, if true, will provide us; for physicalism,
whether trua or false, presupposes this understanding.

That this general problem is important, and that the answers to it
are not so far conclusive, can be seen from the bewildering number of
suggestions which physicalists have actually made in the short modern
history of the subject, This is not however to say that no progress has

been made: Flace's original 1956 viewl that consciousness itself was

1. U. T. Places [s Consciousness a Brain-procesa? British Journal of
Psychology, 1956.
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identical with a process or set of processes in the brain was replaced, or
amended, by Smart, who suggestedz that visual sensationsa, suditory censaw
tions, tectual sensations, aches and peins, were all in their several ways
identical with some brain process or other. DBut this fdea of Smert's
suffers from limitations of much the same gort as those which Place's theory
suffers from. For vwhile Place's suggestion has to confront the fact that
consciousness is in no intelligible sense an jtem or jndividual, let alone
an individusl falling into the category of processes, Smart's own suggestion
errs in supposing that individual aches and pains and sensations are theme
selves ontolo@.cally fit or apnropriato for identification with physical
processes in the brein.  But they are not. The confusion is ginilar to
that which is involved in supposing that thoughts, bellefs, desires end
nemories (etc.) are themselves appropriste for identification with physical
events or states rather than that the éventa or states are which‘ occur oi'
oﬁtain when people think that bo-and-so. or baliéﬁ oi.' desire or ieéember
that such-and-such. | If a pei'son thinks or believes that 2,, fhen in a |
loose and dérimfivé sense we can spéak of thé thoﬁght which is thought (vis,
the thought that p)s or the belief which is belleved (viz, the belief that p)
- f:ut it makes ﬁ. big difference to the intellig!.bility of thé theory itself
whether it is the objects of thesze psychoIOgical attitudes or the fact (or
the event) of their being had wb.ich ere the items which it 1s the purpose
of physicalism to analyse. There is nothing to suggest that accusative or
intentional objects like beliefs or thoughte thenselves exist in any clear
or serious sense.

Soinethihg avén vbrsé in Smartts sugpestion is theAfact thaf fhe central

class of méntal phenomena, namely thosze reported in speech by means of a‘

2. J.J.C. Smart: Sensations and Brain Processes. Philosophical
Review, 1959.
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paychological verb followed by an embedded proposition, are not considered
by him at 911. What similarity is there to be found between whatever such
exprescions as "I ache", "I en in pain® etc., cen be used t0 report and
the goings on which propositional attitude sentences can be used to report?
. The problem at issue here, as I explained, is to arrive at a clear

understanding, may-be even by example, of what menta_l phenonena there
actually are; and to do this via inquiries of a grammaticel or semantical
kind., [lNagel eventually advanced a rather plausible-seeming adjustment to
the views of Place and Smart just mentioned when he wrote:

“"Instead of identifying thoughts, sensations, after-images

and so forth with dbrain processes, I propose to identify

a person's having the sensation with his body's being in a

physical state or undergoing a physical process. Hotice

that both terms of this identity are of the same logical
type, namely ...+ a subject’s possessing a certain attribute"

3
Now an attribute, for Hagel, is to be distinguished from what he cells a
particular hétance of an attribute. An‘attrihufe is "signified;' by an
open sentence with a free iariable. and a partiéular instance of an attrie
buﬁé is "éiglitied” by the ‘ge'mdiveinoun-phmsa‘ﬁhich is obtained by
filling the varisble of an attribute-specification snd nominalising. So
in general an open éefxtenee 1like "x " specifies an aftribute. and a nbun
1ike "A's f-ing" specifies an instance of that attribute. The open sentence
"z 1s thinking sbout Vienna® epecifies sn attribute; and the noun-phrase
"the stone's thinking about Vienna" arpecif:-l.es' & particulari instance of ity
What the identity theory connects, for Nagel, are particular instances of
attributos.4
We might want to ask whether the expression A's f-ins names a different

attribute-instance from the expression A'g f-ins at T, in the case where A

3,  Nagel, Physicalism.  In Borst (ed.)
P 216.

4, ° Nagel, ope cit. fn. 13., pe 220.
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does happen to f at T« FPerhaps Nagel would say that either exzpression
would do, providing the open sentence matches the gerund. But for our
purposes it does not ﬁmtter greatly whether Nagel would say that the Time=
Specific Level (see Chapter I) is the proper level on which to assert an
identity theory, or whether he would say that the Person-Specific Level is.
For the factor of greatest importance concerns the general conditions undexr
which particular instances of attributes ere identical. Ko answer to this
vital question is forthcoming from Nagel's own essay on the subject, and so
this is snother question which we must eventually explore for ourselves if
wo can.

There is a welter of "phenomena” whose ontological credentials we
could discuss, and more than one way in which we could discuss them, Since
my interest in this essay has focussed upon two categories only = the
alleged category of eventa end the alleged category of states = it will be
the evidence as it concerns these that I shall confine my attention to in
this chapter. Moreover I shall divide the evidence into two kinds: one
kind I shall call the logical evidence, and the other kind I shall call the
grammatical evidence (though these are not independent of each other, as
we shall see). In the sections which follow, I shall examine. in turn,
the logical evidence as it effects events in general; the grammatical com-
plexities of mental events; and finally, though somewhat tangentially to
the main theme of the escsay, some 0f the problems involved in the ontology

of action.
2. EVEETS IN GENERAL: TEE EVIDENCE FROH LOGIC
Yo must examine the logical evidence for the category of events.

Others have discovered that the main task in doing so is, to give a pre=
lininary description of it, to adjudicate the logical priority of
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event-sentences over "categorial = existential sentences beginning "There
is/vas an event whiéh ia/wés .;..“. vhere &n evenf-sentence is conceived
&8s a sentence vhich can be used to answer a qﬁeation like "What happened?"
or "W¥hat occurred?™, or alternatively, as one which can be grammatically
Joined with enother sentence of the same type by temporal phrases like
"before" or "after”. According to some, an event-sentence itself, whose
loglcal form only contains a varisble for a material object, displeys the
meaning of a categorial  sentence of the sort which begins "there is/wns an
event which is/was ...."; while according to the converse view, the logic
of event-sentences can only be given in terms of such a categorial. sentence.
The controversy as to the priority, in this logical sense, between evente
sentences and categorial. gentences, really boills down to this: given an
event-sentence, do we need to employ a categorial sentence to display its
logical form, or is it enough to rest with the assumption that its logie
eerely contains a material object variable? 1Is a sentence of the form

"A f's" to be elucidiated logically as merely having the form
"There is an object x such that x 1s A end x f's".

or as having the form
"There was an event e such that e was a f=ing of A"?

Geach once opted for the first alternative. He proposed that for
the most natural and primitive event=-language,

“wo need to get events expressed in & propositional style,
rather than by using name-like phrases (what Kortarbinsld
hss called onomatoids) ... any sentence in which an event
is represented by a noun-phrase like "Queen Anne's death”
appears to be easily replaceable by an equivalent one in
wvhich this onomatold is paraphrased away; we could use
instead a clause attaching some part of the verb "to die"™ to
the subject "Queen Anne" ... Cutting our onomatoids in this
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way, we get & mamner of speaking in which persons and

things ere mentioned but events do not even appear to be

mentioned «." §
So for Geach, m sentonce like "A g-ed" is logically prior to the noun-
phrase "A's f-ing" in as much as the elucidation of the truth#conditions of
"A feed” do not depend on there being an event-noun to fill the blgnk in
an ellegedly equivalent categorial sentence of the form "there is/vwis an
event which wes sees”s

Geach's answer to the probiem of how a sentence is jdeontifi
being event-reporting 1n'tha first place was also in terms of whether it
can be conjoined with other sentences with temporal sentence~conjuncts of
the "bvefore", "after®, "happened at the same time as" variety, so that
temporal relations between one sentence end another senteace, or between
one sentence and a part of itself, are, for Coach too, the chief identify-
ing characteristics of those which ere potentially event-reporting.

One of the reasons Geach gave for his view was that

"nobody ever talked or is going to talk a language .

containing no nemes of people or things but only names

of events, and the claim that our language could in

principle be replaced by such & language is perfectly

idle” & : .
But obviously the question of how we decide to logically "regiment" parts
of our language is only pertially dependent on what sentences people
actually use in speech {althouch I ehall argue that it is dependent, in a
senge, upon what scentences people could use); and the point sbout the
replaceability of English by event-language seems to me not sirictly
pertinent elther. Hone the less, I still believe that Geach's general
view of the matter is defensible. Cr 1f not defensidble absolutely, then

wore defencible than its main rival, which 1s the doctrine espoused by

5. Geach: gSone Probdlexs sbout Time. In Siudie

Thousht and Action (ed. Gtrawson) pp. ldé-?.
6. Ceach, op. cit., p. 136,
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Davidson, wallace and others that sentences of the sort which we have been
considering are event-repérting sentences 5ust beczuge their loglcal analyses
have to proceed in terms of an explicit reference to an svent. I shall

now describe this rivel doctrine, and then attempt to show its defects.

" The rival theory was originally expounded as & theory of the logical
forn of event-sentences, and was then extended to sentences of action w
actions, according to Davidson, being a species of events. It was Davidson's
view that in order to represent the logic of sentences of action, variables
kad to be lintroduced to range over events, with the consequence that verbs
normally thought of aé n-place predicates became prediéatoa of n+l places,
with the extra place occupied by an event-variable.’ The original exfmple

was the sentence
(1) Shem Xicked Shaun

which dbecane regimentéd under logleal snalysis as the sentence "there is
an event ¢ euch that ¢ 1s a kicking of Shaun by Shem". No singular term
picking out an event is used in this enalysis (aside from the variable);
although an indefinite singular term does make an eppearance in the
predicate.

" Tow although no definite singular term appears explicitly in the
gnalysans sentence, the analysans sentence is nonme the less said to be
true 4f and only if eome individual event is such that it satisfies the
open sentence "g is a kicking of Shaun by Shem". ’rrivially the description
of this event is "the kiclkding of Shaun by Chem ot t", where ¢t is the time
vhen the event took place. or any other descﬁption would do, providing

it satisfied the open seatence.

ton g8y DDs 81—95 (I‘n

Te e
Rescher) .
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So Davidson's analysis proposes that the sentence (1) is true if
end only if there was (is) an event which was {1s) & kicking of Shaun by
Sheme  In opposition to Geach's view, e sentence with a verb of action
i3 thus seid to be loglcally posterior to the noun~phrase which picks out
tho event in which the action coneists. Thers are reasons why I believe
this analy=is to be suspect as a general principle for the logic of
event-centences, and I must now explain, or try to, what they are.

But in order to carry out this explanstion, I must introduce two
hypotheses about the genmeral nature of logical analyeis. Both sugrestions
concern the constraints uwpon those things which some philosophers czll
losdenl rommentations of English sentences. I cammot completely satisfy
nyself that my suzpestions on the nature of logical analysls are final or
absolutely correct, and indeed the literature on this subject contains
several well~arpued proposals which ere different from mine. Fone the less,
I shall do the best I can to state what seem t0 me to be {wo minimal end
basic constraints on the programme of the logical regimentation of Englich.
Fundementally the issue is nothing other than the natwre of grarmar.

The first constreint is not controversiasl, and needs little explanation.
It simply aajs that the reginenting pentence &nd the regimented sentence say,
in some sense of the words, the sane thing. Yoreover = and this is vital -
this requirement rust be satisfied gtherwiss than by purely stipulative or
definitional menns. Suppose 5 iz the sentence to be regimented and St ia
the recimenting sentence. Now 4f the requiremont is satisfied, then S*
neans whatever S means. But the meaning of S' gust tlearly be specifiaw
able in some other way than by slluding to the meaning of S; for if this
were not a constraint, the hypothesis that S' does regiment S would be
unfalsifiable. (Tho point here is that the regimented and the regimenting

gentonce nust, in the words of J. I. Hintoﬁ, “aneak for themselves"). I

call all this the gamo-snying reouwlroment,
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The second constraint 41s presupposed by tho first, but it is one for
vhich those philosephers who place heavy emphasis on the logical regimenta=
tion of ordinary I}nglish.tend not to have a great deal of eympethy. The
constraint 43 thiss the regimentation of an Inzlish sentence, the thing
which logleelly regiments an English sentence, must itself be either a
granmatical Dnglish sentence, or a string of syubols for which mechanical
rules exist for reading it gg 8 grammatical sentence of English. I call

this requirement the peooulrement of crammoticeldts. It can be illustrated
in a fairly einply case, as followa.

Traditionally, logically regimentation transposes en English sentence
into the terms of siandard firat order predicate logic, i'dr this is‘ 8
systen within vwhich an iterative explanstion can be glven of the truth
conditions of sentences in terms of the éatisfaction. by sequences, of the
variables of quantification; and the point of the oversll prograume is to
displeay in & uniform way the conditions under'whicllx sentences are trﬁe. |

So for an ambipucus sentence like

(2) 211 girls love a sailor

there sre two logicgl regimentations, nanely,

(3) (D((e7){x is ﬁ girl, y is & sailor. x loves y))

(4) (Ex){(x)(x is a girl. ¥ is a eailor. x loves y)r)

vhere the bracketing counventions indi;:ate 8COpe, OT, in gramcatical ter@s,

the domination of some sentence—elements by others. ¥We could re-express

(3) and (4) by tree-diagrams, thus:
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Now of course a large part of the purpose of bracketing or tree-diagram
convgntionu 18 to express syntactical relations with_in the sentence -

this is an uncontroversial point which needs no emphasis. But what does
need emphasis, and what indeed it is the point of the grammaticality
requirement to emphasise, is that the string of terminal elements in (5)
and (6), while not constituting _eentances as they stand, can be go resd
e3 to eonstitute English sentences. The sentencea are "All girls are such
that there is a sailor such that she loves hin" and "There is a sallor such
that 8ll girlas are such that she loves him". These are also the English
sentences which (3) and (4) represent; and mechanical rules exist for
reading (3) and (4) as such.

My illustrative point is that 1f (3), (4), (5), and (6) did not
represent sentences, then they would not be the sorts of things to which
meanings or truth-conditions (Lnr whatever terms) could attach; end if they
are not the sorts of things to which meanings or truth-conditions can ettach,
thankthey ca.nnot’effectively rgg:’mept the ambiguous sentence "All girls
love a sailor”, For it 1s in the nature of g hypothesis that this sentence
has certain truth-conditions (a.m} 8o, like a1l hypotheses, it must be
falsifiasdle), But this seens to entail that the disgram or etring of
gymbols which is said to revgal th;a logical structure of some English
sentence must itself be gentential in nature, for, as I said earlier,
sentences are the only things for vhich truth=conditions can be given.

. This might be thought to prodp.ce a paradox, or & circularity, in the
programme of regimentation as a wholoa.f3 If reginmentations are sentences

(call them rezimentation-sentences), then all we have constructed to

8. Cf. the point made by John Searle in (ho ‘s Ravo (o)
Linsuistics (New York Review of Books, June 29 1972§, in connection
' with the notion of a semantic paraphrase derivable from a sentence's
deep structure.
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exhibit the logical structure of any English sentence is another English
sentence; 8o that the problem arises again of the logical regimentation
of this - and s0 on. IHowever there is really no paradox or circularity
here at alls The prograrme of logical analysis consists, in essence, of
transposing each English sentence into a pre-logical or semi-logical but
none the less gentential idiom which is itself part of English (or some
language), and which consists of sentences directly accessible to a
mechanical exposition of their truth-conditions; or which, we could say,
vear their trutheconditions on their eleeves. For this set of sentences,
couched in tems of ;;hmses 1like "such that" and the apparatus of pronouns
and/or variables, we have a direct and e¢lear statement of truthwconditions
in terms of the theory of truth offered by Tarski. But in the total pro-
Ject of showing how the meaning of a sentence depends on the meanings of
its parts and on its syntax, at least in the rrogramme vhich consists of
doing this via the notion of truth, the logical regimentation of ordinary
English sentences into & system of regimentation-sentences is only the pre-
liminary step. Only once this has been completed comes the enterprise of
connecting the truth-conditions of a sentence with its maning.g It is
with reference to this programme that oy requirement of grammaticality is
to be defended against circularity,

Lot me now retwrn ¢0 Davidson's theory of the logle of event-sentences.
Davidson himself tells us that he

"dreams of a theory which makes the transition from the

ordinary idiom to canonical notation purely mechanical,

and a canonical notation rich enough to capture, in its

dull and explicit way, every difference and connection

legitinmately considered the business of a theory of
meaning® 10

9. See Strawson: Jeaning end Truth for some preliminsry suggestions.
10. Lozic=]l Form of Action Sentencesg, p. 115.
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I agree with tho requirement that the transition be mechanical, but I do
pot aee how the canonical notation can capture anything unless its
fornulae can be read in gremmatical English.

Row in his exposition of the losical form of "Shem kicked Shaun", i%
scems quite clear that Davideon fails to meet the requirement of grammatice
ality: for it is immediately obscure how the regimented version of "Shem
kicked Sheun" should be read in a grarmatical waye. Heroe ias the relevant

prassage from The Incicel Form of fetion Sentences:

"I suggest seseen that ve think of "kicked" &a & three=
place predicate, and that the sentence, i.e, Shenm kicked
Shaun® can be given this form:

1F, Ez. Kicked (Shem, Shaun, z)

If we try for an English sentence that directly reflects

this form, we run into difficulties. “There is en event
x such that z is a kicking of Shaun by Shem" 1s about the
best I can do, but we must remember "a kicking" 4is not a

sinpulayr term" 11

Davidson eppears to treat the fact that there is no obvious English reading
for LFI 28 a peripheral difficulty, wherees I should prefor to emphasisg
1t. mmg briefly at the ways in which the deficiences of LF might be
repaired will. I bvelieve, lead us to my second point about Davidaon'
analysia.

One of the problems with LFI as it stands is obviously that it contains
the word "kicked", whereas 1ts Engliah reading is said to contain the word
"ld.c}d.ng". The presence of "kicked" seema to be a hangover from the

allegedly inndequate analysis of “Shem kicked Shawn" as

LF, Kicked (Shem, Shaun)

11. Davidson, op. cit. p. 92.
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where "Kicked" 1s a two-place predicate, and where LF, is translatadble

2
into English in sccordance with the following rulet

?21 For "G=ed(i,3)", take "A" as the subject, "Gwed" as the verb,
and "3" as the object. In other words, resrrange and delde
brackets, to get "A Geed 3",

In the case of LF, the suzzestion which obviously presents itself at this
point 1s two-fold: that its word "kicked" be replaced by the word "kicke
ing", and that the resultant version of LF1/b9 gssociated with the

following reading rules -

BR, Rezerd "Sx {(G~ing (4,3,2))" as belns slways equivalent to the
sentence "there is something which 13 a G-iaz of B by A”,

ﬁow‘I mention this suggestion, not in order to appraiee it izmediately,
but bécause it aéfards an cppo;tunitj to meétion & set of rroblens vhich is
purely grammétical in nature (and to wh;ch the néxt‘section of the eseay
Qill be dsébted). Fof ve might re&sonahly‘insist that a third important
coﬁstrnint on a ragimentation 13 that its noun-phréses, ir any, corréapond
in their classification to the entities, if any, which the original idio=
matic sentence is "about". If thé original seutence'is sbout a material
object, then any variablé is the rezimented sentence purportiag to take
ihe object aas value must be replaceable‘by armateriﬁl-object nouns And
sinilarly, if the originallsentenca is about an event, or if it repcrté an
gvent, or the occurfeﬁce of an event, then any variable in the regimented
sent@nca:purporting to take an eveﬁt as vﬁlua must be replaceable by an
evehitenoun. (This 49 a reguirement 6n which we are entitled to insist if
logical variables are iikened to pronouns)e.

Eow the wvrd."kickesﬁ is not even & general teram, and cannot be transe
formed into a noun~phrase by attaching a determiner. Replacing "kicked"
by the noun "dicking" satisfies the evident demand for a noun phrase, but
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it raises en additional question: 4s it a noun which can be used for
reference to an event?

We have now errived at & purely grammatical question, namely: is
thers a noun-ghrase associated with the vordb "kick" which we can use to
refer to what took place when Shem kicked Chaun? There may be plenty of
perfectly good nominal expressions which can déscribs what took place =
but that they are is partly a factual matter, for it depends on what actually
took place. TPerhaps an act of aggression or an act of retribution is what
took place when them kicked Shaun; but now we are using nominal expressions
vwhich identify acts, and which have no grammetical or logical link whatever
with the verb "kick", I think we are now in a pocition to see what is
wrong with the‘noun "cicking". The problem is that kicking is an activity.
and it is en invariable feature of activity-words that the indefinite
article cannot be prefixed. Activity-words are like masa nouns in this
reagpect; the sentence "A kicking took place™ is &8s grammatical as the
sentence "A footwear wes donned" is = which is not at all. - Amending both
80 as to get "A epate of'%icking took place" or "An article of footwear
vas donned" has the effect of tumminz nonsense into sense, but only at
the price of introducing totally new nouns.

So it is certainly open to question whether there are such things as
kicldnsse VWhat I have saild shows how much I doubt that there are, since
it scems that on the best interpretation of the word "icking", it cannot
be grammaticselly preceded by the indefinite article, as Davidson's analysis
~would in this case require.

I have discussed the erammaticality requirement as 1t concerns the
sinsle example of the logic of "Shem kicked Shaun" in order to illustrate
the kinds of considerations about sense, nonsense, interpretation stce.,

which the application of that requirement suggests. The same sorts of
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considerations are, by implication, just as important to any other example.
But before leaving the case of "Chem ldcked Shaun", let me make one more
renmark about it in the same vein.

Perhaps it will be suggested that the difficulties surrounding the
word "kicking" can be avoided by introducing the word iick® in its place.

This replacement would give a representation of {1) as
(7) FEe. Xick (Shem, Shaun, e)

But even if this enalysis satisfies the grammaticality requirement, it
does not quite succeed in satisfying the same«~saying requirement. For

- (7) reads "there was an event which was a kick of Shaun by them". But
(1) says something subtly different, since the assertion that Shem kicked
Shaun does not restrict Shem to having given Shaun just one kick, Two or
more kicks might have been delivered. .

The further we discuss such matters the more civious it becomes that
the choice of nouns in the regimentation of any sentence is an important
one. The difficulty however in passing fron particular cazesa to some .
general doctrine sbout this choice of nouns iz aggravated, unfortunately,
by the fact that English i1s not entirely systematic in the way its acun=
phreses formy witness the analysis of

(8) The emperor died
Here, the right analysis would, I think, be
(9) There was en event which was a death of the emperor

which satisfies both the grammaticality as well as the same-saying requirement
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despite the fact that people normally die only once., If we had failed to
remember this we micht have been tempted by "There was an event which was

the death of the emperor". Another clearly mistaken analysis would be
(10) There was an event which was & dying of the emperor

It i3 mistaken because a dying is not anything we can easily make sense of
et all (and a fortiori not as an event); and if what is meant 4s gome
dyine, then the same~-saying requirement lapses. (10) would not then say
the sarme thing es what (8) eays, for it does not follow from the fact that
there was some dying that someone sctually dieds The death might have
been prevented in the nick of time.

This ezample is therefore dissimilar to the kicking case, in as much
a3 the language contains cone appropriaste noun. One sugsestion in the
goneral case 1s that vhen no appropriste noun is available, we are not
entitled to poétulate an event; for if makinz up necv words was admissable,
then all sorts of strange analyses could be proven. Another general point
i3 that =ingz words are not inveriably suitable for event-reference; bdut
this is not to say that nominals not of this form always gre so suitable.
As I shall argue in the mext section, they are clearly not., But if we
are to have sentences which sasert the identity or difference of events,
then it seems to me that ultimately we must have noun-phrases. The tenor
of ny grammatical explorations here has beon to sugzest, paradoxically,
that for many event-sentences, we cannot say that there 13 an event which
the sentence reports, in the ‘atrictiy ontblc:gical sense of the phrase |
"there is?; and that this j.s due to the problems of specifying the event
in a suitoble way. There may be events like deaths, flashes, bangs and
birthe, for which intransitive verbs are used in the event-sentence. But

these, if they do exist, are about all there are.
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Froblems encountered with the grormaticality roquirement ezre not the
only problems which sgrravete the mnalysis of sentences lilke (1). Aa
Rousne Clariz has shown, 2 the Davidsonien enalysis s applied to the
jrodblens of predicato-modifiers of slrost every sort give bizarre results
both from the point of view of grammar nnd from the point of view of sonow

saying. The sentence

(11) I flew my epacaship to the Horning Stas

~ for instance, 1s represented an

(12) (Ee)(Flew (I, =y spaceship, ¢) & To (the Moraing Star, -2))

which i3 eaid to read "there is an eveant g such that ¢ is a flyiagz of »y
space=chip by me, and ¢ involved & motion towards the morning star". Dut
sosething 48 clesrly wronz here, since the truthe-conditions of the lest
tuoted sentence ere not the sawe &s the truth conditions of (11): not all
objects towards which my space-ship moves are thosze towards which I fly 4t.
End eome analyses, to labour the point, are jngt incomprehensible without
a rrior understanding of the analysanduz sentence; witness the sentence

Davidson pronosed for
(23) Brutus stabbed Caesar in the back in the Forum with a kmife

namely "thers exists an event that is a stabding LofCaesar by Brutus event,

it 18 an into the dack of Csesar event, it took place in the Forus, and

Brutus did 1% with a knifen’

12, Romezne {laxks

13, Devidson: On Yyonts smd Py
eds Fargolis) pe d4.
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This and other examples (see Clark, op. cit.) sugsgest the analysis
which depends on event-quantification to be wrong as a general strategy.
This is not to deny that theré are events, but it is to deny that a
quantification over events is what underlies any>and every évent-seﬁtence.
One final point ought to clinch the dispute 4in Ceach's favour. Aécording

tolthe view that the sgntence—form

there was an eventvg_which waé g V-ing by P
is logleally prior to the seﬁtence—fqrm

f Veed

in tﬁe seﬁse thét theitrﬁfﬁ-ccnditions of the second seﬁtence—fﬁrm ere
expleined by those of the first (instead of by some object's satisfying

the predicate "...V=ed"), it must be the case that the variéble,g_invthe
first eenteﬁce forn ds repiaceable by en eVent~noup'which aeéignétes the
event which makeé tﬁe reievaﬁt event-sentence>true. Suppose that diffie
cuities of the sortlwhich I have been'discussing were to be overcomes and
that there was éﬁch &8 Noun. Tﬁen the theory ought‘tq be able to_tell us
wnder what ccn&itions thernoun in question does éctually desigmate an evant..
But it seems that the theory cennot do this, without rencuncing one of its
pfamiases. F&r example, it cannot say that "the empsror's death" desig=
nates an event if and only if the emperor died, since this would involve
renouncing the view that the aéntenca is logically pbsterior. But what
eise could the theory sey? I share with Geach énd Romane {lark the view
that the sentence.is logleally piior.l4

The logical evidence for events as a general and comprehensive category

14‘ Clark, OP. oitl, P 3190
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of individuals is, it scems, rather poor. This is not to say that there
are no evonts, but simply that sttempts to formalise event-sentencea by
introducing an explicit event-varisble in very many cases feil to comply
with the consiraints which govern whet qualifios as an adequate recimentaw
~ tion. The simple case of "Chem kicked Shaun", for instance, illustrates
how, very often, the satisfaction of the grarmaticality requirement will
lead to a viclation of the pane-saying roquirement: end there are all the
provlens about adverbisl modification which have been eired exhaustively
by others. The requirements of grammaticality and same-saying are stringent
indeed; but the fact that they are so difficult to comply with establishes
8 presumption, at least, that Ceach was right in suppesing that events are
moat naturally reported by sentences; or, as he put it, that "we nedd to
got events expressed in a propositionnl style rather than by using nane=
1ike phases eesee |

I next adduce extra evidence in favour of Geach's view, but this time
gpecifically as it concerns events which ara-mental. The arpuments will
proceed in a different way, although sinmllarities will be noticed between
them and some of the remariks made in the present sections. But they cone
verge upon & similar conclusion, which is that the sssumption that there
strictly grz such things as mental events is extremely difficult to maintain.

3. THT CNTOLOGY OF THI Mmprart’®

There are more ways than one in which to establish a presumption that
there are objects of a certain category. One way is to diacover where
the logical varisbles £all in the formalisation of ordinary sentences into

lda. Much of the materisl in this section is to appear under the title
"leontal Eventa: Are There Any?" in the December 1973 issue of the
Australasion Journal of hilosophye.
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the cenonical terms of some chosen logic. But this is not the only waye.

A rather more basic, but no less intricate, stratesy, is to examine what
noun-phrases there are in the language, and, where they form systematically,
to ask what klnd of object they can be ussd to refer to.

The mere existence of a noun is not, of course, always evidence which
is relevent to ontology. Nevertheless, reference to an iten is effected
in many simple cases by the use of nouns or nounephrases, tosether of
course with other particles; end so I think that ultimately 4t should
seen unsurprising if some evidence relevant to ontology can be gathered .
from this quarter. A fact which is slowly emerging from the work of some
linguists 13 that noun~phrases, althoush extremely varied when tzken as a
single group, do fall into a number of distincet grommatical categori s.

It would cleerly be convenlent to be able to reveal the differences anongst
these categories, and the parallel differenceas, if any, emongst the object-
categories which correspond to thems Our interest in this subject is

naturally éroused by questions of the follouwing kKind: does the noun
John!s thought

refer to an event or not, when appropriately prefixed to a predicats of

the right type? And if it does, what does the noun -
John's thinkdng

refer to? Or to repeat a familiar question: do we refer to an event or -

a procesa or something else when we use the noun .

the kick which he recelved



122

Can we find any system in thé ¥oy these noun~phrases form, or can nothing
general be caid ebout their relation to the verbd? With these sample
questions before us, let us investigate the ontological credentials of
the langsuage of "mental-events”.

It is an almost universal assumption in moderﬁ discussions of the
pind=-body problem that there are such fhings as mental events, and that
these conprise noticings, perceivings, essumings, rémemberings, Judgings
end the like. It is {true that arguﬁents ere sometimes advanced in support
of this Assumption,’but in the main it is thought to be too obvious to need
eny suppoft at all. All the same, I Selieve that a number of erzuments
Can be glven which sﬁggeat that this ontological essumption oucht to de
regarded with considersble suspicion.

D. O, Dennett is almost alone among modern philosophers in having
recogﬁised the great difficulties involved in arriving at a satisfactory
- view of wkat "mental entities" there re=lly ere. In the first chapter of

15

Content and Conzciousness™  his counsel was for caution. He recommended

a policy of "tentatively fusing"™ mental sentences, so as not to "assunme,
from the start....thst,...certain sorts of‘paritiés exist between physical
entify nouns and mental entity nouns" (p. 16) - a policy which he adopted
in order to bvy-pass the difficulties of both the identity theory énd its
denial, and in order to allow himself to concentrate instead on the question
of vhether mental sentences as vholes can be "correlated in an explanatory
way" with phyéical sentences as vholes. This replacement programme does,

I think; contain difficulties of its own. Dut the overall conclusion of
the srguments I advence in this section is that these difficulties ddght to
be faced, for the srruments in question point to the conclusion that the

cautiously sceptical posture which Dennetﬁ adopted in relation to the

15. New York and London, 19G3.
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ontology of the mental not only dessrves to be adopted, but deserves to be
adopted with greater confidence then Dennett himself thousht was justifiable.

Ay method of arpgument is 2s follown. Cuteide the ontolory seminar we
happily and unmisleadingly talk asg if there weie guch things as miles,
‘propositions, thonghta. voices, nurbers, snd a whole erray of other things
which, wvhen the semirar is Sn progsress, we find it eppropriaste to docubt the
existence of. Cuine's slogen "to be ia to be the value of a logical
variable” and its variante, whatever its actual merits, is very often used
in such situations as the tool or 1natrument of doubt, My stratepry in
ralatioﬁ to the specific guestion of whether there strictly are such things
as wental events will bé to employ three different, Eut related, devices.
The firet device consists in examinine wheﬁher the Enslish lenruspe contains
roun~rhrase constructions of a sort which are appropriste, in e sense I rhall
explain, for specifying mental gvents. The second canaiats'i# eéaﬁining |
how, if there sre such noun-phrase consﬁruationé. thgir referente.are
nodified or qualified in mctusl speech. A4nd tha:third device consists in
ezemining #hsther there are anysaentenﬂes 1# vhich pronouns or pro-nominal
constructions eppeer in such & waj as to either réplaca such noun=phrases
6r else to repeat a reference criginglly aa@e'by oné of then. | »

Each of these devices is obvioualf erommatical in nature. | The reason
why each of thea is upp50priate to questions'of &n oﬁtological kind derives
from the fact that the very notion of an individusl or range of individuals
which cannot be described or nominated or specified in any systematic way
et all is, on}tha face of it, Just incohersent, The fact that there are
such things are unspecifiable nuzbers, assuning that it is & fact, haa no
real poweor io deflate this principle. Citdlogy as applied to mathematics
is in a notoriously obscure state in comparison with ontology elseshere.

And the general proposition that pl] thinge of the number kind are unspecie

fizble would, for commonesense reasons, be hard to make sense of, unless it
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was understood as an obscure wsy of suying that, strictly speaking, there
are no such things.

Before turning to the grammar of mental sentences, let me firstly ree
explain which mental sentences I shall be concerned with, end let me re-
phrase the basle question which I shall be aeking about them. ¥We roushly
demarcate event-sentences as those sentences which can be gremmatically
Joined with each~other by temporal phroces like "before" or "after®; or
alternatively as thoze sentences which can be used to nake & staterent in
answer to questions like "Vhat happened?" or "vVhat occurred?'. And we then
re~phraze cur basic ontological question by ecking whether, for any or for
every true rmental event-sentence, there exists & way of specifying ghich
event is reported by the sentence as having taken place. By the phrase
"speclly which event took place® I do not have in mind the tyre of specifica=-
tion which is achieved by naning en event (thus:. there occurred a certain
event, naznely E), nor the type of specification in which an event is
specified s uniquely having certain properties (thus: there occurred the
event which is the £), but the type in which an event is assigned to a kind
(thua: there occurred an event of the F kind). The question now before
us is therefore whether, for any or for every true mental eventesentence,
there exists a way of spaecifying which kind the reported event belongs to.

Let us take as an example of a non-mental event=sentence the sentence
(14) The star exploded
and let us take as an example of a mental eventesentence the sentence
(15) John remembered that the ehip was sinking

Evidence for the view that sentence (14) reports an event when used t0 make



125

a true statement is that there exists a noun, nanely "explosion™, which
can be rredicated of an event in such a wey as to specify which kind of event

took place. There is a natural conversion of sentence (14) which readst
(16) 4n explosion of the star occurred

Here, it scems, we have & natural relation between an event-sentence and an
event-noun. I!breover, this naturnl relation is undisturbed when an adverb
of manner = to take just one type of adverb « attaches to the event-sentence

iteelf, as in
(17) The star exploded violently

for here we can change the adverb to an adjective and attach 4t in predi-
cative position to the event-noun which eppeared in the conversion of (14)

to (16):
(12) A violent explosion of the star occurred

The existence of such sentences as (16) and (18), and of thelr matursl
relations to sentences (14) and (17) respectively, is what strongly suzmests
that sentences (14) eand (17) cen be used to report an evaﬁt; and, when
they sre so used, that there is an event vhich each sentence respectively

can be used to report, namely, in this case, an event of the type explosion

end an event of the typs ylislent exnlosion.
This ontologicel conclusion is also strongly suggested by the existence

of sentences in which pronouns occur, for example:

(19) The star exploded, end it occurred at noon
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(20) The star exploded violently, and we know what caused ik.

where the plausible way of explaining the function of the pronoun "it", in
each case, consists in supplying a description of the event itself. The
question "What occurred st noon?" is answered by "An explosion of the star".
The questlon "ihat éo we know the cause of?" ia answered by "A viclent
explosion of the star". If the pronouns in (13) and (20) do vefer, then
it seems clear that an event is the risht type of individual for them to
refer to.

These grammatical patterns can be found in many, dut not in all, evente
sentences which are non-mental; and where they can be found they support
the appropriate ontological conclusiox;. But the interesting fact is that
none of these patterns apply to event-sentences which are mental, Cone=
sider sentence (15). It might be said that for the verb "remember” we
have the noun "memory"; but for the larger noun-phrese which stands to (15)
in the relation in which (16) stands to (14), what do we have? We might

try the nown-phrase

(21) A memory that the ship was sinking by (of?) John

but this, if we can make sense of it et allg like

(22) John's memory that the ehip was sinking

surely specifiesv the gontent of what John remembered, rather than any event.
A gimilar interpretation has to be offered for the noun "perception®, in
relation to the verb "perceive™ while for other mentel verbs there is no

noun of this particular gramratical type = Chomsky calls them "derived

ncnn:!.na].s"l6 - at 211, (The verd "realise™ has the noun "realisation”,

(Footnote 16 printed overleaf)
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"apsume” has "acsumption®, and "Jjudge™ has "Judgement”; but what do the
verbs "notice", "see" or "leara" have?).

Cur task is to discover how to specify the sort of event, if there
is ono, which would be reported by saying truly that (for example) John
rermembered that the ship was sinking. The derived nominal in this case
specifies the wronz thing. Nor can we specify the type of event in ques=
tion as "that type of event which is reported by saying truly that Join
remenbered that the ship was einking”, because this enswer merely pronpts
the "what type?" question all over egain. Nor, of course, can we gpecify
it as "that type of event which took place when, or as, John remembered
that the ship was sinking", for this lets in any physical event which
hoppened to take place at the same time.

How then can appropriate specification be achieved? It misht be
gugggstg§ that‘our efforts to systematicelly specify mental events with
derived norinals like "memory”, "perception" etc., were misgulded from the
begﬁnhing, for the reason, firétly. that derived nbminals in Inglish have

extrenely irrezular formation;patterns rizht across the board, for mental

(Footnote 16 bro.zht forward from page 126)

Remarks on N *npl*vation. PPe 134-221 in Jacobs end Rosenbaua
(Qdﬁo}i 3 11

Apart frou the derived nominals, Chomsky describes the formation
of "mixed" snd "gerundive™ nominals. For a sentence like

John refused the offer

to take one example, the gerundive. derived and mixed nominals frm
respectively as followss

John's refusing the offer
John's fefusal of tha offer

John's refusing 6f the offer'
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as well as for non-mental verba.17 and that secondly, there is a different
type of noun, namely the gerundive noun, which forms in a perfectly regular
way and which ﬁe night just as well use instead. There are several remarks
to be made sbout this suggestion. In the first place the apparent irregu~
larity of derived nominal formation might turn out to have a systematic
explanation when investisated fully. It scems to be a matter of controversy
enong linguists as to how likely this 1s,13 Secondly, and more importantly,
the positive suggeation that the gerundive no=inal be used to specify

events 1s, in point of fact, extremely impertant to sssess; for several

philosorhers, following Karzel's precept 1n,Fbvsicalism.19 have suggested

that an identity theory of the mental and the physicel can be best formulated
byAusing nouns of just this type.

Gerundive noune are those which form from any verb by the addition of

17. The norinals in the following list show cleerly that & blanket
interpretation cemnot seriously be attempted (cf. Chomsky p. 189)

laughter (vt 1laugh)
rarriage (vi merry)
construction (v: construct)
belief vt believe
conversion vs convert
qualification (v:  qualify
house vt house)
box vs box)
conveyance vt convey)

13. See Chomsky, ope ¢ite, pps 187=9:

*"the spemantic interpretation of & gerundive nominsl is
straichtforverdly in terms of the grammatical relstions
of the underlying proposition in the deep structure.

Derived nominals .e.es 8re very different in all

(of these) respects. Froductivity is much more
restricted, the semantic relations between the associated
proposition and the derived nominal ere quite varled and
{diosyncratic, and the nominal has the internal structure
of the noun~-phrase. (Thess maiters) raise the question
of whether the derived nominals are, in fact, transforma-
tionally related to the associated proposition”

See also Chomsky, loc. cit., footnote 11.

19« Fhilosophical Review 1965



‘"1ng".2° But 1t s cloar that the type of spocification which they efford
is different from the type discussed zo fer. The gerundive noun related
to an évent-aentence appears not to specify a type of event, but to provide
& kind of description of the event itself, with some implication of uniquee
ness; end I suspect that those who advocate the gerundive strategy would
eay that since gerundive nouns slways form, sn event-description can be
formed from eny event-gentence; o that for eny true eventesentence (mental
or physical) ve can specify the reported event by using a gerundive dese
cription, and saying that an event having that description occurred. For
instance, inestead of converting sontence (14) to read "An explosion of the

star occurred®, we could converf it to read:
(23) The ster's expleding took place (occurred, happened, ete.)

- It is cortainly an advantage of this style of eventespecification that
gerundive nouna can be formed in such a resular and rmechanical way.,  However,
there 1z an interesting end peculisr set of facts about the gerundive cone
struction itself which euspests, I think, that the referentisl function of

the gerundive noun is distinctly unusual, and that the type of epecification

20. That is, it seoms fo be en exceptionless general truth sbout our
langusge thet any sentence of the active intransitive form

3 Ve=od

cen be associated, via a simple transformation, with a noun-phrase
of the fomm - . ’ ‘ :

S's Veing
and that any active transitive sentence of the form
S V-ed P

caen be mssociated, via e similar trancformetion, with & noun-phrase
of the form

Stg Veing P
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which it can be used to achieve 1s not event=specification at all. These
facts concern its internal structure., If we compare the internal structure
of the gerund with the internal structure of the complex possessive noun

" ("John's hat", and the like), we find differences which I think can only
mean that ‘_the gorund feils to operate as a mechanisn of reference in qﬁite
the same relatively strzichtforward way in which the complex possessive
noun does. The important difference can be summarised by saying that
while a complex possessive noun of the form P's T has an internal structure

which can be represented as the F which 4s P's or the F which belonss to P

(where the qualified phrase iho F serves to identify the kind of thing
eventually designeted), the gerundive noun does not.

Let me now explain this difference more fully.21

thile a gerundive
noun has the superflclel appearance of a complex possessive noun, its unders
lying structure cannot be the same. Any sentence containing a complex
possessive noun can be re-phrased without loss of meaning with the possessive

noun unravelled, so that for instance

(24) Jonn's hat 1s dented -

can bs re-phrased as

(25) The hat which is John's is dented

In addition = this is a second feature of possessive nouns = any sentence

of this latter form can usually be existentially generalised, so that from

(25) we can infer

21l. See Chomslky, loc. cites Do 13aff.
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(26) A hat which is John's 1s dented
By contrast, your average geruniive noun will not unravell; and nor, as &
consequence of this, will the sentence which would be said to unravell it

subnit to existentlal generalisation, in the manner in which (25) aid to
yield (26). Both these failures beset mental as well as physical gerunds,

'Take the sentences:
(27) (The star's exploding) G

(23) (John's remembering that the ship wes sinking) H

where "G" and "H" ere predicates. Ve cannot, with any confidence, re-

phrase these sentences to gives

(29*) (The exploding which is the star's) G

(30*) (The remembering that the ship was sinking which is John's) H

for very real and reasonable doubts can be entertained az to whether these
sentences are well~formed; and the seme goes for the sentencoé which would
be said to follow by existential generalisation from these, namely:

(31*) (An exploding vhich is the star's) G

(32*) (A remembering that the ship was sinking which is John's) H

I think we must say that these last four sentences, unleés invested with

neaning by pure stipulation, are literally speaking deviant.>? Perheps

(Footnote 22 printed overleaf)
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their deviant nature can best be appreciated by looking at parallel cases

which contain the gerundives corresponding to the verbs "to be" and "to

have". If we do not cougt

(33*) The being in pain which is John's

‘(34*) A being in pain which is John's

(35*) The having of a toothache which is John's
(36*) A having of a toothache which is John's

as deviant, it is difficult to see what deviance is.

I shall later suggest what conclusions should be drawn from the fact
that complex possessive nouns have a different internal structure from the
gerund, and what the referential function of the gerund exactly 1s. I
want now to examine the two other grammatical phenomena which I suggested
vere relevant to the ontological question about mental events. We saw
that thore were patterns of adverbial modification for non-mental evente
gentences in which tho thing modified was some event; but when we consider
how adverbs attach {0 mental sentences, it is hard to eccape the conclusion
" that the thing modified is always something other than an event. It is

Footnote 22 brought forward from page 131,

Thie fact would have to be ignored by anyone who thought that the
logical form of "John remembered that the ship was afloat" con=-
tained a logical variable for an event; for the regimenting
sentence would be "There was an event which was a remembering

that the ship was afloat of John's", which I would maintain is
deviant. (Cf. previous section). And again, if it was stipulated
that it had the same meaning &s the regimented zentence, then of
course the hypothesis that the second sentence does regiment the
first would be unfalsifiable.
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difficult to argue declsively about a subject which is still being explored,
but the main ways in which adverbs invade mental event-sentences can, I
think, be tontatively laid out as follows.

The firet pattern is where the modifier in fact modified the agent, so
that a sentence of the formz3 |

P Adj~ly V-ed that p
can be explained as having the forn
It was AdJ of P to V that p

(or perhapst It was Adj of P that P V-ed p). This is the pattern which
adverbs like "perceptively” and "thoughtfully" fit, together with "inten=
tionally", "deliverately", "mistakenly” or "clumsily", as these occur in
sentences of intentional action (supposing these sentences to be mental).
It 4s obvious that if John noticed perceptively that the ship was sinking,
the itemwhich "perceptive” qualifies iz not some event, but John himself.
The point here is not that "John was perceptive" is entailed, for as a
remark about John-inepgoneral this might well be false = but that "It was
perceptive of John to notice that the ship was sinking" is.

The second main pattern is that whereby

P Adj=ly V-ed that p

rust be explained as having the form

23, Here I use the shorthand of Adj for an adjective, Adj-ly for an
adverb, Y for a verb, and D for a person-name. :
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It wvas Adj that P V-ed that p

(or perhaps: That P Veed that p was Adj). This is the pattern which
pertains to adverbs employed in a "factive" sense. "Alarmingly", "sur-
prisingly”, "predictably”, "annoyingly" etc., can have this ro].e.24 Ir
John surprisingly noticed that the ghip was sinlding, then it was the fact
that he noticed what he did that was surprising, and not some noticing-
event.

4 third pattern is exemplified by sentences like

o vividly
(37) Ee remembered)vaguely ) that the building collapsed
dimly

but here the item which was vivid or vague or dim was not some remembering=—
event, but the memory iiself.

There are other sdverb patterns spart from these which can be
Interestingly investigzated in the came ground=level way. Ko special
expertise in the sciences of linguistics or logical form 1s needed to see
that nons of the sentence~patterns in which an adverb occurs in a mental
event~-sontence is such as to suggest that wnderlying the sentence itself
i3 an event-description which the related adjective has the force of.
qualifying. The moral which emerges from these investizations is that
althouch we can and do say such things as that John suddenlj or surprisingly
or perceptively or vaguely or predictably remerbered (or noticed, etc.)
that such and such is the case, it is wrong to infer that there must be

24, The exanmple of "surprisingly" shows that one and the same adverb can
on different occasions have different roles. "It was surprising of
John to notice that the ehip was sinking" (pattern one) meens some=
thing different from "It was surprising thet John noticed that the
ghip was sinking® (pattern two).
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events of a mentzsl gort on the grounds that the adverbs in question have the
role of saying how they occurred, or what they were like. The most
cursory examination of the meanings of the relevant sentences shows that
they do not.

Let us finally consider whether any conclusion can be drawa from the
mgat ordinary patterns of prononminal occurrence in mental event-sentences.
Fronouns, it socems, very often have & referential funciion. Very often
we can expand a sentence which alreasdy containa a referring phrase in such
a way that a pronoun occurring in the added pé.rt fepeats a feference made
in the 6rigina'.1.' Indeed the role played by a pronoun in the expansion of
a vgiven sentence can often be helpful in dociding just what phrases of the
non-expandéd sentence are being used referentially. ‘This is not always

the casé. for while i.t seens 40 hold for a seatence 1ilca
(33) 1 pickéd up imy hat and put it on the peg |

whei‘e there i1s 1little doubt that "it" refors to whatever "my hat" refers to,

it camnot be said to hold for a sentence like
(39) Jomn shut the windé'w upstairs and Peter did it dowmstairs

vhere it seems that "it" bas the function of replacing tie phrase "something
of the kind vhich John d1d" rether than referring directly to what John did.
But despite gthese’ variatioﬁs, there is still an ergunent which is of rele=
vance to our ontological question about mental events, for we can surely
gay that if there strictly ere such things as mental events, then there

will exist possidble expansions of mental event-seantences that contain backe
vardly referring pronouns. The existence of 'a-uch expansions would support

the ontological hypothesia that mental events occur, while the absence of
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such ezpansions would support a contrary hypothesis.
In fact there seen to be no convincingly graamatical examples in which
a pronoun in an expanded mental eventwsentence does have this eventw

referring role. The nesrest we can get is, I think, a sontence like

(40) John noticed that the ship was inking, snd it surprised {shocked,
startled) us -

However, the pronoun "it" in this example, if 1_t bacl;wardly refers to
enything at all, can only be ta}mn to refexr to & fact, namely the fact
that John noticed that the ahip wag sinking,

I shall say more about the difference between facta and events later.
The negative conclusion that has emerged up to this point i3 thias not
one of the three types of @amatigal phenomena which I have considered
provides any eﬁ&enca for the suppoaition that there is such an ontolc)gical_
category as the category of men‘;al eventg, _Indeedv the evidence can'be |
taken to sugzest the oppqsite. Admittedly, the case has been argued for
fhe category of propositional mental events -« those purportedly expressed
by a sontence of propositional ettitude = but it would be surprising if
sinilar ergunents could not be extended to mental sentences not of the
propositional attitude form. - -

Before closing this section I pust emphasi_ae again that nothing I have
said up to this zﬁoint gugrests that there are no events at all. It is
§bvioua that there sre; for apart from explosions, which I mentioned end
recognised éarlier; it seens pointless to deny that there are also events
which are bangs, :E‘lashea, collapses, marriages, deaths, births and so
forth.as The conclusion to which the grammatical evidence points is not
that thore sre no events, but that not every sentence properly described

25. Cf. Strawson: Individuals, Ch. X.
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as an event-sentence is such that there is an event, or type of event,
which, when used to make a .trus statement, it reports. The argument has
been that mental event-sentences which are of the propositional é.ttitude
form are of this type. For these, Ceach's view that events must be
expressed in a propositional style rather than in nouns holds good.

Probably the most interesting and important group of gramatical
facts that has come to light so far concerns the gerundive noun. Its
interest lies in its un-noun-like structure; its importance derives from
the use to which it has been put in recent discussions of the mind-body
problem. Naggl once tried to make use of the fact that every English
sentence has a gerundive noun corresponding to it to avoid an objection to
the theory that thoughts, beliefs, pains and sensations could be identified
with physical processes in the brain or central nervous system. The objec-
tion was tI;at physical processes or activities in the brain had spatial
location, whereas neither thoughts nor beliefs nor pains nor sensatlons did.
In recognition of the importance of Nagel's ingenious way -out _of the difficulty
I quote his statement for a second time:

"Instead of ldentifying thoughts, sensations, after-images,

and so forth with brain processes, I propose to identify a

person's having the sensation with his body's being in a

physical state or undergoing a physical process. Notice

that both terms of this identity are of the same logical

type, eos namely, ... & subject's possessing a certain

attribute" 26 :
(Vhere in general an open sentence like mxf" gpecifies an attribute, while
a gerundive noun like "Als f-ing" specifies an instance of that attribute).
But I need hardly re-emphasise how important it now becomes for Nagel's
approach to physicallsm to contrive identity-conditions for instances of

attributes. When is A's f-ing identical with B's \ -ing, and when

26. Nagel, Physicalism (In C. V. Borst, ed.: The Mind/Brain Identity
Theory) p. 216. v
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éistinet? There 1s one possible answer to this question whose defects I
think 1t 19 dnstructive to have clearly before us. For it shows vhat is
wrong with Nagel's proposals for interpreting the gerund, and thereby leads
us to sece vhat entitles his version of the identity theory really concerns.
Suppose we wers to sayz? that particular attribute-instence A's f=ing is
identical with particular attribute-instance B's Y -ing (vhere f=inz is &
mental word and Y/=inz 4s a physicel word) if and only if both

(1) A=3
and (i1) f-ing = ¢ =ing

or, perhaps even more fundamentally, that particular attribute~instance A's
f~ing at Tl is identical with particular at{ribute-~instance B's \[/ -ing at
T2 if and only if

(1) A=3
(44) feing = Y ~ing
(114) T, =T,

Yow there are & nunber of things wrong wj.th an angwer in these terma. The
first 1s that it nolkes the identity of particular attridute~inctances
dependent upon the identity of attribules themselves (clé.uses (11)); whoress
the theory which secks to identify each instaznce of Tom's belng in some
peychological condition with an instance of Ton's being in some physical

27« An enswer very esimilar to the one I criticlse wes given by J. Kim
sl tv Thoo! American Thilosophical
Cuarterly 1066 s Who suggested that an event g's beins F and an event
b's beins C are the seme event iffeither g is 7 end b _is G are
losically equivalent, or else iffa = b ond the property of being B
(F-ness) = the property of being ¢ (Genesa). My criticisms do not per-
_tain t0the logical equivelence condition.
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condition is supposed, end rightly, to be lgog smbitious than o theory
vhich seels to identify each psychological condition with some physical
condition. To take the cese of pains it is richtly supposed to be
easler, or less amzbltious, to establishthe truth of statements like
(iv) P's beinz in pain at t = P's Y =ing at
for some P and for some t, than it is to ectablish the truth of statements
ke
(v) P's being in pain = P's Y =irg
for some P; and easier in turn then to establish that
(vi) being in pain = y-ing
But if the 1dentity of attridule-instances i1s made to depend upon the
identity of atiributes themselves, then the order of difficulty is reversged.
We muat insist in other words that
(vii) Ton's being in pain = Tonm's ' wing
does pot entail thet
(vi) veing in pain = \’l/—m{;

on the grounds that, if it did, then the truth of

(viii) Fred's boing in pain = Fred's § ~ing

(whero { «ing 1s different from \ilf-ing) would entail that
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(ix) being in pain = { ~ing

which would conflict with (vi). This shows that conditions (1) and (i1)
above are not necessary for the identity of A's feing with B's L]/ ~inz.

An edditlonal difficulty is that 4t makes meny events which are pree
swizbly identical into distinct ccourrcnces. Presunably Caesar's death is
the same event as Coesar's sssassination; bdbut thesce can only be the same
event, by Kim's standard, if and only if Caesar = Caesar and dying = being
assassinated. But clearly the latter statement is identity 4s false.

Counter-ezamples can be multiplied with ease. On the assumption that
Caesar died at noon, end given that Caesar died only once, it would be
surprising if "Caesar died" and"Ceesar died at noon™ did not descride the
pame event. But this s only possible on Kim's analysis if, apart from it
ﬁe:Lng true that Caesar = Caesar, it is also trues that dying = dying 2t noon.
Since this cannot be tize case, either the two quoted sentences must describe
different events (counter-intuiti#ely) or elsa Kim's analysis must be wronge.

Evidently there ere grava difficulties in devising identity-conditions
for attribute-instances. The trouble is, I belleve, that the whole termin=
ology of ettributes and attribute-instances is a mistake., It leads us to
expact that attribiine and attridute-instances are related in a certain way,
and yet when we come to examine the ratter we find that they are not. DBut
there does fortunately exist a way in which this philoszophy of attributes
can be corrected.

Nagelts terminology of ettributes and stiribute~instences introduces
an jnterpretation of the gerundive noun. VWhereas those who have the con=
viction that events are ublquitous, on the other hand, would be inclined to
say that a phrase of the form "John's noticing that the ship was sinking®
epecified ean instance of an event-atiribute, or alternatively a particular
event, Either of these interpretative views would be simply as good as



141

each other, or as any, in the sbsence of any positive clues as to how these
nouns do in fact operate; but there ere positive clues, which both Nagel
and the evente-theorists seem to have over-looked. These lead to a quite
different view of the role of the gerund.

In the first plece, we have the clue unearthod by Chomslkzy that gerundive
pouns have an internal structure which is strikingly different from that of
the possesesive moun (elthough their superficisl appesrance is the seme);
and secondly, there is a certain amount of evidence that the correct intere

rretation of the gerund is factive, Cerundive phrases like

John's being in pain
John's belleving that p
John's wanting Q

can, vhen in subject position, be freely interchanged with the correspond-
ing phrases

that John i3 in pain
that John believes that p

that John wan..
vhich in turn can bo freely interchanged with the correSpbnding phrases
the fact that John is in pain

the fact that John believes that p

the fact that Jolm Vw&nts Q28

Footnote 23 printed overleaf



It 15 not &n objection to this view that
(41) His singing was annoying

con be sald to have a different meaning and e quite differcnt set of truthe

conditions, from
(42) The fact thet he sang was annoying

For what we have as the subject term of (41) is a phrase which is in fact
embiguous: it can either be the gerund from "He sang”, in which case (41)
end (42) do share their meanings snd trutheconditions, or else it can be
the mixed nominal from "He sang®, in which case it refers to something like
... & process or activity, so that (41) records something equivalent to

(43) His sctual singing WAS annoyingz9

Footnote 23 brousht forward from page 141

But this interchange cannot take place where the phrases occur as
- grammatical objects, as in

He oe0e that p
and He seee the fact that p

Here there is non=equivalence when ",..." is filled by gexplaoined, gaid,
t!"(’)“%"ht y etc.

But it is & distinctive and revezling mark of the gerundive nominal
that its sentence=forning complement can always be prefized to the
pentence from which the nominal is derived, with the introduction of
a "that"., Thus:

(1) John's riding his bicycle bothered her

{(i1) It bothered her that John rode his bleycle
(14i) His working out the problem astonished us

(iv) It astonished us that he worked out the problen

ete. Cf. Bruce Fraser: Soms RMormarls on the Actionetominalisation in
Enrlish (in Jacobs and Rosenbaun pp. G4£f)

29. Distinct of course from (1) His actually singing vas amnoying
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It is only (41) in this second sense thet malkes it dlstinct from (42):

but the ambizuity in phrases like "Iis f=ing" iz only to be expected where
the main verb of the sentence has no grammatical object, for it is the
relation of the gramu:tieal object to the subject which standardly enables
us to distinguish the mixed nominal from the gerund. In examples in which
the goermundive and mixeci forms do diverge, as in

(44) @is singing the song
(45) His singing of the song
which both‘of course come from
(46) He sings the song

it 18 clear that factively understood adjectives do attach to the guruand,
but not to the mized mominal. Further examples of adjectives normally
used in a factive sense are "pleasing", "amnoyling", "surprising",
" "predictable™, "strange"; vwhile further ezamples ¢of adjoctives normally
understood in a nou~Jactive senso are "rapid®, "sudcien“,‘ and "perceptive”,
An additional mrael of evidence for the view that gorunds refer to
facta _is that in those cases in which the grammatical diétinction between
gerund, derived and mirxed nominsl iz clear (f.e. where ambiguity doesn't
arise), the sentence-forming complements attachsble to nmominals gther
than gerunds aré guite clearly of a sort which, from their meaning, are
true of entities other than facts. We cannot predicate of the two nouns. .

(47) John's refusal of the offer
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(43) John's refusing to the offer

a conrlenent having a factive meaning. To take two instances only, we

naturally sey things 1ike
(49) John's refusal of the offer was the second of the day
(5C) John's refusing of the offer was a tedious PTOCEES

So 4t is not true eimply that gerunds do take factive predicates; it 1s

also true that nomlnals other than gerunds pply take predicates of a none

factive kind, or which have a non-factive interpretation.3o

%0+ The ercuments for the non-existence of mental events can bs extended
without difficulty to answer the question of whether mental entities
- of other catezories exist. I shall now driefly indicate bow this
ias done for the catepory of mental stateszs. Centences which are
elleged to deseribe mentel states are of the following sort, proposie -
tional and non~propositional, respectively:

(i} John believes that epring is already here
{11) Tom wants his tea

for which the gerundives respectively are

(4i1) .ohn's belleving that spring is already here.
(iv) Ton's wantinz his tea

Again, 1% scoms right to interpret these nominals as factereferring
norinnls, approrrinte, &s before, to complementation by such
rredicates as gstounded us, surprised his brother, and the like,

vhich cen be construed ss sentence-modifiers and prefized accordingly.
The mixed nominels for the sentences (1) and (ﬁ.) however, a.re clee.rly
not ac(‘e%abla (*John! 1ovins t s

bere, *

(v) John's belief that spring is slready here
(vi)*Ton's wens (of?) his tea

we have, in (v), a noun which specifies only the content of what Johm
believed; and in (vi)* merely 2 nonsense-phrase.
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o 1% mey woll be tho casa that the unensun«like structure of
cerundive nouca i3 sctuslly connected with thelr factive zenze; for
thore is more thanz a hint of cumplementarity beotueen the 12es thet rerunds
sre uplike nowns, on ihe ons hand, and the idea thet facts are unlike thines,
on the other. {4 fact, efter 2ll, can be minizally descrided sa what a
seatence, wien used to make a true staterent, is used to stote). Dub vhere
dues this leavs the efforts of Tepel *sm.d the event-theoristes to consiruct
an i&entity theory of the mental with the physical?
o It leaves thens In & very peculiar position. If gerundive nouna can
only be uged to specify facts, and if focts ere rmerely vhat true stefenonts
state, then by nominalising a sonltence to ohtadn a gerundive noun in Rugel's
étyle wa achieve nothing more than & way of saying, ot besnt, such things
a3 ths foliawmg:. Cvery sental fact is 1denticel with a physlcal fact;
ory eome montal facts ocr~ 1dentical with physicsl facts; or: no mentel
facts a.ré 1dentical w:ith vhysicel facta, ond a5 forth. A phywicslist can
gay such thinen if ho chooses to.  Zut in doing so, he will only be saying,
15 a roundahout but nona the loss pormisseble way, that t:m; rental
sond

arcos and true physical gontengos, talien in thelr epprorriastoe pairs,

besr a certain kisd of (prosumadbly strong) relationship to each other. As

- -
Dennett recormises, 1 4rm madnd of fdamdiba dhaqme wanld dhon Ba cihe

stentdally oot

73 suwmnarise this armment: thore i3 1ittle grasmatisal evidence for
suppocing that there 4s such an ontolozical eatesory as the catesory of
zontz) eventz. The favourdie wnys of trying to specify events involve
tha wee of the permcilive noun, but 4t scess that the only things which
these can be uzed to specify are facis. Allowing that there are mentel

facts while sucresting that there ars no mental eventes i3 not, it nuast de

‘31. Content and Consclousaess, footnote to p. 17.
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emphanised, merely a matter of returning with one hand what was taken away
with the other; because facts canmmot be events, and nor can particuiar
events ba facts (althoush it may of course be a fact that & particular
event ocourred). If the arguments here erpounded ere corvect, then the
conclusion muet be that a physicalist who hankers after en identity theory
has no ontion but to turn his attention to mental facts, or, if he. choosea,
to true mental sentences., - These eeen to be the only two coherent altere
natlves he has; althoush he will do well to remember that the completely
ubiquitous comnection between the sentence and the gerundive noun in

English shows that, hetween tham, there is nothing to choose,
4. ACTION3 AND CAUSES AGAIN: SCME REMARKS OF THIIR GRAMUAR

Finally I eappend some coneiderations of a /similar sort sbout actlons
and causes. The quasﬂon to which I shall address myself ia whether there
arg actions, in any sense other than that which is implied by the existence
of gentencaes of action. In fact ry aim will be to express doudbts as to
whother there ere. OSome of the considerations relevant to this question
have been aired in previous sections, 80 rather than involve ruself in
repetition, I shall nroceed at once tq discuass vhat seena to5 me to bo one
erucial question, which can be expressed like t}xis: does 1t follow froa
what is called the causzal analysls of actions either that actions are events,
or that there are such things as sctions? To probe this problen we
naturally need to satisfy curselves of the plausibility of the causal
analysis of actions, and having done that, we need to sece what its
Mplimtibns are.

¥hat I mean by the causal enalysis of actions can be best expressed by
saying that actionw-verbs are causal verbs, or, roughly spealking, that verbs

of actlion can be analysed gremmatically as having the form cpuse £, where 3
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is a sontence or sentence~like element. A causal pralyszis of actions has
been implicitly expressed in the philosophical literature (notebly by
Davidaan)na as saying that for every_action except a basic action, we

can consider it as»aonething vhich causes go-ond-so to happen,

This doctrine /ses hand in hand with a certain view of the identity
of actione. In order to see this, consider the following cese.  Cuppose
that there is a physical event dencribable as the movement of my rirht arm
in & dowvmwards direction (at & certain time); and'that in the situstion
there sre various other sentences which could be glven In answer to the

qugstion "vhat did Tayloy do?". Eere ere Just a few:

| Dl. He pressed the plunger dowm
D2, He caused the bridre to Slow up
D3. Ee intentionglly caused the bridse to blow wp
D4, He blew up fhe bridse
D5, He eprzined his wrist
D6. He damaged the ?lunger mechanisn (by pressing too hard)

D7. He Xllled the sentry %ho was on duty on the bridge

Vith the exception “ar the moment of D3, we cen suppose that each of these
sentences dezcribes or reports somethirs that khappened. Davidson, I think,
would aseert that each sentence describes tha same event; the eveant
epecified, perhaps, by "my right ara's moving downwards®, He would also
escert that what pokes these descriptions descriptions of an event which

is an action, is the presence in the liat of the description D3., for
eccording to him an event is an ection when it has a description in terms

of ths agentts intentiocn.

3la. D. Davidsont Agency
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But it nicht appear thet the way in which causality enteis this action-
cituation in fact contradicts the view which says that 8ll the Desentences
" gpecify tho zane event. Tor instance, it misht be seid that Dl. and D4.
rust apply to, or repurt different events, on the grounds that (1) pmésing
the plunger down oc.ipies a differont time-span from blowing up the bridge,
and that (i1) pressing the plunger down gousng the bridge to blow up, and
must therefore be recarded as a different event from it.

But this conclusion is avoideble. Ve can avoid saying that Dl. and
D4. describe different events, while at the same time agreelng with facts
(1) end (i1). The confusion which would tempt someone to conclude that
they wore different events lies in thinking that the bridge's blowing up
15' the sane event as his blowing up the bridge. Bul the supporter of the
causal anaiysis can reply that the bridge's blowing up is an event vhich
has sormething he aid (pressing the plunger) &s its cause, while this is not
trus of his blowing up the bridze. Iis blowing up the bridge is an action
of kly, and is analysable by saying that something he did caused the bridge
to blow up; but it i3 ob. iously false that his blowing up fhe bridge can
be anslysed in terms of something he d1d causing his biowing up the bridge =
for this would involve one of his actions causing enother. 5o when we
| say that he blew uy the bridge, at least sccording to the theory, we mention
~ something he did, but we do &0 in a way which has reference to an effect
of some more basic action of his (in this case: bhis pre:ﬁsing the plunger);
vhich 1g to say that in deseriding him as having blown up the bridge we
deseride his pressing the plunger down in t_erms of something It cauzed =
~ the btridze's blowing up., Although his pressing the plunger down and the
bridgets blowing up occupy different time spans, his pressing the plunger
dovn &nd his blowing up the bridge do not. And, consistently with this
‘analys".is, s,lthou;jh his pressing the plunger down causes the dridgets

blowing up, it does not cause his blowing uwp the bridge. To descridve en
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#otion in terma of its effects is not, on this view, t2 deszcrive other
actlonc a3z well, but simply to descride the”same event = the event which
was his action = in different ways.

This 1s how the causal enalysls of action can be exnounded as part
and parcel of a certain view ebout the identity of actions., In the contéxt
of this analysis, actions are named by phrases liké "his blowing up the
bridge™, "his pressing the plunger dowm", énd it is esugeested that the
relation between thé thinge vhich these &anéripticna rane end the things
which descriptions like "the bridse's blowings up™ name con be one of evente
causality.

Cf course, if we accept that his blowins up the bridge can be analysed
in terms of his doinz something which caused the bridge to tlow up, then
ve are forced to concider, in the same way, whether the comething he did
can be analysed in torms of a moré basic action still, which, when described
in terms of its effect, is his doing that something. The possibility of
8 regress to ever more basic sctlons sand ever more Yasic descrintions seems
to offer itself hersas But we deed not conclude that the regreés goes on
for ever, for we can aslways point to something en agent did vhich is not
such that he did it by doirg something else, and this we esmn c¢all the sction
which is most bacic to the eituation - perhaps it is sn action of moving
one's limbs in e certain way. (As Davidcon's radicel sucsestion does:

®esee our nrimitive actione, the ones we do not ds by

doing something else, mere movements of the body = these

ere &1l the actions there are, Ve never do more than

move our bodies: the rest is up to nature" 32)
whether this view of basic actions is correct I do not know., For the
monenf. however, the point is this: that just because some actions

consist in doing something more basic which has an intended effect, we

32 Davidson: Arsncys pe 22
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need not conclude that basic actions are analysable in tho aame’way.
Whether thore have causes, szy in terme of nental antecedents, 4s a
separate quostion.

So what I have been reforring to as the causcl theory of actions =
the theory that all actions except basic actions ere analysable in terms of
deeds which caused sonmething, does not sugrest a proliferation of différent
actions for every single thing the arent does, but vany different descrip—
tions of the same action (descriptions which mention different effects of
the single thing the agent did); not a different action for each descrip-
tion. It would also be denled that an event like my putting poison in
his drink lasts a different length of time 4~ en event like my killing him,
in a situation in wvhich I kill him by putting poison in his drink. For
suppooe thé polson tskes a long time to do it's work. Thea vhen I've
finiched putting the goison in his dri-%, the theory would say that I've
finished killing him = even though he does not actually die until later.
The temptation to say that I haven't finished killinz him even though the
poison has been put in his drink arises, I suspect, becauserthere can be
no certainty in such a situation that the effect of the polson's having
been put in his glass wil) actually come sbout as plammed.  Until he
actually dies, the possibility remains that he will vomit the ligquid up and
survive. But such an example only shows that wa cannot deacribe an action

in terms of its effects until the effocts netually core sbout = and not

that thers sre two sctions. So the theory would esy.

The theory therefore is that an action-sentence is analysed as one
wvhich is equivaient to one which contains two verbs, and the word "cause".
Bﬁt it 4ig important to bear in mind at this noint that the causal analysis
is not ontologicel so rmch as grarmaticel. The causal analysis by itself
does not imply either that there are aections, or that therc are none, since

it only gives the grarmatical form which sentences of action heve. Such an



151

eralysis is not wholly drrelevent to the ontology of ection, however, as my
gubgequent remeris will show,
Suppert for the grammetical caucal aralysis of action-verbs can be

found in Lakoffts The Yotvre of Svminctic Irrggglarggx}33 Lakoff's proposal

was that the derivailon of (51) could Lo represented as (53), via the intere

rediete forn (52) = (here I leave out conaiderziions of tense)
(51) John opened the door

(52) John cauced (tie door open)

(53) John caused (the door be open)

The sentencs "the &oa: be opea” of (53) combines with en sbstract elerent
Inchostive to form the verb of change "open” which sppears in (52); and
vhich in its turm copbines with an ebstract element Causatlve to form the
tronsitive verdb of causation "open® which appears in the sufface forn (51).
This enalysis of transitive "verbs of causation™ ia ellegedly supported

by the ambisudty of senteﬁces vhere & verb of causation is forued from en

adjective capzble ¢ either comparztive or pocitive desree, e.g.
(542) Jomn hardened the metal

which, meaning either "John made the metal hsrd" or "John made the metal
harder”, is seld to be derived from (56), via the intermediate fora (55)

3, Lakoff: The Eature of Swvntoetic Yrremile=ity, In MNothemetleal
Lirnemietins ond Automatic Tranclstion. Report no. NOk=16, Computation
Laboretory of Earvord University, 1965.




(55) John coused (the metal harden)

(56) John caused (the metal be hard(er))

vhere the exbiruity of (54) is adequately explained in tarma.of the undere
lying forn (96) vhih uses the contained sentence to represent the two
alternativo readinca.34
A controversinl feature of Laknff;s propoaa135 is the syntoetical
&erivation of words from phrases, in contrast to fiﬁding their synonyzs in

the lexicon. The ganerel fora of this lexicanization transformation is,

eccording to Lakoff's ides,

34« Support for Lakoff's anslysis is also supposed to derive from the
occurrence of "pro=-forms® such as the "do-so" construction, or the
ordinary rrammaticsl prronouns, in sentences like

(1) John hordened the metal but it surprised us that it
would do_go

(11) John opened the door but it took him a long time to
bring 1%t about

vhere the "do=s0" phrase refers to the metal's becoaing herd, and
vhere the last prono:n of (414) refers to the door's beconing open.
Ly oun attitude to such "pro-form" erguveants is that they ought to
be hondled with greet care (Cf. my previous section); 4t is not
at 811 certain that all occurrences of a pro-form refer to materisl
conteined in the sentence in which they occur. If

(431) John arried Nary althoush it surprised us that she
vent through with it
(4v)? John married Kary thouch it surprised us that she
aiq it.
(v)? John resembled Hery but it surprised us thnt she

are all granmatical,which is doubtful, it seeus mce plsusible to

explain the reference of the final rronouns &s a reference to an

inplied sentence; in these cases the symetrical sentence "Fary

merrisd John". Sentences like (1) and (4i), in other worls, nsy

owe thelr apparent grammaticality to e reference to an implied

gentence: "the metal becare hard(er)" and "the door becanme opsn"
recpectively. A theory which actually represented all the im=
rlications of a sentence in its deep analysis would make the ergurent
from pro=forus more acceptable &3 a2 genersl strategy - but so fer as

I know nost of the current generative theories of syntax £ail to do this.

%5+ Criticised e.g. by Fodor: [Three Neasons for not Nerivins #¥411* fron
CMoause to Die® Lingulstic Inquiry, I, 1970.
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"Cause to vIntr“ —_ "VTr“

Perhaps Lakoff's analysis can be brousht more directly into line with the
Davidsonian analysis of action-sentences if we represent (51) as derived

from (353) via (57):

(57) John a4d something vhich caused (the door open).
(55) Joha did something which caused (the door be opea)
and if ve represent lexicslization as pefmittiﬁg not

Mgz ny "
rwause to VIntr“_—) VTr

but

; irne wh a11a L n L
"Jo something vhich causes to VIntr —> vTr
I do not intend to go into the merits and de-merits of this revised
wording of the lexicalization transforuation. Cf greater interest is to
notice a certain difficulty asbout verv-modification. Tor whsther we

phrase the analysls of D.4. e blew vn the brid=- as

(5%a) He caused the bridge to blow up
or

(50t) Ie did something which caused the bridge to blow up

a difficult problem will arise as to how to transfer any modification
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which might attach to the single verb in D.4. VWhich verb does it attach
to in the underlying sontence? Or, to pose the converse guestion: when
the two verbs of the underlying sentence are both modified, one by one

nodifier and ons by enother, how are they both accommodated by the single

verd in the annlysandun sentence? To make the point specific, considor
(60) Peter blew up the bridse on Sundey
Does this have the structura

(61) Preter did something on Sunday which ceussd tha bridgse to blow up
(on Honday?)

or the structure

(62) Peter did something (on Saturday?) which caused the bridge to blow
up on Swnday T

A somevwhat similar argument, put forward by F‘avdor,36 is to the effect
that the Davidson=Lakoff proposal would result in some underlying forms

having nonsensical surface forms. Fodor cites the cass of

(63) Floyd caused it by Adv

The glasa melt on Sunday Floyd heat the glass on Saturday

or in other words
(64) Floyd caused the (zlass to melt on Sunday) by (heating it on Saturday)

vhich would, on application of the "Cause to VIn’c r{‘-_ ——~>"VTr“ rule, prodace

36« Fodor, op. Citop Da 43%
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(65)¢ Floyd melted the glass on Sunday by heating it on Saturday

These are difficult problems. The only conclusion to draw is that they
must be given solutions before the ccusal snslysis can expsct to find
acceptance. : P

Having expounded the main aspects of the causal analysis of actions in
the grammatical szense, we must now go on to deal with the ontological ques-
tion of whether there are actions in some sense other than that implied by
the existence of action-sentences themselvea, Let me quickly summarise
wvhere we have got to so far; The grommatical snglysis saya that an action=
sentence typically contains a cgusal verb; 1t can be grammatically analysed

roughly sccording to this'échema:
Schema 1. A V-s 0O ——-?>.A[+Cause][s ov ]s

thus John grows tomatoes—>John [+Cause][sTomatoes grow]B

The grammatical analysis is designed to reveal the fact that action-verbs
are typically (but not always) of the causative type. This only suggests
that one action-sentence may be construed, from its context, as a sentence
about en sction which caused an event, and this sgain, perhaps, for the
same reasons, 8s a sentence sbout a more basic action which caused an event
vhich caused it. On one theory, basic actions are movements of the body
(as Davidson puts it: "Al11 I ever do is move my body; the rest is up to
nature"”). DBut this causal analysis of action-sentences in terms of the
events wvhich more basic actions cause does not remove the need for a
logical analysis of action-sentences geonerally. VWhether we sre treating
of "John blew up the bridse" or "John did something which caused the bricdge
to blow up", we stiil have a sentence sbout John's actions, and one which

stands just as much in reed of ontologicel eanalyeis as the original.
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- By spalogy with what I said in the last section, it seoms to me in
thls case, that if there are actions, in a sense over and ebove that
implied by saying that there are sentences of action, ‘it must be possible
to find pominals to nane or refer to them in speechs There are only
actions in the strict sense if we can frame statements which assert that
one action is different from another, or that one action iz the same as
enother; and either of these types of statement, 1t seems, require o
noun=-phrases of a type sulteble to pick actions oute Tho roun-phrases
standardly used to nominate actions are of grammstically gerundive type,
i.0. phraces like "his blowing up the bridge®, "his pressing the plunger”,

- etc. Dub if this is the gonly way to nominate actions directly, we sghall
again have to question, in view of (&) the close relation between the
gerund and the sentence, (b) the peculiar internal structure of the gerund
and its factive sense (see last section), whether the gerundive construction
really does provide a\way of referring to actions, &z thecaussl analysis
ceeng 1o pre-=supposo. \

vhat other types of nominal might do the trick? Ve have at our
disposal, to repeat, at least three grammatical types of nominal expression:
the gorund, the derived, and the mized. VWith a senteounce like

John refusced the offer
these are respectively

John's refusing the offer

John's refusal of the offer

John's refusing of the offer

Kow Chomsky has made an observation concerning the derivation of derived
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noninals which 1s extremely relevant to the ontological analysis of event
and action~sentences. EKis observation 133 7 that vhere a verb is a2 causal
verdb, thoere 13 no derived nominal. The sentence

(66) John grows tomatoes

containg a causal verb, at least according to the view which givea its
graumatical analysis as

John [+Cause][  tho tomatoes grow]

but we find that only the gerundive and mixed, but not the derived nominal,

can be forheds

(67) John's growing éf tomatoes ‘(gemdive)
(63*) John's growth (of?) tomatoes (derived)
(69) Johx;‘s groving of tomatoes (nixed)

It is of interest to see intuiiiely how generally this failure occurs.

It occurs for the sentence
(70) John blew up the bridge

vhere the verb is also allegedly causal, for the three nominals in this case
would bes

37« See Remerks on Nominalisation, ppe. 192-3.
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(71) John's blowing up the bridge (gerundive)
(72#) John's blow up of the bridge (derdved)
(73) John's blowirg up of the bridge  (mixed)

&nd 1t occurs, perhaps more significantly, for the explicitly causal

sentence

(74) Jobn caused the death of Herbert

for here fe have

(75) John's causing f;ha death of Herbert (gerundive)
(76*) John's cause of the desth of Herbert (3erived)
(77?) John's causing of the death of Herbert (mixed)

Without fathoming the complexities of the dsrivation of these sentences,
the hypothesis secms worth entertaining that where we do have & causal
verb, wa camnot form a derived nominal. ‘

Carlota Suith’C invites us to reconsider this hypothesis, for she
thinks that counter-examples can be found. Her sugpgestion is that many
causel verbs (e.z. "convert", "accelerate”, "expand", "conclude" "alter”,
npotate”, "terminate", "submerge”, "sscassinate") have derived nominsls
Just like "refuse" does. To take two examplesy; for the case of

%3. Carlota Smith: 0 : :
Linguistic Irngquiry, I, April. 1972: pp- 136-13“
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(73) John accelerated the car

we have

(79) Jom's accelerating the car (genmdive)v

(807) John's acceleration of the car | (derived)

(81) - John's acceleiating of the car  (mixzed)

snd for

(82) Johﬁ expanded the metal

we have

(83) John's expanding the metal (gorundive)

(847) Jolm's expansion of the metal (derived)

(85) John's expanding of the metal  (mixed)

and s0 on. Swmith's hypothesis 1s that causativ> verbs which take a
noninalizing suffix of Latin origin ("=-tion", "-al®, "-ment”) do have a
derived nominal, while other verbs (e.g. "change", "tura", "stop", "kill®
"raize”, "end") do not. Phrases such s (80) and (34) ere scceptable in

her view, while phrases like

(s€*) Jonn'e stop of the car (derived)
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(87*) John's end of the meeting - (derived)

ere not. But this is barely coavincing. I seriously doudt whother many
people would unhesitatingly accept (30?) or (84?); and quite apart from
this intultive matter, it is hard to explain why the presence of Latine
based nominslising suffixes should make any difference. I think therefore
that we can accept Chomsly's susgestion that derived nominals camnot be
formed from causative verbs.

Yow mirxed nominals for causative verbs, although they form in a quite
reguler vay, almost certainly nave processes, and (again from an intuitive
point of view) not actions at all. This leaves us with the gerund., But
if all we ere left with by way of a referring phrase for actions is the
gerund, thén conclusions similar to those derived for the case of mental
events have to be accepted. The nature of action, that is to say, lies
in the nature of facts. There are no actions in a strictly ontological
sense, but only fact-reporting nominals and the sentences which are transe
formationally related to them. |



Chapter IV: Prospects for an Identity Theory
1. Introduction
2. The Truth=-Value of Physicalism
3« The Mental and the Physical

Appendix: ITdentification and Explication
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l. IXTRODUCTION

In this last chepter I chlefly want to accomplish two things; the
firet of which 1s to finally sssess whether or not there is a version of
physicaliem which is likely to be true, and the second of which is to
discharge the obligation I described near the beginning of Chapter I to
accurately describe how the mental is distinguished from the physical.

The resulta of these projects turn out to be inter-dependent, in the sense
that what I shall suggest to be the most accurate description of the mentale
physical distinction goes part of the way towards explaining why esome forms
of physicalism ere necessarily false while others sre not. These two
projects occupy sections 2 and 3 of the present chapter respectively.

I sb.ill argue that physicalism does have a certain formulation which,
in all likelihood, makes it true. I shall approach my discussion of this
topic via a brief summary of the main arguments and conclusions of the
essay 8o far., In Chapter I (seétions 4 and 5) it was explained that
physicalistic hypotheses taken as a group could be divided into reductive
hypotheses on the one side, and non-reductive hypotheses on the other.

The difference between these was a difference of generality contained in
their statement; identifying a mental property with a physical property
or identifying a person's having a mental property with a person's having
a physical property are reductive identifications which require bridge

laws to establish them, while identifying mental "particulars”, taken one
at a time, with physical "particulars" taken one at a time, would be a
non-reductive hypothesis, and ipso facto one which requires no bridge laws
and which has no scientific confirmation or falsification. Since there is
no generality at this non-reductive level, there is no posaibility that
counter-examples to such a hypothesis could be discovered by science.

Now as far as the meanings of these hypotheses ere concerned, the -
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most important contention advanced in the intervening discussion is that
phrases having the forms "A's f~ing" or "A's f~ing at T", which find their
place in identity theories at the Time-Specifiec Level and the Person-
Specific Level respectively, are most probably only suitable for the
specification of facts. The argumentation which led to this conclusion
was as follows.

We saw that in order to avoid the difficulties surrounding the spatial
location of things like thoughts, beliefs, pains, after-images and sensa=
tiona, Nagel proposed that things like a particular person's having a
thought, a particular person's having a sensation or being in a state of
belief etc., should be what any plausible identity theory of the mental
should analyse in physical terms; and he called things of this sort
"instances of attributes". I explained in the last chapter how it was
possible to regard "instances of attributes" : like John's believing that
Py Fred's desiring th;at ¢, and so on, &s instances of mental states, =
for nothing more substantial is involved here than a change of terminology.
And I also explained how things like John's noticing that p, Fred's
remembering that q, and so on, might accordingly be regarded as particular
mental events = or, to use the "attribute" terminology, instances of
mental event-attributeas. I suggested that the general idea behind Nagel's
proposal was one which we should accept. But having accepted it, we had -
to face the problem of Bﬁelling out the conditions under which attribute-
instances are the same and yrhen distinct.‘ When we tried fo answer this
question, wé found that the most obvious answers fail; é.nd I tried to

of the puzzlement which surrounds this problem can

explain how gome’ =
be traced to the peculiar internal structure of the gerundive nouns which, |
again to use Nagel's terminology, we get from filling the variable-place
of an attribute-specification and nominalising.

The question which we had to ask ourselves at that stage, was this:
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if a philosopher were to propose an identity theory of the mental, on
either the Time-Cpecific Level or the Person=Specific Level (described in
Chapter I), then what would his 1dentity-ctatements be saying, if they con=
sisted ofgerundive nouns flanking the *=' sim of identity? Or in other
words, what do nouns of this sort typically designate? Or in other words
ezain: what pgoneral category of objects is there, which contain the items
which the nouns of these identity statements designate?

The fact that standards of identity for the sowcalled attribute=
instances could not be found, and the manner in which these failu:es Pre=
sonted themselves, lead us to question whether there were any such things
as attribute-instances at all. I concluded that there were not, and that
gerundive nouns should, by contrast, dbe interpreted factively. Not only
414 this conclusion seem to be suggested by the grammatical evidence, but
it slso provided an explanation of vhy the "atiribute-instance®™ interprete=
tion of those phrases ilead t§ g0 much difficulty in the first place.

The corresponding problem about the identity~-conditions for facts is,
a3 is usual with such questions, nol without it's vdifficulties. But
gerunds are tied in a certain sirict way to eentencest every English
gontence converts by a standard transformation to a gerundive noun, and
every gerundive noun converts, by the same transformation in reverse, to a

sentence.l It would be counter-intuitive, I think, to suzgest that gerund A

1. This theory that gerunds can be put in one-to=one correspondence with
sentences actuslly requires a small = but not serious = amendment.
This is due to the fact that gerunds, unlike sentences, are without
tense; the sentences

P was about to go
- P is about to go ' v
for instance, both transform to give a single gerund:
P's being about to go
But we can elways extract the tense of a sentence and nominalise the

(Footnote continued overleaf)
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nemes the same fact as gerund B 1f and only if the true sentence to which
gerund A is transformationally related is the sanme true sentence as that

to which gerund B 4s transformationally related. Perhaps a better sugpes-
tion is this: gerund A names the eame fact as gerund B if and only if the
true sontence to which gerund A is transformationally related gan be used
to make the sanme stntement as the true sentence to which gerund B is transe

formationally related.

It is difficult to decide, however, whether this is the best answer.
But vhatever the answer, the hypothesis that gerunds must be factively
interpreted remains, 411 in all then, and to summarise the interpretations
put on physicaliem at each of the three levels of gererality, we have the
following types of item to analyse in physical terms. On the Property
Level we h;ave mental properties like being in pain, noticing that p, etc.; |
on the Permn-s‘s‘peciﬁg level we have mental facts like John's belng in pain,
Joa's noticing that p, etc.j and on the Time-Specific lLevel we have mental
facts like John's noticing that p at T, Joe's being in pain gt time T*,
and 8o forth. We must now turn for the last time to the qﬁestion of
whether the doctrines of physicalism, at each of these levels, and underw
stood in these ways, might be true.

Footnote 1 brought forward from page 164
result as usual, so that the sentences
It was the case that P 13 sbout to go
It is the case that P ig sbout to go
- correspond respectively to the distinct gerunds:
Its having been the case that P ig about to go
Its being the casze that P ig sbout to go

" where underlined "is" is tonseless. With this amendment gerunds
and sentences can be matched one~to-one without exception.
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2. THE TRUTH~VALUZ CF PHY3ICALISH

is far as the truth-value of these doctrines is concerned, the con-

clusions we have arrived at so far can be sunmarised es follows:

- First, that a reduction at the Property Level of mental properties
to behavioural properties 1s ruled out on empirical grounds (see Chapter I,
section 3). Second, that a reduction of the mental to the behavioural at
the Person-Specific level is also ruled out on empirical grounds (see
Chapter I, section 3); and third, that a reduction at the Property-Level
of mental properties to cersbral properties is, as Putnam observed, ruled
out on empirical grounds provided that the cerebral properiies themselves
are given & detailed encugh kind of physicom=chemical description.

This ‘leaves various poasibilitics to be considered. The first is
whether a reduction of the mental to the cerebral at the Property Level is
possible under certah; less detalled descriptions of the cerebral side of
the eqwstion‘; or alternatively, whether there exists soue type of cerebral
description which would melke a reduction at the Personw Specific Level
possidble. It will be remembered that Puinam rejected both of these
possibilities, on the empirical grounds that two psychologically identicsl
organisus could have braing composed of dlfferent types of material, and
also that the same organism could be in a psychologically similar condition
on two occasions in his life history although the materisl “hardwore® of
‘his brain might, between these occasions, have changed. In the section of
Chapter II in which I first discusced this matter, I expressed agreement
with Putnax on these facts, while sugresting that further arpumentation
might reveal a level of physical dosceription which would anull such
differences and provida & sense in which the psyeholovically identical
¢ould be the physically identical, either at the Property Level or at tbe

Person-Cpecific Lovel,
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I shall ecbark on this arpgumentation shortly. Before doing 80, how-
ever, I nust say something of another possibility that remains to be
considereds This 1s the possibility of a non-reductive theory at the
Tinme=Specific levele Vhen explaining the details of this level in Chapter
I, I emphasised that no bridge law or nomological statement could be
- advanced in direct support of such a theory. that 4t wazs open to falsificae
tion in the way an ordinery scientific hypothesis was, and that for these
reasons 1t was best regarded es a philosophical or metaphysical view.
Indeed this is just what is meant by saying that a theory on the Time-
Specific Level 1s non=reductive.

It has been customary in recent years to suppose that a physicalistic
theory on this Time-Specific Level would concern either the connection
between méntal events and physical events, or the connection between mentsl
states and physlcal states. MMy suggestion hz3 been that mental facts and
physical facts form tl‘ne subject-matter cf such a theory; the questions now
therefore are two-fold: the first concerns the general conditions under
which a mental fact like John's noticing that p at T would be identical
 with a physical fact like John's f-ing at T, vhere "feing" is some cerebral
term; and the second concerns whether these conditions are such as to
make this identity imposaible.

- Now this is not an casy question; nor is it one which has received
the benefits of philosophical exploration. Iy tentative remarks (in the
last section) as to the first quesfion were to the effect that gerund A
nanes the same fact as gerund B if and only if the true sentence to which
gorund A is transformationally related can be used to make the same state=

ment as the trus sentence to which gerund B is transformaticnally related.z

2. An alternative suggestion, which I reject, is that Fact A is identical
with Fact B if and only if they have the mame explananda and the same
explanantia, Or in symbols:

(Footnote 2 contimued overleaf)



Applied to the question of the mental and the physical, the problem can now
be illustrated by the following example. Suppose John does notice that p

at T, and suppose that John doezs P at T: are the two sentences
John notices that p at 7
John ff's at T

such that they can be used to make the same stateuent? _

This 1s a question typlcal of those upon whose answers the truth of
Thysicalism at the Time~Specific Level depends. Thore are two circum=
stances, as I sea it, in which the answer 40 this exemplifying question
vould be effirmative. The first, briefly, is this: if the speaker of
the first sentence intended the mental verb "zotices" to mean what the
physical verb "f'g" mésans, and if his sudience, on.that occasion of speech,
understood him to be intending this, then presunably we can say that the
first centence i2 being used to make a statoment of the some fact as that
" which the second sentence could be used to make. Or the situation could
'be reversed. The speaker of the second sentence could intend (etce, etce,)
that his physical word "g's" be taken by hia sudience in the same sense as
that in which the mental word "notices" is normally taken. But this would
be a trivial way of getting an affirmative enswer.

A pecond circunstance in which the answer would be affirumstive, and a

Footnote 2 dbroucht forwsrd from page 167

Fy

whero ?A is fact A, FB is Fact B, vhere "expl" reads "explains",
and where the quantifier ranges over facts., I reject this suggestion
on the grounds that whether or not a certain specified fact does

explain FA a9 well as FB ie something which itself is liable to

dopend upon whether F, is identical with Fyo  he suggestlon is, to
that extent, circular,

=Py <> (£)(£ expl F,<>f expl Fy % P, expl £<>TF, expl f)
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less trivial 'ona. 13 whiere there does exist some truth at a higher (and
reductive) level of gencrality, elther fo the effect that the mental
property of noticing that p is identical with the §hyaica1 property of f-ing;
or alse to the effect that John's noticing that p is identical with John's
f=inc.  Such truths have to be established by science a&nd not by philosophy.
But were thoy to have boen established, at the time T at which Jomm Soth
notices that p and f's, then we would have a situation in which a reductive
theory would support a non-reductive theory: truths established at a more
general would support a truth at the least general, 'I'i:ne-o"pecifig Level.

Thore 19 not spacoe in this essay to elaborate any further on these
brief remorks. I hope to have sugrested the direction in which the
truth=value of physicalien at the Timew3pecific level misht be soughts
we must now turn to inspect the matter at the other levels.

¥Ye want ultimately to consider whether for each mental property thore
richt be a physical p’:vopexfty 1denticel with it. Iut let us approach this
question by considering something woalker, viz. whethor for each mental
properiy-word there nisht be a cerebral property-word vwhich is co-oxtensive
with it.

In the case of belief, this amounts to coneidering whether every
particular belief p mizht be much that

A (x)(p)(=s)(x believea that p = x is in cerebral condition s)

If such a thing were true, it would mean, to take one instance, that the
property-word "Belleving that swans fly" would be co-extensive with the
property-word "being in cerebrnl condition I"; but not that believing
that swans fly is baing in cerebral condition S = for which a proper state-
ment of law would be required..

Con we meke intelligible to ourselves the situation in which proposi&ion
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4 would be true? The first thing to observe in this coanection is that
for the cass of a bellef which is so obviocus or fundamental that every
rinizally consclous person hes it, there is little doubt that thore does
exist a corebral condition which obtains in such a perzon when but only
when he has the bellef « perhaps the state simply described by saying that
the cortexz is active. Then it would be true, for this bolief, that vhoe
ever "P" named, the statements "P believes that p™ and "P's cortex is
active" are equilvaleat in truthevalue. - This is & situation which not
only can we laagine td obtain, but which, ia &1l likelihood, does obtain
for some bellefs of this fundamental or obvious kind., However it would
require a soclological or cross-cultural survey to make sure that everybody
in a state of minlmal consclousness did in fact have guch a fundamental
belief = fhe belief that day follows night might be 2 candidate,

' But beinz adle to imagine situations of tiis sort does not settls our
questions regurding p;ropositian A in general, This is because, in general,
beliefs are neither fundamental xior obvlous; and so some more refined
physical condition would have to be found for these, such that any
” orzanisn was in that refined condition when and only when (extensionally
gpeaking) he had one of these non-obvious beliefs. In the:case of the
bollef that tine 1s cyclical, for instance, our task ls to guesa as ¢o
whether there is some cerebral condition £, such that anyone happens {o
have that belief when and only whea ho is in that special cerebral condition.
In this situation it is no longer sufficieant to pick on & condition as loose

as havins en active cortez, since the belief, not being fundamental or

obvious, is not automaticslly held; many persons with fully active cortices
no doubt believe the opposite, and many more have no opinions on the
subject whatsoevers It seema clear that the physical condition found to
be aanociated with this belief would have to be specific in a hich degree;
and moreover, that a similar thing would have to apply to beliefsin general,
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80 that (with one small exception) each different belief-state would have
to be assoclated with a different corebral states  That this must be so
is easily scen from the following sizple arguments if the state of bellef
that p was found to be associated with the presence of cercbral condition
2. and If the state of belief that q was also found to be associated with
the presence of corebral conditlon g, then 4t would be impossidble for

enyone t0 bellieve p and not belleve q, since not only would the truth of
so~and~so believes p

have to be accompanied by the truth of
ao-axid-‘so isine

but the falsity of
so=and~s0 believes ¢

would have t0 be accompanied by the falschood of

g0 and 80 i3 in ¢

(this 13 what material equivalence means)s Dut this last fact wouwld of
course conflict with the fact that the person in question believed that p.
So in other words, it seeus that if proposition A is to be true, then it
mﬁst be true that each bellef-state happens to be present when and only
vhen a certailn cerebral state happens to be present, and in such a way that
variations in belief are closely attended by variation in cerebrzl condie-
tion. The reservation I ment;oned concerns pairs of beliefs, if any,
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which either .because of their‘ logical' equ.ivalenée or for sous other reason,
must be held or ebandoned toge’cher. In these éasea wa migfnt wigh to
reserve a distinction bétweén. thé beliefs (we count ‘t‘xer.a as two) while
only needing a single cerebral state to accompe.ny then both, g0 that in
' such cazes a giffereuce bemeen the beliefs would not be mirrorred by a
differsence between two cerebral conditions = as 1s true iu the gonersl casa.
To say all this is to minimally describe the situation which would
have to obtain fa order for proposal A to bo true. Iost Lmportantly,
perhaua, is the fact thaf fh.era neéd bo no coz.ﬁ‘lict‘ bvetween this ¥ind of
situation and Putnun's ob:servation that psycholodcally identical organisms
can have brains nade of different types of stuff. It 4a of vital
import.:mce to see how such a conflict can be nade to disappear. The
easential Apoint is that the cerebral conditions (or confipurations, we |
ulght call then) could be described, presunably, without any reference to
ihe actual kind of mé.’cerial in which they axﬁpearéd. zuixdr yet withoﬁt the
uze of mentsl or p*ychologi»al 1a.nguace. There are zsany ﬁays of éiving a
physical description of a wechanisa: one is in ter;:asr of the molecuiar
éomposition of the material out of which its pai'fs ére consfructed; one
is in terns of the sizes and sirengths of the component meckanical parts
of tho mochaniss; euother 1 in terms of how these parts fuaction fa
relation to one ano’cheﬂ perhaps another i3 in terms of the flow of the
“input" throu,jl the mechanisn, the manner in whioh it is processed by the
mechanisa before issuing in "output” (Freud's early h;ydrological nodel of
the psychical processes is perhaps an exanple), Given thesé diffez;ent
510\1&»-‘3 of phymcal description, 1t is not difficult to apprecmte that two
pechanims Which are dlssimilar when described in moleculer terms might
easlly be gimilar when doseribed in nechanical fems H that two mechanisms
vhich are dissimilar when described in mechanical terns rizht be sinilar
under a desc:éiption in functional terms;‘ and that two mechanisms which
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are kdis{aimilar under a functional description might be similar, conceivably,
under a "processing” description. Only under the extremely dubious asmumpe
tion that the only way of providing a physical description of e mechanism

iz in terms of the actual type of material of which it is composed does
Putnan's obsorvation entail that mental property-words could not be o=
extenslive with physical property-words.

¥e can surely envisagn the discovery of a pattern of cerebral orsanisg-
tion vhich was such that the matter of the brain happened to.become
differently confisured with the arrival or exit of a new belief or desire.
The hypothesis requires that for each mental change there is a phyeical
change « but not vice~versa: it also requires, as I have sugzrested, that
any pnrticular parcel or cerebral matter (any drain) is capable of assuning
&s many configurntions es there are mentences which can revort what that
particular subject believes, fezrs, etc. These need only be finite in
number, in spite of the fact that the numher of provositional-etiitude
sentences in the language i3 infinite, since any ormanism obviously has
no mors time in his life than for a finite number of attitudese Ve are
dealing with his performance at this point, we might say, rather than with
his conpetence.

In order to explain in a more detailed and unambi guous way what this
system of cerebral configurations would be like, it is instructive to cone
gider a more genecral hypothesis. The i1dea that there iz a systen of
cerebral éonfigurationa such that a different one cbtains when and only
vhen the arent is in a different particulsr mentel state seems, on the
faco of it, the ocame idea as that vhich says that the detalls of a persons
successive mental states are written in the materisl of his brain in such
; vay that‘ we could find out what a person's beliefs or memories were by
inspecting his cerebral matter directly. Now there is indeed one sense
in which thls equivaleézce obtains, But the 1dea that mental states have
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en internal reprocentation in the person's brailn or nervous system 1s one
wbich must be treated with the utmost care, for in fmct there are several
different forms which 1t can tale, each differing considerably in
creldidility from the others. It is for this reason that the least
plausible formulations of the "brain-writing" hypothesis musti bo carefully
stated and rejecteds Doing this will also serve to sharpen the detalls
of the particular version of the brain~-writing hypothesis which I want to
succest is probably correct.

One thorouchly implausible version of the notion that a persons mental
states have an internal representation has been advanced by J. Zenan, aad
expozed to Justified criticism at the honds of D. C. Dennett.> According
to Zeman, the brain contains & system of ™universal writing" which "says®
or e:«:hi‘aifs ezactly what the mental condition of the subject is, and
‘which ¥ill eventuzlly be laid open to inspection aad made "readsbdle™ by
the relevant sciences‘ of the brain. 3Bul as Denneii points out, the
postwlation of such a system of Braiunvritirg involves a clear comunittal
of what is known as the homunculus fallacy. Tor in order for a systen of

brain-uriting to be a system of yritine in the ordinary sense of the word,

g _yritsr must 8lso be assuned; and to assume such a writer is {o assuze
en agent who means something by producing the various pieces of braia
writing he does produce. To write is to act in a certein linguistic way;
end to ect in this linpuistic way is, among other things, to have certain
intentions towards an sudience. So postulating a systen of braian-wriling
camot explain the mental states or capacities of the agent whose brain it

13, bocause the postulation involves postulating & seperste internal percon,

e :3n, in N. Wieser and J. P. Schele
(eds.) Jgrva, & 1'1 gnd 7“ce*“o::'y ¥odelpe N.Y. 1963. See Dennett,

Content ond Conselousmess pe 57 for the reference to Zenman and for

Dennett's criticiams.

e
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vhose meantal states and capacities clearly stand in need of the same kind of
explanation. The threat of regress is obvious,

The notlon that the brain coatains an independent systen of writing,
which Inscribes the relevant mental information sbout the person concerned
in his corebrel matter, is therefore the wroag notion to entertain. 4An
appareatly more plausible idea is that trus information about a persons

mental life is sonchow

ed or giored in his cerebral matter; a0
that 1f a person desires or belicves something, the desire or the belief
is somchow contained‘in kis brain. This is not to suggest that the informaw
tion 1s written there; but that 4t is so to speak lodged in the matter of
his brain in much the ssue way that the information in a book is contained
in a library when the book is given a place on one of its shelves.

This.is 2 nuch more complicated sugrestlon thaan Zemant's hypothesis,
and its critlcal assessuaent depends to a large extent upon what kiad of
representation ox sto‘ra is envisaged. If 1t 1s ecvisaged that mental
information is represented oxr stored in such a way as to maks it retrievable
bonther mechanisms of behavioural control and eventuslly used as one of
the determinants of behaviour, then two things become clesr. The first
ia that the systes of representations must, in all likelihood, be generative
in tho way that a generative srammar is, for the rezson that, if this were
not so, there cc:uld.not exist a retrieval nmechanisn which could select the
appropriate information at the appropriate time, and extend its retrievsl
capacitlies to new inforuation in fﬁture cases. Horeover if the representam
tional systen was non-generative it would be unlearnable by a hunan observer.
That is to say, it would only be poselble to learn and understand the
representationsl system if one knew how a finite stock of sub-representations
combined to make up the representation of a complete plece of information.
It may be baffling to Imagine what such a generative representational

gystem would look like physically, bui 1t 1s likely that unless it did



contaln generctivo features of the sort currontly atiributed 40 a lanpuapo-
systen, tho retrieval mechanisn 1e.‘ro'uld not have sufficient material to work
on succegsfully. (It would be unable to distinmuish the agont's belief
that John is eacy to ploase and the arent's delief that John is eager to
plecse as being gronmatically different indsy of beliefs).

Vhother or not the fact that the ropresentational systenm must be
generative dnvolves this broinewriting hypothesis in the homunculus fallacy
ell over zonin depends upon whether the postuletion of a generative repre-
sentational systen pooudres the additional postulation of an internnl agent
hoving linguistic intentions of its own. I am not completely sure whether
this 1z ®o cslthoush the content of my first chapler perhaps suggesta that
i1t 4ds. But 1a any cooe, it is clear that the kind of breinewriting system
now unler consideration involves a comzitial of the hormmeulus fallaey for
e different recson. For in order for the gtored or represented information
to be used by the org-;#nim {via the operation of & retrieval mechanicm) in
the dotermination of its behaviour, something very much like another
interncl egent has to be poztulated as that mechandanm vhose operations are
efféctive in both putiing the belief-information to work, and in ssscasing
its competinility with rewlye-acquired beliefs. Yot only would we have to
poestulate a mechanism which lInows which situations ere appropriate for
retrioving & piece of bellef or memory informetlon and putting it to work,
but the mechanizn nuat play the role of rétieml ascegsor, refusing to
store tuo bLlatantly irconsistent pieces of bellef-information and
cataloguing the connections between one piece of bellef-information and
gnother. And kere the resress sets in ampin, for the rational eosessor
will need a siore or library of his owm in which to ledge his own proce=
dural principles.

Theee or sizilar considerations appesr to affect any brain-writing

hypothesis whose point is {to explain how belief avd momory inforuation can

~
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be stored and uced by anclosy with a library and a retrieval device. (It
iz worth adding that, as such, they affect the methodolory of & loag
tradition of scientific research into the locatlon of the mewory store in
the brain). Dut the verslon of the brain-writing hypothesis which I bsgmn
to explain, aad which I want to defend, 13 not effected by considerations
of thia ldnd., This version is arrived at by dropping the idea of an
information gijrs altosether, and giving a dfferent interpretation to the

proposition that mental information can be remresonted in the brain., It

says slinply thot for esch mental state or conditionx of the subject, &
certain corcbrnl confizuration micht be located such thaf the subject was
in that vontal state or condition vhen and only when the cerebral conw
figuration obtainse This "when and only when" clause is extensional,
and so understood, the hypothesis seys no more than that the relevant
nental state and the relevant cerebral confipuration accidentally co-exist.
low I think ther;: iz an iméortant observation 19 be made sbout this
veraslon ¢f the braoin-ariting hypothesis, and {this ia that there seeus to
be an scute psychological difficulty in imegining thet o corebrsl cone
filoretlion end a menizl condition may alwnys occwr together without at
the saue tine inmasining the com~occurrence {0 be law=lilke, or nomoloslesl,
in dnd. ere we to discover that a person belleved that p vhen and
only when {extensionally spealding) his brain was in a particular confisura=
tion 2, then it would be hard not to suppose that vorious subjunctive
etatements, of the sort which lave-statements llcense, were also true. It
would Yo hard not to suppose that yorz the person o belleve that p, his
brain y2uld be In configuretion §, or that if the person's brein yore not
ia configuration C, he would rot believe that P énd‘so_ on. It is for
this reason that it ceema jmintlesa frou a rractical polnt of ﬁew to
dietinsuish the hypothesi;s that cerebral configuraticona M to co=ocour

with specific mental conditions fron the hypothesis that they do so in
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accordance with a law. In other words, the hypothesia that is being
defended is that there is no a priori reason for supposing psycho=cerebral
laws to be 1mpossiblo.4

It 1s interesting to notice what could be said about the meaning of
cerebral configurations, if there actually were any law-statements connectirg
the psychological and the Eerebral. The usual method of attacking the
arguneit that psycho-cerebral laws are possible consists in pointing ouﬁ
that there is no way of framing such laws which does not re-introduce
psychological or intensional concepts on the physical side of thg equation,
This line of attack is admissable and powerful, and indeed I have been
using it myself to show how the more ambiticus forms of the brain-hypothesis
are ruled out {Zeman's method required an internal sgent or homunculus with
mental capacitiea and conditions of his own, and the representational or
storage method was eventuazlly seen to require something like the same
thing)e On my hypotﬁesis, according to vhich a cerebral configuration
could stand in a law-like relation to a mental condition, these objections
are avolded, but a differeant kind of meaning enters thevsitﬁation. - For
although esch one of these configurations is without sentential meaning in
itself, anyone who know which mental state was nomologically associated
with it could, by ascertaining that the configuration obtained, thereby
ascertain which mental state obtained; and this allows us to say, I think,
that the obtaining of each particular configuration has a kind of non-
sentential simificance for the observer.

In his original paper on ggggggg,s Grice introduced a terminology and

4. In spite of Putnam's observation (see Chapter 2) that different
. organisms can share mental attitudes although their cerebral matter
may be of a different sort. The kind of difference which Putnam
- speaks of is on the level of the iype of matter of which their brains
sre composed; but I have already suggzested that the configuration
- gystem which I have supposed to exist can be described independently
of the sort of matter of which any actual brains are made.

5. Philosophical Review, 19357, pp. 377=-38.
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and a typography which éxactly suits the job of explaining this'point.

The sense of the word "means" which occurs in statements like
Those spots mean measles
The thunderclouds mean rain

he identified &s the patural sense; while thb sense in which the word occurs
in statements like '

P's statement "A" means that p

he identified as the non-natural sense - the two sensesto be distinguished
from each other by tge use of the words "meansuf.and "meanaﬂﬂﬂ réspectively.
This is just the contrast which I myself want to employ: for instezd of say=-
ing that a particular cerebral cbnfiguration has a non-sentential signifi-
cance for the observer, I could équally have said, in Crice's typography,
that the configuration méanaN that the subject has such-and-such a mental
state. ' | |

It is worthwhile to notice that mhenever we have a law-like relation
between two types 6f phenomena, we can always speak of meaningh - at least,
whenever the law in question 1s & natural law, a law of nature. It is
because the relation between aspots and measles 1s law-like, and because the
relation batﬁeen thunderclouds and rain 1s law-like, that the presence of
the first-mentioned phenomenon meanaH'that the seccndpmentionod phenomenon
1s (or will be) present. In the mental-physical case too, of course, it
is becausg the relation between cerebral configuration and mental states
is law=like that we can say, having observed the cerebral configuration,

that it meanaN that the subject is in the related mental state. There need
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be nothing essentially linguistio sbout configuration systems, and no
question of the systemsbeing & coda or anything elce about which questions
of meaning and translation would arise. Just as you cannot ask what a
sound pattern means or what language it is in, so there is no room for
questions about vhat a cerebral configuration meana (in the non-natural
sense), or ebout what language it is in.

The hypothesis that there can be psycho~cersbral laws is not yet
completely free from philosophical difficulties, however, for there is a
different line of argument which attempts to show that there can be no
laws of any kind which connect the mental and the physical. Thia line of
argunent proceeds by suggesting that there can be no law-like connections
between mental phenomena and behaviour = with the implicit suggestion that
the same considerations apply to attempts to construct law~like connecfions
between mental phenomena end cerebral phenomena. However, I think it can
be shown that none of the factors which make it impossible to obtain nomo=
logical connections between mental sentences and sentences sbout behavioural
motions apply to the "centralist" hypothesis now under considersation. It
can be shown, that is to say, that the mental is nottiotally irreducible,
but only irreducible when the physical phenomena selected are behavioural
motions., - Let us appreclate why.

A typical explanation of why there can be no péycho—physical laws of
a kind which connect the mental with the physical motions of behaviour
comes from Davidaon:

"Any efforts at increasing the accuracy and‘power of a

theory of behaviour forces us to bring more and more of

the whole system of the agent's beliefs and motives into

account. But in inferring this system from the evidence,

we necessarily impose conditions of coherence, rationality

and coneistency. These conditions have no echo in

physical theory, which is why we can look for no more than

rough correlations between psychological and physical
phenomena." 6

6. Pasychology as FPhilosophy, P« 4.
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Now I think there ere really two parts to this explanation. - One consists
of the fact that we cannot point to a ginrsle state of desire for a certain
object (to take s specific example) and find a specific kind of physical
change in the world which the agent initiates as a result, beceause the
agent who has that desire will initiste different changes =~ Or none =
'depending upon what his other beliefs, intentions and fears are. To say
this is part of what is involved in sajing. as wo did in Chapter 1, that
what the agent who has that desirs will do depends not upon what his
environment is like, but upon what he believes or judges his environment
is like. The second feature of this explanation consists, in Davidson's
own worda, of "emphasising the hoiistio character of the cognitive field";
and vhat is specificelly meant by this, is that our theory of the total
mental state of any particular subject is underdetermined by the evidence.
¥e can, wﬁile saving the phenomena, adjust and revise our theory in some
places, if we make eoﬁpens&tory adjustzents and revisions in other places.
We can re-interpret what a man means by uttering certain sentences, to
take one clear case, yproviding that we make reasonable compensatory adjuste
menta in our theory of what he intends or believes. These two features
of the explenation ars, I think, distinct from each other. The first
emphasises that a man's behaviour depends upon more tﬁan a single isolated
facet of his total mental state; and the second emphasises how undere
détermined by the evidence our third-person view of another persons mental
life 1s.

I doubt whether the second feature actually pulls much welght in the
eéxplanation. HMany theories in the sciences are, if we believe Quine,
underdeternined by the evidence, so that two theories can account for all
the evidence and yet be formally incompatible with each other. The degree
of underdeterminednesa in the physical sciences may be smaller; but it is

there; while the constraints on a theory of behaviour are coherence,
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rationélity and consietency, es these apply to the beliefs (etc.) which are
suppogsed to be held by the subject, the constraints on a theory of physical
phenomena are lordcal coherence, and formal consistency. I should like to
add that even if we can mutually adjust our jJudgements as to a persons
mental states, this does not entail that the subject has anything but a
fixed view of them, It merely indicates that, pending the opportunity to
inspect & man's brain to find out what he believes, people other than the
subject are rolatively badly off when it comes to knowing what his (the
subject's) mental states are. ¥hat the subject means or intends by utter—
ing a certain sentence is perfectly evailable and determinate to}g;g, that
is to sey, since he does not learn sbout his mental life in the way we
observers do, by inspecting what he does or listening to what he eays.

The first feature of the explanation, therefore, does most of the work
in effectively explaining why peycho-physical laws are impossible in a
theory of behaviour.‘ But this feature has no epplication to the problem
of psycho-physical laws where the physical phenomena are cerebral. For in
this case the laws are not csusal, as they are in a theory of behaviour;‘
they do not try to assert what will happen as & result of a subjects possesse
ing a certain mental state. The problem of representing the subjects
procedure of decision in the light of his own (possibly conflicting) beliefs
and fears has no counterpart in the case of psycho-cerebral laws. These
therefore are not in the same boat as psycho~physical laws which purport
to connect & subjects mental state with his behaviour.

In this section I have tried to defend the view that psycho=cerebral
laws are possible, vwhich is to say that the mental is not totally irreducible
to the physicai. as is generallyisupposed. ¥hether there sre such lawvs,
and what they are_liks if there are, are of course separate questions;
althouzh the progress of research into the uérkingé of the brain does seem
to suggest that such laws will eventually be uhcovaraé.? However if the

Footnote 7 printed overleaf



considerations advanced in this section are correct, then it follows that
the newrophysiologist's investigations are likely to be piecemeal, of
neceasity, in the sense that psycho-cerebral laws would only be discover=
able  singly. For only if the system of cerebral representations vas
gonerative, in the sense I explained earlier, would he be able to predict
the details of some psycho-cerebral laws on the basis of his knowledge of
a handful of basic ones, in the way & generative grammarian can make prew=
dictions about the strusture of some sentences on the basis of his
inveastigations into the structure of a quite small chosen number of others.
The fact that the most intelligible system of cerebral representations is
not generative means that the neurophysiologist will have to proceed step
by step. The practical reduction of the mental to the cerebral may be
difficulﬁ but it is not, if I em right, an enterprise which is by eny
means philosophically unintelligible.

3« THS HERTAL AND THE PHYSICAL

It would be unsatisfacliory to end an essay on physicalisa withoul some
renarks on the meanings of the words "mental" and *physical®. The gquestion
of what distinguishes these meanings, as I remarked in the section of Chapter
I entitled The Teed for Mental Torus, is-a question which lies at the centre
of the subjsct; but slthough philosophers since Descartes have been convinced
that there is a clear difference, its exact nature has been a matter of

considerable dispute.

Footnote 7 brought forward from page 182

There are already pleanty of negative law-like connections between the
mental and the cerebral, of the form: "if the brain is in such-and-
such a state, the subject will not feel (hear, see, etc.) anything”.
(See also the Guardian newspeper, 23th June, 1972, p. 8 , which
contains an interesting report to the effect that "specific aspects
of behaviour, such as fear of the dark, can be permanently induced
by chemicals".)



Two methods of tackling this question wust be distinguiched; one method
is ontolociéal. in as much as it concerns the phénbmena themselves, while
the cther is linguistic, in as much &3 it coﬁcerns the difference between
mental and physical‘languab‘. . This difference correspondas, of coursa, to
two of the ecnses in which the words "mental" and "physical" are in fact
emblayed: for souetimes philosophers speak'ofﬁthe differences between

LoD

and sometimes they speak of the difference

wental and physical phero

between mentsl end rhysical terms or centences. I chall briefly mention

'the ontological approach, then I chall mention a method which is partly
ontolegical and partly linguistic; and then I shall emberk on en explanation
of the difference of my own, which I believe is almost totally linguistie.

Those who adopt the ontologicsl epproach to the distinction often
argue as followa: they say that the distinctive features of mental
éhenomena « those feéfures which distinguish them from phyéicai phenomena -
provide us with an explanation of why it is that mental phenomena and
physical phenomena cannot (logically cannot) be connected in a statement
of natural law, or else identified as the ssnme thing. Indeed, once some=
thing‘has been found which adequately.diatinguisheé mentel phenomena from
rhysical phanoﬁena, iittle more needs to be said to Justify their non-
identity and their non-reducivility. B

Descartes, fof iﬁstance,Athought that‘mental phenomena could be dis-
tinguished from phyéical'phenOmena on the grounds of the nonéapatiality of
the former.8 | If this is correct, then it follows at once that mental

phenomena cannot be physical phenomena, at least if Leibniz's Law 1s

Be Descartes: lieditations



constitutive of identity. Or agsin, some modern philoaophersg believe
that mental phenomena possess the property of Intentionality, while
physical phenomena do not. Again, tha conclusion of non=identity nust
follow if these philosophers are correct.

¥ow in point of fact, this ontological approach to the question of the
zeanings of the words "mentz1" end "phyeical® is altogether wrongz., In the
first place, philosoPhars‘who arcua in this way do =9 without taking eny
notice of the difficult semantical question of whether there zre sny mentsal
phenomena, or whether thers gre any physical phenomena, in the strictest

sonse of these existence~asserting phrasea. Given a sentence like
(1) Harry believed that the moon was made of cheese

it is not a matter of arbitrary choice to divide the referring terms from

the predicates, &as mﬁ previous chapters will, I hope, have made clear,

And yet to say that what the sentence is ghout is Harry's belief, and to

go on to speak of its non-spatiality, as Descartes would héve done, carries
with it a theory of the semantics of the sentence which must be properly
argued for, and not juast assumed to be true without argument. The Cartesian
can of course point to sentences in which the phrase "Harry's belief" actually
occurs as a subject, or even to sentences having the phrase "Harry's believ—-
ing" as subject. Bui if they assert that these sentences contain references
to entities of a sort which can be spatial or none-spatial, then they will again

have made cemantical assumptions, or assumptions about interpretation, which

9. E.g. H. H. Price Some Objections to Behaviourism in Hook (ed.)

imensions of ¥ind (ppe. 79~34)e Lrice's view is an extension

. of brentano's theocry that "...intentional inexistence is
exclusively characteristic of mental phenomena. HNo physlcal
rhenomenon manifests anything similar. Consequently, we can
define mental phenomena by saying that they are such phenomena
as include an obsect intentionally within themselves (From Tho
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stand in need of defense. Indeed the reason for my own disagreement with
the contentions of Descartes end those who agree with him on this subject,
is that the semantical assumptions implicit in the doctrine of none
spatiality are wrong. ¥y arguments in the last chapter were desigmed to
show that what such a ecentence as (1) is zbout, in tha strictest sense, is
not Harry's belief, or even Hurry's believing, but Harry. Ioreover any
senteace in which the phrase "Harry's bellef" actually occurs e3 logical
subject will only be about what Harry thoucht; and any sentence in which
the phrase "Harry's believing” occurs as logical sudbject will be about the
fact of his belleving, None of them are about any well-defined entity or
particular such as a particular event or state.

Tot another resason for disasgreeing with Descarteat nétion of non=
apatialitj as a criterion of the mental 1s simply this: IHarry's belief,
like any other persons thoughts or memories, would, were it 10 exist as
en entity or some kiz;d. be spatial or non-spatisl to no greater extent
than anything else of a logically similar (but clearly non-mentsl) kingd,
like Berry's stumble, Harry's heircut, Harry's height or welght, Harry's
burial, and so forth. JAnd 1f Horry's believing could be shown t0 be &
state of affairs, then its location in space is easily identifisble as the
location in space which Harry himself occupies.

As for H, H. Pricets idea that rmontal phenomena are distinguished from
rhysical phenomena by having the property of Intentionality, much the same
srpunents can be made to apply.  Suppose it was said that Harry's delief
bas the property of Intentionality, in the sense of being "sbout" sone non=
existent state of affzirs = hia belng irresistible to women, say = then we
need only observe that a sun~flowers need can be intentionel in Just the
sane sense, when the object of its need was the substance mater in a world
vhich for some cosmic reason had de-hydrsted, OSurely no-one would assert
that the sun~flower's need for water was anything but a purely physical
affair? A quite different approach to the problem of distinguishing the
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meanings of {he words "mental" and "physical" iz to concontrute attention
upon the languape, specifically sentences, by which the phenomena ere
described, rather than on the propertiss of the phenomena theuselves.

The classical m@wer to the question about thel distinctlion between the
mental and the physical, that of Sremtano and Chisholm, is in point of fact
partly linguistic, in so far that mental phenémena are specified as those
which must be "dascribed” by the use of intensional languagze. Adding
the doctrine that intensional language i3, in a sense, irreducible is then
sald to secure the overall view that mental phenomena thecselves are not
reducible to non-mentsl phenomena., Before exposing what I take %o be
the chortcomings of this programme, led us be quite clear of its aim. 1Its
aim is eventually to characterice mental phenonena, but {2 40 #0 in & way
which is mny linguistic. Chisholz's plan, as I s2id, 1s to accomplish
two things. Firat, to characterise intensional sentences; and then to
denonstrate that ia order to describe a mental phenomenon you guzt use such
a sentonce. Co this, the classiocal method, incorporates both the onto=
logical approach to the mental/physical distinction as well as the linguistic
epproachs It not only attenpts to characterise the difference between
nental end physical phenomena; bub 1lts method of doing eo i3 to elucidate
differences in the lansuage with which these phenomena must be described.

Chisholm's original opinion (which has subsequently undergone some
modifications) was that a sentonce is intensional if it has any of the
following logical properties: that its truth 1s not dependent upon the
truth of & contained embedded sentence; that its truth is not dependent
upon whether its contained nouns ell refer; and (thirdly), that substitue
tivity of 4identity 4in en ecbedded sentence fails to preserve the truth-value
of the whole. It is not to my purpose at this perticular moment to
emphasise how murkythe concept of an intensional sentence is. The point
to be observed. is that an intensional sentence is defired by Chisholm as
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one which hags any one of several features. Let us next observe how he
takes eentences of this sort to be linked to the mental:

"de do not peod to use intensional sentences when we

describe non-psychological phenomena eses But when we

wish to describe perceiving, ascunming, belleving and

other attitudes, then either (a) we pmugt use sentences

which are intensional, or (b) we pust uss terms we do

not need to use when we describe non-psychological

phenomena” 10 _ , _
%we need to wnderstand what Chisholm meé.ns by saying that we pocd to use
intenaional sentences in order to describe mental phenomena. (¥y owm
preference would be to ucderstand by this thet we need to use intensional
gentences in order to predicate apsyc hological phrase of a person)., It
could mean githor that no intenslonal sentence has a non-intencional logical
equivalent, gr that no intensionzal sentence has a non~intensional nonclogical
equivalont. The first disjunct, if true, would prevent a non-intensional
gnolysis of an intensional sentence (assuming that the sim of enslysis is
to provide loglcal eciuivalents); and the second disjunct, if true, would
prevent a non-intensional nomolo;f;ical equivalent bveing found for an intenw
elonal sentence. Dut notice now that to> assert the first disjunct is only
to deny the doctrine of Jlodenl behaviourism, the doctrine that sentences
conteining mental verbs have logical equivalents which do not; but the
falschood of loglcal behaviowrism must be obvious anyway, since sentences
containing mentsl verbs cannot mean the same as sentences not containing
rental verbs. As to the second disjunct, it can either mean that there
are no psycho=behavioural laws, or else 1t can moan that there are no psycho=

1 we rmust assume that

cercbral lawvs, Irom the examples In Chisholx's tezt,
he means the forumer. DBul we saw the evident plausibility of this doctrine
(essentially Brentanots) in Chapter I; whereas we saw more recently how

izpleusible it was to essume for similar reasons that there are no psycho-

10, Chicholms Peprceivings, pe 172, My underlining.
11. See Perceiving, Chapter 1ll.



cerebral laws. Cne of my complaints with Chisholm's statement (as expressed
and intended by him) is that it smounts to no more than a denial of two
positions which zre, respectively, evidently false and evidently impleusibles
the position of logical behaviourism end the position of reductive, or
nouological behaviourisa. It does not effect the more plausible version

of materialisn which esserta a nomolozicel link between the psychological
and tle cergbral.

4 second, secndngly less central feature of Chisholm's proposal is his
use of the phrase "descride peychological phenomena". I have already said
that I should prefer to phrase things differently; but the point is not
sinply terminologlcal, because 1t affects the coherence of the idea that
degcribibility in intensional terms is a distinguishing feoture of mental
phonomem; I have been stressing throughout the latter part of this easay
koW lmportant it is to obtain a correct (or defensivle) view of what psychuw
logical phenomena there actuzlly are., To obtain such a view iavolves
snsvering many couplex questions about the logical form of sentenceg COn=
taining neatal verbs {defined by enumoration (see below)); or, in Demnett's
word;:a,12 it involves developiz_:g a theory as to which of the terns of these
sentences ars referential. The conclusion to ny own investizations into
this question was that, at least for event-sentences like "John noticed
that the ship was sinlking", no event vhalsver is in fact "referred to".

This is one instance in which a lack of a semantical théory right lead one
to say that some mental pheonowmenon had been described, whereas a critical
view of the logic of such & sentence would suggest the opposite. Chisholm
might better heve gaid that we need to use intentional sentences when we
wish to predicate a psychological phrase of a person.. ‘

A formally declsive reason for saying that mental sentences do not

12. See Content snd Congelougneps, Chapter 1.



"describe psychological phenomena" derives from the fact that they are

often intensional. Anyone who supposed that a phrase 1like "Calileo's

noticling that the earth noves" describes en individual would eutomatically
invite the response that substituting for "the earth" a different noun for
the same object misht turn the complete description into one which is true
of nothinz, This would happen if Galileo did notice that the earth moven
ut &1d not notice that the planet formerly thoucht to be at the centre of

the wniverse moves. That is, the formla
E= v{x , x is Galileo's notlcing that the earth moves}

does not deternine a well-defined entity.

I can now briag into prominence & doubt which I earlier laid eside.
Even if Chisholm was strictly correct in supposing that a sentence con=
taining 2 psynhologicﬁal verd "described a rmental phenomenon®, and even if
. hs was also rizht in supposing that sentences containing psycholosical verbs
ere intensionnl; and if he used these t.o facts {2 infer the conclusion
that Intensional sentences described psychelogicel phenomena, then several
eans in his theory would still remain, In the first place, it would remain
totally obscure os to yhy intensional sentences should be so peculiarly
aprropriate for describing mental phenomena. The point here is that
intensional sentences are classified as those which f£it into various
patterns of 4inference, And yet why should sentential features of this
loglcomrrammatical or syntactical kind bear any relevance ta the linds of
thinz which thooe sentencea described?

(A commected puzzle (and this is the last thing I shall ssy sbout
Chisholm's proposal) concerns the concept of iatensionality itself.,
Iantensionality, as predicated of sentences, is not in fact a unified

phenomenon at all, in as much as its definition consists of disjoining
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three seenminsly unrelated inferonce-fzstures. .Admf.t'ceclly, intensiomlity
is in gome sense the opposite (i.e. the failure) of extensionality; but to
defire intensionality lilre this 4as no help at all, for in order 10 got a
fully adequate theory of extensionality, some theory must be evolved as to
vhat substitutions do £all under the general heading of "the substitution
of 1dentically rcferring expressions”. Do phrases other than proper names
refer? Ia what sonse do predicates refer? Ia what circunstances can one
predicate ba substituted for another? And so on. Intensionality end
extenslonality are not cuite the clearly exclusive concepts that philosophers
1like to imazine., Until a theory is produced which incorpcrateara. sense

in vhich they ere exclusive, and clear_ly exclusive, our understanding of
vhat it 13 for o sentence to be intensional, and everythin:- that depends
on that understanding, must remain obscure.)

I now want to move on to make some tentative sugzestlons of my own
avout the mental-pMiwl distinction, I canmot clain finelity for my
surgestions on this immensely difficult subject, and indeed I shsll spend
o cood deal of f:!me in considéring objections; but I do elaim for what I
chell say that it has the virtue of bringing into prominence a feature of
the mental which is not sufficiently stressed. For what I wish fto suzsent
413 that there is an escentinl commection between the mental and one type of
gelf-consciousness, vhich 1a of such s type ag to be sufficient to provide
us with an adequate way of making the distinction between the nentel and
the physical. CExplaining this sugsestion in a completely unambipuous end
clear way is no easy metter, however, and there ere several difficulties
in doing so0 which I camnot pretend to have seen clearly how to overcome
satisfactorily.

Cre of the major difficulties is to give an adequate description of
the kind of self=-consciousness which, as I shall argue, eny person nust

have towards hinmself if a mental sentence is to be true of him. _For
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what I want to suggest is that, as a matter of fact, mental sentences are
all and only those which cannot be true unleas thsro is & certain reflexive
ettitude present on the part of the subject of that sentence; and thet
nental sentences are distinsuishable from phycsical sentences in just this
respect.  To be & little more exact: ny susgestion is that this reflexive
attitude, this Xind of consciousness, rust be directed by the person cone
cerned towards hinself gz the sudbject of the sentence in nuestion. That
is to say, the subject of a true mental sentence must be conscious of
himself £z subject of the sontence concerned.

Yow, of course, any fact at all concerninz a perszon caa be one which
the person in question gza ia prineiple be conscious of; but my suggestion
is that the mental facts are just those which cannot te facts unless the
peraon in question is consciousz of them p3 factss TFor instance I can be
consclous of myself as having an ingrown toenail or a bruisced forehead,
but 1t can be true that I have an ingrown toenail or a brﬁised forchead

even 4f T om not conseioung of myself under thore deneri-tions,  Those

facts = the fact that I have a bruised forchead and the fact that I have
gn ingrown toenail - ars physical faocts; the sentences which expressrthem
can be true without ery consclousness on the part of the sudblect that they
are true.

Zremples of this kind perhaps lend a certain initial plausibility
to my method of drawing the mental-physicnl distinction;. but other matters
must be discussed bafore the account can be considered complete. For
instance there are oo many differcnt senses to such words as "conscious”,
"aware", etc., énd 80 many diffiéult and subtle distinctions to be
drawvn betwoen one sense and another, that it is essential that a careful
description be glven to the narticular attitude I have in mind., This |
doscriptive taok is the first to which I chall address myself. I schall

then try and explain the importance of this reflexive attitude to the
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conditions under which mental sentences in general are true.  And then
finally I shall mcke some sugseations about the relévance of this method
of drawing the mental-physical distination to the thoories of physicalism.
In one sence of the word “"conscious", & person is conscious of
something if he is fully aware of it, in such a way that, when the person
i3 a human bedng with a command of a langunge, he could express the fact
that he is conscious of it, either to some other person or to himself,
It 18 only escenticl to this rather full-blooded concept of consciousness
that 1its owner goull thus express himself linguistically, if he chose to =
not that he actunlly doea. There is houwever a much less fulle-blooded
concept of consclousness = and a rather mors ubiquitous one -« according
to vhich a person can be conscious of a thing even though he is not con~
scious of'it in the former, full~blooded, sence. If a person is looxing
et a photograph, say, and attending to or focusing his attention upon one
particwlar part of i£. then he will veory likely be comacious of other
detalls in the photograph in this second, weaker sense. If the photo~‘
graph were to be snatched away from him suddenly, and if he were asized
about the photosraph a3 a whole, then very likely he would not be able to
-say what the periphcrel details were. This fact, if if were a fact in
any situation, would ghow that the person had no consciousness of the
peripheral details in the first sense of the word "conscioua"; and yet
more likely than not he would have been conscious of {those peripheral
details in the second sense of the word. The gvidengs for thils, and
vhat I {think is the kind of evidence which is gggential to this concept
of consciousness, is that he could be rerinided what those peripheral
details were liko; and that i they were showa to him, they would seem
faniliar. I shall argue that it iz consciousness of the sort exemplified
in this example which, in a roflexive form, is the kind which is an
essentizl concomitant of the mentale In other words, I shall arpue

that & mental fact cannot exist unless it



itself ie the object of this type of consclousness on the part of the persoa
whose wmental fact it 1=,

Up to this polnt in ny explanation I have been mainly concerned to
make it seew plausidle that there 13 a kind of couscicusness of thlngs
and/or facts which is distinct from the kind of consclousness which is
often referred to as "{ull ewareness", aend which I earlier called "full~
blooded consciousness". The next step is toi advance some positive reasons
for pupposing that this wealer type of consciousness is what distinguishes

the mental from the physical, and that it does so not simply by pceonnan

the mental fact, as 8 vague intransitive bvacksround attitude, but by being
transitively directed onto the mental fact itself. I shall persist in
referring to the strouger, full-blooded conscicusness, witl the deccripiion
"full-blobded consclousness", ¥hile reserving the unqualified term "con-
sclousness” for the ’e{eaiﬁcr veriely of the attitude of that name. The ter:a
"fully sell~conscious" and "pelf-conscious" ere used accordingly.

The next task befors us is to roushly delineata which sentences are
intuitively eccepted as the mental sentences, for ot until this is done
can we bezin to assess any theory as to what charactorises theme Again,
tbis is no easy matter, for the reason that intuitions about the content
and the siructurs of the category of the mental ere likely to differ from
philosopher to philosopher, and 1t is hard to see exacily how such
differences might be reconciled. Argusments mdght concéivably arise, for
instance, &3 to whether such words and phroszes as "stupid", "clumasy",
nisnocant®, "depressed®, "is in pain", "had a sensation" are part of the
mental vocabulary, and, if they are, &3 to whether they &re more or less
fundanental than the concepts of bellef or thought or imagination. However,
I shall assuse that the verbs "think", "believe", "desire", “seez to ses",
*fear® gad “eszpect”, at the very least, occupy a place at the centre of the

concept of the mental, and that verbs lilke "imow", "leaxn", "see", "notlce",
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"remember” do also; and I shall say that the verbs of the first group are
Category A mental verbs, and that verbs of the second group are Category B
nmentel verbs., These assumptions are made on intuitive grounds: no one is
likely to dispute the membersghip of the listed verbs to the mental vocabulary,
however disputable the membership of words like "stupid", "depressed®,
"elumsy” and so forth might be. Perhaps another Justification -~ though
this is not a formidable plece of erpument - 1s that vhere the route
through an arpument is unclear, it is generally a prudent policy to choose
one direction rather than none, and see what results. _ .
Baving very roughly identified some central mental verbs, I next define
& montal sentence as one which either has the following structure, or is
clearly convertible without loss of meaning into one which does:

Person name <+ lental verb + Noun-phrase

vhere the noun-phrase place can be occupied by a noun-phrase of any kind
vh_atz_wer. Notice that according to this sgpecification, some mental
sentences will be intensional ("Galileo believed that the earth moved"),
~ while some will not ("Galileo saw the sun"). Intensional or not, it is
mental sentences thus specified that I suggeét ‘cannot be true‘nnlés.s they
are at the sam tize objects of a true sentence beginning "so~and-so is
(weakly) conscious that eeseees”, where "so-and-so" is the Asme of the
subject of the contained mental sentences This, then, is the thoory I
wish to defend. | | |

¥y method of defending this theory will be to enswer the several
_ objections that will very 1ikely be brought against it. Some of the
objections, it must be admitted, do look powerful; bdut I think that all
of them can either be answered directly or elao‘ defused, and in such a way
as to provide'indiroct support for ny contention.w The objections are

Footnote 13 printed overleaf



not related to each other in ahy very clear way, g0 rather than try dnd
provide a spurious continuity to the argunent, I shall simply list them,
together with their aﬁawera. one by one. | o

The first objection concerns mental sentences containing Category B
verbs. Hhilé conceding that the.theory looks acceptable for sentences
dontaining Category A verbs, the objection says that a sentence which con=
fains a Category B verb éan be true although its subject is quite ignorant
of its truth, and is, hence, not conscious in any sense that the senfenée
“fits" him. Sentences containing Category‘B verbs are those which require,
for their truth, the truth of the contained sentence: P cannot know that P
unless p, P cannot learn dr notice or see that p unless p, and éo on. The
ébjeetion says tﬁat it is this fact, the fact that a peféon's knowledge 1is
not wholly a condition of the person but also a cdndition of the world,
which allows ;‘; the mental sentence to be true even in cases where the
subject of the senténce believes it to be false. The following "situation"

illustratea this argument more fully. There is a fly on th; window pane;

Footnote 13 brought forward from pagé 195

Quinton has raised a problem which does not fall into this category.
Considering the theory that "everything mental is an object of
consciousness"” (Mind and VMatter, p. 226), he says that the theory
precipitates an infinite regression, since it entails that "every
act of consciousness is an object of consciousness sese (but) eess
If x 1s an act of consciousness then it must be the object of a
further ect of consciousness y which itself is the object of 2 and
s0 on" (pp. 226=7; my emphasis). His point here = in my terms =
is that since "is conscious that ...." ia itself a mental verb, it
cannot form a true sentence unless it is itself embedded in a larger
"is conscious that ...." proposition, and so on ad infinitum.

But in point of fact it is only grammar that produces the
illusion that every act of consciousness needs a further act of
consciousness, for an act of consciousness by a person can be its
own object. The situation is similar to Jookinzg at oneself. With
the aid of a mirror, P can look at himself looking at himself, and
if he does g0, then we can expand the story and say that P is looking
at himself looking at himself looking at himself looking at
himself sesesseceee 8tc, But here it is only the narrative which
is potentially infinite, and not the number of lookings. Grammatical
objects are embedded in grammatical objects, but that is all.
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P, glimpsing eomething out of the corner of his eye, comes to believe that
there is a fly on the window pane, in such 2 way that it is the fly's being
on the window pane which produces this belief. Here P's belief is truset
it is not "accidentally" produced, as in the example Grice gives in The

14

Causal Theory of Percention ' of the clock on the shelf, and yet P would

deny that he knew that there was a fly on the window pane, on the grounds
that he thinks it possible that what hé saw out of the corner of his eye
might have been a smudge of dirt and not a fly at all. ' The situation is
one in which _allegedly = P has knowledge that there is a fly on the window
pane (conceived as non-accidentsl true belief that there is a fiy on the
vindow pane), and yet P himself is disposed to deny that the knowledze 1is
his. The mental sentence is true, bhut the subject dissavows it. (The
example can be re-formulated so as to apply to noticing, learning, hearing,
remembering, etc.)

. But this ob,jeet:fon. and the others i1t can be made to generate, is not,
it seems to me, at all conclusive. It is not conclusive because it does .
not seem at all plausible to ascribe knowledge to a2 person in a situation
of the kind described. Even if knowing that p does reguire non-accidentally
coning to believe truly that p, it is doubtful whether this is everything it
requires, and this is a fact which (as I see 1t). the described situation
has the merit of showing. Our concept of knowledge i3 more adequately
filled out by saying, in addition, that 1if one person correctly ascribes
another person with knowledge that such~and-such, then some implication is
contained that the ascribee can and does essess himself as the possessor of
that pilece of knowledge. (This is clearest of all when a person correctly
ascribes himself with kmowledge that such~and-such, for in this case he

obviously cannot 4o so unless he is in a position to assess himself as the

14 Grice, PAS3 35, 1961. In Warnock, ed., The Philosophy of Percention
 (oxford 1967). The relevant example appears on pp. LU5=4.
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possessor of that knowledge. The assesament and the ascription go hand-ine
hand). Rather than deflating our theory, the objection merely bhas the
effect of bringing to light one respect in which the theory that is knowl-
edge is non-accldental true belief i1s incomplete.

It 48 clear that any fact or situgtion offered as a countev=example
to the theory under consideration must, to suoéeed a8 a8 counter-example, &t
least be more credible than the provisions of the theory itself. The
counter-exanple offered in the most recent objection failed to fulfill this
requirement. On the face of it, the next two objections to be considered
seen better placed in this respect. They belong together. The first
concerns psycho-snalysis, and the second concerns "subliminal perception®.

HRemember that the thesis to bs defended is that in order for a mental
gentence to be true, the person whose name occurs &s its subject muat think
of himself, or be conscious of himself in the relevant sense, as a person
of whom thel mental éentenca 1s true. HNow someone might object that this
15 tantamount to a denial of most of the things said by Freud. Central to
eny psycho=analytical account of people's behaviour is the;idea that many =
indeed perhaps most = of the facts sbout a persoss mental life are com=
pletely hidden froam the person himself,'so that, to revert to philosophbical
terminology, @ mental sentence sbout & certain person c¢an be true even
though the person in question has no consciousnesa of its truth. Indeed,
according to some schools of analysis, it is precisely because of the fact
that people are "unconscious" of such trutha about themselves that the
phenomena which those truths report can be so painfully effective in
structuring thelr behaviour. |

. Although it mey seem conclusive, this objection is, in fact, difficult

to agsess. In the firat place it is a matter of exireme and urgent con-
troversy whether Freud's account of the mind is to be taken as a work of

science, to be validated or invalidasted by the usual procedures of test and
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confirmation, or whether it should be seen in some other way. And secondly
(a point which 4s more relevant at this juncture) there is the problem of
deciding exactly what sence to attach to Freud's word "unconscious®.  Pro-
sumably it signifies a lack of consciousness, in one of the sense of
"consclous” which I elucidated. But yhich? It is difficult to be sure
that we have the correct answer to this question, but it seens rather
plausible to think that the word “unconscioﬁs“ in Freud's sense signifies
only a lack of consclousness of the full-blooded sort, and nbt a lack of
conscilousness of the weak sort; so that my suggestion that desires,
intentions and thoughts, etc., are necessarily the objects of consciousness
in a weak sense is not gt all incompatible with ths:Freudian idea that many
dgsires and thoughts efc.. are held unconsciously, if this word is under=-
stood as éignifying a lack of consciousness of the stroné, "full=-blooded”
sort., | o

The reason why it is plausible to say this is that one of the'features
of objects of weak consciousness is that they can be brought into full
focus elther by reminding the person in gquestion, by pointing it out to
him, or by enabling him to discover it for himself. I said that if a
person is consclous of a fact about hinmself in the weaker sense, then that
fact can be elevated into an object of full-biocded ccnsciousnesé by one
or enother process of this latter kind. And the point here is that uncone
scious thoughts, desires, beliefs, etc., in the psycho-analysts® sense; '
are supposed to have prrecisely this festure. It would be fair to say that
the entire institution of psycho-enalytical practice gzggggpggggkthAt Just
such & process is available; that mental states and attitudes at one time
iabelied "unconscious” are of such a kind that'they can be lifted into the
full~=blooded cohsciousnessAor their owﬁer, Their range of efficacy then
changes, of course, but this fact need not make any difference to the

fundamental idea that mental states and attitudes which are unconseious in
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the psycho-analytical sence are "present” to the mind at some level, before
the analysis begins to 1ift them from it,L?

So the Freudian objection, when understood, appears to have the surprise-
ing effect of endorsing my own sugrestions sbout consciousness., = The next
objection 1s eimilar in this respect. It concerns cases of hebitusl or
learned behaviour. . In these cases, the objection says that it must
presumebly be true that we notice. seov and hear things aa part and parcel
of performing the behaviour which we have learned or become hebituated to,
without having ény kind of awareness that we do notice, see and hear the
things we do. Indeed this seems to be part of what it means tovact with
accomplishment or skill, when the exercise of the ekill is beyond the
learning phase., In riding & bicycle or driving a ear, for instance, we
"do not have to continually adjust our behaviour in the light of what we
notice or perceive in the way we did while learning; and yet without our
actually noticing or ‘perceiving the relevant obstacles or obstructions we
could hardly ride or drive succesafully, i.e. without accident. So here
it seems is snother case in which mental sentences hecome frue of people
without their having any conception of themselves as being the subjects of
those sentences.

In considering this objection we must of course leave out of account,
if we can, the fact that, largely dus to the nature of the tasks in question,
we do not have fo store the information gathered in perceiving and noticing
things for a very long period of time. Although this is true we must leave

it out of account, because the objection to be considered is not that we

15, In his essay on the theory of the emotions, J=-P. Sartre remarked that
vunreflective conduct i8 not unconscious conduct". (Sketch for a
Theory of the Emotions, Methuen, 1962, p«6l). Hor, obviously, 1is
it reflective conduct. In analagous terminology, my suggestion as
to the distinguishing feature of the mental might be supported in
large measure by saying that mental activity is that activiiy a
condition of whose occurrence is that the subject undertakesz or
underzoes it unreflectively (though not unconsciausly).
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“"forget” or cease to have eny long~term use for the knowledze we ecquire

in this type of mental activity, but that the acquisition of this knowledge
takes place, whenever it does take place, without any awarcness on the part
of the subject that it is taking place. Vo ars not being‘aékad to conw=
sider the objection that the éubject cannot testify as to his noticlngs

and perceivings some time after they have taken place, but to the objection
that however soon after they took place the subject simply has no conception
or reflexive ewareness that they ere taking place "to" or "in" him,

Perhaps the paradigm case of habitual or learned behaviour where there
ere mental occurrences (to put it uncritically) of which the aubject has
no conception vhatever is the case of speaking. I do not mean uttering ‘
or babbling. Vhen we speek, at least according to Grice and the "communica~
‘tion theorists" of meaning, the speaker must be accredited with a complex
and interconnected set of lincuistic intentions, such as the intention to
produce & belief of Q certain kind in his audience, or the intention to
get his audience to recognise a certain intention of his {the speaker's);
and yet any adult or ressonably skilled user of the language has no conw
ception of himself, at the time at which he spesks, as being the owner of
any of them, Confronted with fhese cases, how can the thesis that the
relevant kind of self-sonsclousness by the subject i3 a condition of his
mental sentences' truth posaibly be defended?

Apain, this seemns on the. face of it a poverful objection; and yet I
think that there esre various defenses available. Some are better than
others. The first, which I merely mention without using, says that sub=
liminal perceptions end urrecognised intentions can only exist because
non~-subliminal perceptions and recognised intentions exist; so that
although there are cases of perceiving and intending where the subject has
no avarensess of himself as someone who js perceiving or intending, these

aere étrictly dependent upon the ceses where the subject does have that .
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kind of self-conception. (Acting with skill is dependant upon having
learnt the skill), So, subliminally perceiving and intending without
recognising are cases developed from the central cases by extension.
But even if this vere true, 1t would not provide the defense which my
proposition needs, since what that proposition says is that reflexive
conscious is present in 211 ceses in which a mental sentence is true of
him, and not Just in the central cases.

The second defense is desligned to support that exceptionless proposi-
tion., It is similar to the one deployed against the psycho-analytical
objection.

In order to make it credible that there is a sense in wkich a person
vwho subliminally perceives things is conscious of himself as the subject
of those perceptions, it is only necessary, I think, to bring into promi-
nence the differences between & person subliminally perceiving something
and & person in a atéte of complete come. Consider a very familiar aﬁd
mundane situation in which a series of subliminal perceptions might occur;
the activity of bicycle riding. Someone who has learnt to ride a bicycle,
and who is competent in doing so, vill normally deploy the various skilla
needed without being fully conscious of tha fact that he is deploying them.
The individual motions of his body which are necessary to balance the
machine successfully will not have to be initiated by him in quite the
gelf=-conscious way in which they had to be while he was learninz to ride.
Indeed 1t is well known that too much attention to the various necessary
motions is likely to cause the skilled cyclist to lose his balance. It
has to be admitted that in this eense the skilled bicyeclist sublimates
his perceptions of his own balancing movementa; and doubiless too he
gublimates many of the perceptions he makes of the various obstacles in
nis path. DBut on the other hand his cognitive attitude towards these

perceptions is not at all like the attitude of one who is bicycling in a
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coma, who 1s perchlng on the saddle and avoiding ecrashing jJust by good
lucke It 15 not the cass, in other words, that he has no cognitive attie
tude towards them. '

It is upon this relatively uncontroversial point that the evidence
for his having some kind of weak conscisusness of hias perceptions is based,
The arguzentation 1s the same for the case of the supposedly unrecognised
intentions which are said to attend the ordinary communicative use of
language. Prodbably no one except the rost expert philosopheras of language
have any very clear idea of the different and interconnected inteations
which attend the various types of speech behaviour. And yet aoﬁeone who
uses language effectively i3 not 2t all like the person who utters
sentences in his sleep or under an ansesthetic. As part of their attempt
to describe the difference between the two types of case, philosophers have
suggested that an account of the various intentions which ettend the

qrdinm'y speech situétion glves "an order which is there” .;6

Those (like
myself) for whom this remari fails to provide a very satisfying description
of the situation will, I suspect, prefer to say that such intentions,
thouzh not present to the full consciousness of their owner, are none the
less objects of that weaker attitude of consciousness for whose existence

I have been trying to expound the evidence.

I £inally mention a more general objection to my suggestion about
mental sentences. It runs as follows. It caanot be the case that, in
order for a mental sentence about P to be true, P must see himazelf as being
the subject of that truth, because he cannot see himself in that vay unless
the mental sentence is in fact trus. Rather than 1t being a condition of
the mental pentence's truth that the subject recognises its truth, the

situation is quite the reverse, in as much as its truth is a condition of

16. Anscombe: Iﬁten’:gog (oxford, 1957), p. 80
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his being able t0o recognise it as true. What this objection has the
effect of malkdng clear, however, is not so much a dafect in ny suggestion
es an interesting a.nd (I suspect) important similarity between mental
sentences and sentences ‘containing “perfornative™ verbs. In both classes
of cagses, one condition for a sentence 8 truth is that the sub,ject of the
ﬁentence thinks of himself. or :l.s conscious of himself, es having that
sentence true of him. If someons says "Jones promises that p¥, thm in

order for hls statement to be true, i.e. in order for it to Ve trua that

Jones does promlse that p, Jones must be cc’nacious of himself as the.bearer
of the predicatq ".ﬂ.....does rromise that p". It is especially ciee.r timt
this 1s the case when the spcaker 1s Jones hﬁaelf. Iz ’sovmeo'ne seys “Jones
believes that p", likewise, then in order for his statement to be true, i.e.
in order fqr it to be true that Jones gp_f;:gbelieve that p, Jones must be
conecious of himseif &g the bé&rer of the predicate "+.. does believe that
p"s  Again, this is ‘naést clearly tme in the case where 3ones himsélf is
the speaker. In both exemples, Jones must be conscious of hmuelf m

the descri ntion in cuestion in order for the description to fit him,.

The discussion qf this objection bringa ny remarkxs on the distinci;ion
betwveen ﬁental end the physical sentences ‘to an and. '&fex;e I to have
defended ny propos&l smply by trying to sbolish the most obvious countexh
exam*ales. I shculd probably have failed to make out a canvincing case for
11;. What I have attempted to do, by contrast_, is to discuss the various
counter-exanples in such a way as to gradually fill out the descriptidxi”of
@hat kind of consciousnesé vhich, as I have proposed, the subject_: of any
true mentai éentence has towerds himself gs the subject of such # sentence.
Iu this pi'oposal. althouch the terminology is différent. there is more than
an echo of that passage in ‘Lccke'a Essay which sayss

", ..e5uch are perception, thinking, doudbting, believing,

reasoning, knowing, willing, and all the different actings

of our own mindg; - which we being conscious of,and
observing in ourselves, do from these receive into owr
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~understanding as distincet ideas as we do from bodies

affecting our senses. This source of ideas every man

has wholly in himself; - and though it be not sense, as

having nothing to do with external objects, yet 1t is

very like it, and might properly enough be called

internal sense"™., 17

The proposal ebout the ‘distinction between the méntal and the physical
which I have just defended is of relevance to two other theses which I have
defended in this essay. The first is that thé mental is irreducible to
the behavioural (where behaviour is conoeifred a8 mere motion); and the
second is that the mént#l is in all likelihood reducible to the cersbral,
either at the Property-Levei or at the slighly less general Ferson=Specific
Level. The demonstration of this relevance will briﬁg the essay to a
close. | - | |

To sey that the menfal and the behavioural cannot be connected in a
statement of natural law is to say that it is not possible for a mental
sentence and a behavioural sentence to match in éruih—value in every
physically possible word. And to say on the other hand that the mental
aﬁd the ceiebral gan be connected in a statement of natural law is .to say
that it is possible that # wental sentence and a éera’orai sentence gre 80
connected = 4.e. that it is 'pc-as.-sible for a mental aentenée and a cerebral
sentence to match in truthevalue in every physically possibla world, Up
to this poirnt little has been said to explain why this £hould be 80, .But
we am nov in a position to do Jjust this. For the characterisation of the
mental which it has been the purpose of this section to recommend would,
ass\mixig it to ba correct, have the natural consequence not only that the
behaviour which attends eny specific mental condition varies from one
occasion of the mental condition to anbther, but also that the cerebral

condition which attends any specific mental condition is not likely to very

ed. A, C+ Fraser,

17. Joha Locke, Eggay Concerninz Human Undepstandd
(Cﬁord 1394 '3 Bk II’ Che .1’ Secs 4o
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in the same way atall. Because any given mental condition, while there will
be a range of possible behaviour available, there will be no variability
at all in the subject's cerebral condition.

In what sense are these consequences natural? I advanced the idea
that any mental sentence always requires, as one condition of its truth,
en additional truth to the effect that a certain kind of self-consciousness
is present in the subjéct, whereas physical sentences are those which never
require this. I em presently contending that the nature of this reflexive
consciousness explains why a behavioural sentence and a mental sentence
will never match in truth-value, and that it does so in the following way.
While. to be conscious (in my sense) of a mental condition of one's own is
not nécessarily to have it "in focus", to be fully and explicitly awsre of
it, or to.he able to express it linguistically -~ these are the features of
what I called "full-blooded" consciousness - it is to be in such a state
that one can bring it into focus and full awareness, or have other people
do it for you under the right kind of manipulation. And the imporiance,
in turn, of the ability to selectively focus upon one's own mental states
is fhét itis just this ability which underlies people's capacity to bghave
as_peonles thaf is, to adjust and declde their sctions in the light of
the whole range of their present desires, thoughts, bellefs, and other
mental conditions.

Indeed & strong case can be made out for saying that we are persons
to just the degree to which we do selectively focus upon our thoughts and
desires, etc., mutually adjust them when they conflict, alter them in the
face of reasonable persuasion, open ourselves to rational criticism and
moral evaluation, and, finally, cite them in explanation of the very
different actions which we initiste. All this is to say that consciousness
of one's own mental condition, in the sense of my exposition, is part and

parcel of being able to behave as a person.
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This, very roughly, 1s the way in which the presence of the relevant
type of consclousness of one's own mental condition explains the variation
which is found in the behaviowr, if eny, which those same mental conditions
can be used to explain =~ the variation which, as we saw in Chapter I,
directly spells the failure of any mental-to-behavioural reduction. And
on the other hand, it seems clear that this type of self-consciousness of
one's own mental conditions need have no enalagous effect upon the cerebral
conditions which accompany them. By contrast, if a person were an auto-
matic mechanisa of a sort such thet any specific mental condition directly
caused & certain specific type of limbemovement, then no doubt a behavioural
reduction would stand the same chance of success as a cerebral reduction

now stands. But this is manifestly not what & percon is.
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Appendix
IDENTIFICATION AND EXPLICATION

..\t oductio

In the section of the Chapter I entitled "Alternastives to a Behavioural
Reduction" I mentioned an enalytical device euployed by Quine (and by those
who follow him) which, though neither reductive nor non=-reductive in the
senses thero distinguished, meritsserious consideration on the grounds that
it supposedly provides & way of analysing the mental in terms of the physical.
Applied to a range or classv of inddividuala, the dévice is noraally called

"explication"; while applied in particular instances it 1s more ordinarily

called "id@ntification“ or "ideantification with ees™e

If in a chesa game I réplaoe the black king; with a bﬁfton, ‘for instance,
then we can say that for the duration of the gm:;é 'tha bﬁtton is the black
king -' or, to ugse g different terminologzy, tbaf the biack king has been
;denti“ied with the butfon. This device of "identification with" has
nothing to do with strict 1dentity or Leihni z's iziw, as Quine's eiample of
the ordered pair <x,y> shows; 4n this case either {{:g %{y,/\gg or

{{xg , {x.y%} or 23 or 3°27 can be identified with the ordered
pair <x,y>' » while they ere all clearly distinct from each other.’ fThere
is even adifference in ordinary speech correspondiné to' the ’difference
between this sort of identification and cases of "strict" identity. In the
former case we epeak of identification yith, and the latter case we speak of
identification pa3: the smell boy who 1dentifies himself with Dan Dare is
just being playful, but if he i1dentifies himself gg Dan Dare then he needs

1. E’de gnd Obglegt, paras. 53 54e
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peychiatric counsel.

In Chapter I we saw some more systematic cases of “identificstion with",
vhich involved the introduction of classes. Classes very often play the
key role: for Bloomfield, for example, phonemes were to be identified with
classe.é of phones, morphemes with classes of phonemes, and sentences with
clasnes of morphemes. And for Fodor, as we saw, mental states were to be
identified with classes of neurological states. Cuine's own legacy from
the Blocmfieldian tradition in linguistics 1s considerable; we find Lim

saying in Word and Object that phonenmes
"eeee axre sometimes construed as the classes of their
eprroximations. In representinz them rather as segments .
of norms I stress the qualitative clustering about statistical
norns, end nminimise the suggestion of an enclosingz boundary.
But ®e can £$ill think of each norm as the class of the
events that are occurences of it" 2

end later in the book the method 1s extended to those abstract object
gentenceg, in a way which Bloomfield himself might have done:

"A gentence is not an utterance event but a linguistic form
that may be uttered often, once, or never; and e.s.s. its
existence is not compromised by failure of utterance. But

wo zust pot accept this answer without considering more
precisely what these linguistic forms are., If a sentence
¥ere teken as the class of its utterances, then e£ll unuttered
sentences would reduce to one, viz. the null class; esees.
¥or should I like to teks a sentence &s an attribute of
utterances ..¢» But there 1s another way of taklng sentences
end other linguistic forms that leaves their existence and
distinctness uncompromised by fallure of utterance. Ve can
teke each lingulstic form 28 the geguence, in a mathematical
sense, of its suqcessive characters or phonemes, A sequence
8,18,0000ea, can be explained as the class of n pairs <8'1' 1> ’

n
<a2.2> essgee <an.n> « We can still take each component

character &, as a class of utterance events, thers being here
no risk of %ion-utterance“ 3

As & mattor of fact this procedure fails to provide for the distinctness of

different sentences, even when elaborated to this extent; for example,

2.  Yord and Object, pp. 89=90.
%, Hord end Cbiect, pps 194~5.
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(1) ILet tue meat cook
(2) Let then eat cook

would by Quine's standard be the saue eéntence. However my purpose in
quoting those examples of idontification with 1s only illustrative; the
escential component of this method, and the one we ixmst conoentréte on, iz
to hit on an effective function which associates with oach merber of a
certaln category of objects some other construction = in practice usually
sot~theoretic — such thet the argments are mapped by the fuaction onto
its values in such a way as to preserve, amongthe valuewobjects, all the
important differences which obtain among the arsument-objects. |

It mey be Aifficult to grasp the ezact purport of this abatract state=
mént; bat thé procedure can be e;plained more fully as £0llows = and X
continue to Vt'a‘s:e the case of sentences (which are:abstrac-t objects) as an
example. Tou etart from & nominalistic premiss, to the effect that some
objects are "concrete® aand "ginmple” while some are abstract. You then
ernlain or in & sense define en ebstract object aa belng a class whose

nenbers are gpecified by an open sentence, according to this schoma:

Abstract object 0 ia the cless whoss mermbers are a&ll the simple
- or concrete thing;s X such that seveseXensssne

So for instance the abstract object rednssz might be introduced like this:

Redness is the class whose members are all the things x such
that x i3 red.

and in the case of sentences, the general formula would be:
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Sentence Sn is the class of thinre <Ii' yi> such that X,
is the ith character of S, and such that y, is the number 1.

where in uddition, we ezplain a character and a number in aet-theoretical

terms so a3 to expand the definition to:

Sentence Sn is the class of things <zi. yi> such that x, is
the ith character of 3 n and such that vy is the number i, where

the ith character Ty of Sn is the class of things w such that

w i3 an utterance—avent of xi and vhere the number 1 is the ‘
claass of thipgs %z such that z 18 an ordered i-tuple of objects.

Such effective funétions a3 this = assuming that this ia an gffective
function = are called by twine proxy funetions, | Before we try to fathom
tlﬁe efficacy of this method in general, let us see hoy it would spe’cifically
be applied -to the mentals Roughly, the idea wﬁld be to consider sentences
1ike

(3) John believes that swans fly
(4) The cat wants to be on the roof sto

as relating John or tl}a cat to a clasa of possible worlds. Thé proposi-_
tional attitude sentence (3) would, if true, relate John to the class of
possibie worlds in which swans fly; while the egocentric attitude
sentence (4), if true, would relate the cat to the class of possible worlds
in vhich it 1s on the roof. A possible world would be & kind of fourw
dimensional version of a possible world state = where a possible world state
is a élasa of ordered triples of natural numbers, each triple of which

4

identifies a matter-cccupied point.” o in this case we start with points

Footnote 4 printed overleaf
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of matter=occupicd spece as the basic individuals, and with the ordered
triples of netural nunbers which identify them. Then once having
elaborated the notion of a possible world, ve say that a cless of posszible
vorlds is to be identified with the object of an organisms want: the state
of affaire which his having a certain attitude relates him to, The theory
would £inally be elaborated, perhops, (and here I take leave of Quine) in

the following wey., [lenultinste ot-»: complex objects like wanting to be
on the roof or trying to get onto the roof, believing that swens fly, etc.,
would each be ldentified with an ordered peir of classes consisting of the
claezs of organiome who have thot attitude to that state of affairas, and the
relevent class of possible worlds, Iven more complex objects, finally |
(this is the pltinste sten), liks the cais wanting to got onto the roof, or
John's beiieving that swana fly, would perhaps be identified with an ordered
peir having the cat or John es first menber, end the previous ordered pair
aga gecond menber. ‘

This is the kind of elaboretion which Quine's method ( suggests -~ for
explicating mental entities. Fodor's nmethod of identifying mental states
with clzases of neurcloglcal states 1s more straightforwerd, in that it
does not go as far as to invoke the complex epparatus of possible worlds.

I nov list three defects in ascending order of gonerality. They all
pertain fo Cuine's possible-worlds snelysis; the third, which is the most

general, should trouble Fodor's proposal as well.

Tootnote 4 broucht forward from page

In discussing the exmmple and explaining this system 4n Propogitional
Chigets (Untolosdes) Relativity ppe 139-160), Quine gives this pre—
liminary notion the following refinements. In order to accommodate
rotation of the nunber-axes, a possible world state is first explained
to be the class of classes of ordered natural=nunber triples which
identify consruent matter-accupied regions. In order to accommodate
different measuring systems,a possible world state is then explained
“as: & class of classes of ordered naturalenumber triplea which
identify peomeiricelly eimilsy matter-occupied regions. See CQuine's
esasay for other refinarents. ' .
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1. For the propositional attitudes = but not for the egocentric
attitudes = the nethod faila to distingwiszn (say) believing that swans fly
and believ:}ng that mezbers of the sort Cygnus Anstidae i‘ly;' for the possible
worlda 1a which those situstions obtain are the eame, elthough not every
organion who has the first belief has the second, A% least so we are prone
to aay. Quine aclmouwledges this difficulty: it is poculiar 1o tho
poosible-worlds explication of attitudes which sre propositional.

2+ Tor e.,:ocentric and propositional afﬁi‘cudea alike, the method would
fail to reveal the differonce between (sey) wanting a certain thing and
fooriog it, in the case wherg all the organisms who want that thing just
Loonen 10 fear it as welle It is quite possible that they might - and yet
the method of explication would (at the penultinate step) decree them to be
fdontical. A fortiori the cats wanting to get onto the roof end the cats
fearing to pot onto fhe roof would (at the ultimate step) be the same.

This difficulty is not pecullar to the mental: it is ths fomilisr Aiffie
culty which arises with any cot-theoretical or ordered pair dnalysis of
relational expressionss ObjJectlon 3 1s conpletely peneral. -

3. hon the method of identification - or explidation = i3 used, the
object to ba explicated (the ezplicandun) is usually not a class, whereas
the explicating object (the explicans) almost elvways is. And since altere
native classea are availsble as the ezplicans, we cannot say that the
explicans and the explicandus expreassions are it any seﬁsa co~eztensive.

To tale Trege's explication of numbers as a simple exazple: 1t just makes
no sense to say that the expreassion "3" Is co-oxtensive with the expression
" {x [ x4s 2 triple} ", Drplication is, on the other hand, "elimina=
tion" (as Quine puts 4t, ¥ord and Obiect, pe 264); or in other words, as

we could say, en explication which ias systematic 1s an gniolorsdcal reduction.
I stron;ly doudbt whether the vord "peduction® is appropriacte hore: neither
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it nor its comnlement seems to f£it well., But oxplication is paid to effect
an elimination, or an ontologlcal reduction, in the following way. Quine
says that a theory & is reduced ontolorically to a theory &' if we

"opecify & function, not necessarily in the notation of @

or &', vhich admitas ss argunents all objects in the universe

- of & and takes values in the universe of &', This 4is the

proxy function. Then to each n-place primitive predicate

of &, for each n, we effectively ascociate an oven sentence

of ®' in n free variables, in such a way that the predicate

is fulfilled by an n-tuple of crmments of the proxy function

always and only when the open sentence is fulfilled by the

corresponding n~tuple of values" $
Effactively and truth~preservingly mepring the closed sentences of @ onto
the closed sentences of &' is no good by itself, Cuine reninds usg, since
any santence 5 of & can be associated with a sentence "xT" with x as the
G8del number of S and T the truthe-predicate of &, thus trivially reducing
eny theory whatever to a theory of natural numbers. 4And an effective
assoclation of predicates of @ with predicates oif some theory &t 1z no
good by itself either = since the LBwenhein=Ckolem theorem says that any
theory whatever can be modelled in the natursl numbers. It was these
trivialising results which prompted Quine to say that an extra condition
has %0 be mat = this being the specification of a proxy function, which
effectively assims each of the objects of the reduced theory & to sonme
particular objact of the reducing theory &'. The Liwenheim-Skolem theorem,
by contraét, containg no proxy function; 4t does not deternine which
r;umbera are t0 be asssciated with the objects of the theory to be reduced.

Now ry previous examples of identification, or explication, are
examples in which proxy functions are supplied. ?‘W third criticisa of the
entire prograrme = to come to it at last = is that proxy functions are

bound to be either non=effective or else circular. So if I am right, the

apparatus of explication is useless as a device whereby to analyse the
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mental in terms of the physical. And the criticism entails that in the
general cage there is no such thing 2s ontologlical :eduction in Cuines
sense of the phrase.

I shall now explain these criticlems., The first thing to notics is
that it is always possiblé to state any proxy function in a circular way;
for instance you can say that

F'(nusber §) = the class of all I-membered clesses

or that

r*(sentence Sn) = the class of things(xi, j}>such that x, is
the ith character of S se.. etc. (See above)

or, to cite Cuines own example in "Ontological Reduction and the World
of Numbers", that

F(2°¢) = n

For the case vhere "E(x,n°C)" says "the temperature of x is n degrees
centigrade®; where "He(x,n)" says ~.equivalently - "the temperature in
degrees éentigrade éf x i3 n"¢ and vhere the problem ig to try and

elininate impure rurmbers (e.z. five deprces centigrade) in favour of

pure numbers (e.g. five) only. But the important question is whether a
non~circuleor statement existe in each case, which still preserves the
effectiveness of the function. In the number case, according to Russell,

et least, such a non-circular statsment does exist;6 bﬁt the other cases are,
I maintain, more doubtful. Consider the case of sentences. Not every
sequence of characters is a sentence; indeed it seems to me that the only

way of isolating the relevant (i.e. sentential) sequences of characters is

6. Ruseell, Introduction to Mathematical Fhjlosophy, Ch. 2
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by bezinning at the outset with a knowledge of what sentences there ere.
And 1%t is clear that unless there i3 an independent way of soriing the
sentential sequences from the non-sentential sequences, thera is no wmy of
epecifying an edequate proxy function ¥hich does not directly rely, in
the process of assigning values to argunents, upon the very notion to be
ennlysed, (the torm mentioned in the value-position being contained in the
torn nentioned in the ergument~position).

This 1n even more obviously the case with the function F(noc) = 1,
of the temperature erample. And in tho cese of a proxy function for
nental entities, the situation i1a the same. We have to‘eay thaﬁ complex
objects like having a certain attitude to a state of affairs takes as
values of the function an ordered pair of classes consisting of the class
of orzanisms who have thot attitude to that state of affairs. Any effective
assignoment along theserlines will haeve to proceed, I think, by inveking, in
the process of specif&ing the assigned concept, the concept tn yhish it ia
being assizned. (The problenm ia just the same with Fodor's proposal thet
mental states are to be identified with classes of functionally identical
neurological statea. For hore, in the case of eny spacific mental state,
the shered function vhich the relevant reuroclogical states have would be
specified by reference: to the mental state in question, In Just tho same
way, if we are to take Fodor's "camshaft analogy" sericﬁsly (see Chapter II),
that the chared function of those mechanismg which are to be identified with
a velve-lifter is specified as that of 1iftins vnlves).

Indeed, Y think it i3 rather likely that the problem runs even deeper
than this. For in order for values to be assigned to argunments, there
nust be both the objects which sre arguments as well as the objects which
ere values. But then in what sense is anything eliminated? (Zxplication

42 eliminetion, according to the sloren). The temperature example makes
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this general paradox clears Either there are impure numbers or there are
not;7 If there are not, then "E(x, o°C)" faile to represent the logical
forn of "the temperature of x is n degrees centigrade™, end there is no
function (therefore) which csn begin "F(n?C)=... *; But if there ere
impure mmbe:s, then the prory function F(n°c )= onl:}, succeeds in effectively
esziming inipure mbers tq nunbers by assuning impure numbers to exist,

and by associating pure numbers with them on thet yory brsis.  Curiously,

Cuire adnits thin defect, when he says

I must 2dmit that ny formulation suffers from a conspicious

elenent of make-gelieve..... I had Lo talk as if there uops,

such things as X°C" 3
But I cannot myself see how the defect can be admitted seriously, without
at the same time admitting that the enslysis descrves to be rencunced.
This 1s indeed an instence of the paradox of analysis: 4if objects like
sentences, impure numbors, or having an attitude to a stzte of effairs
ere arguments of a pr;)xy function, then their existence and the clarity of
their distinctress conditions muet be assumed 1a edvances And in the
1light of this consideration the idea of eliminating certain objects in

favour of certain others begins to look somewhs? absurd,

Finel Remerks

The enalysis by explication of such things as numbers, sentences,
impure numbers end mentel entities is a questioneble procedure, because,
sz I have arrued, the goal of enalysis 1tself becomes opaque to understanding
vhen it is realised that sssumptions have to be made about the existence
and identity of the analysandum objects in order for the analysis itself to

get under way.

‘ . o .
7. I assuze et this point that not Lotk "I(x, »°C)" gnd "H (x,?)"
rcepresent the correct logical form of the sentence in qusstion.

g9, OCuine. Ontological Reduction. The World of Mumbers, p. 20G.
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tuine hinsolf, of course, soces it differently. Ie considers that an
analysis by explication is motivated in the first place by the fact that
the analycandum objects do pot have clear existence-conditions:

"We have, to begin with, an exprescion or form of expression

that is eomehow troublesome. It Lehaves partly like a tern

but not enoush =0, or it is varue in weys that bother us, or

it puts kinks in a theory or encowrages one or another conw

fueion. But slso it serves certain purposes that are not

to be sbandoned. Then we find a way of accomplishing those

same purposes throurh other chonnels, using other and less

troublesome forms of expression. The old perplexitiea are

reselved® 9 L

Philosonhers interested in roninalistic annlyses have & partially
gimiler view of the process of snalysis: somo sentences can be easily
formaliced in predicate logic, and these describe concrete individuals and
perhaps single events; while others resist the formslism and describe (or
purport to descrive) sbstract objects or objects whose existence is less
fully intellirible. The problem for then, eceln, is one of effectively
deviging a substitute‘. fron the easily formallaable part of the languare,
for the recalcitrant terms or expressions. Now even if it were possible,
devieinz ouch a substitute for & recalcitrant term =~ either to "eliminate"®
or to "introduce" it - would not, in any case, add to the predictive or
explanatory power of the essily formalisable theory, the theory vwhose terms
describe simple or concrete objects; since as Putnanm once suggested,
G8delts proof of tho completeness of predicate logic ensures that sll
implications expres:ible in the nominelistic language can be proved in
that lancuare however many new sete-theoreticel constructiions are introduced
via prozy functions = or however few. |

Porheps the set-thooretical comstructions out of basic individuals

enablé us to give the reganing of the non-basic léng,nage which resiis the

9 ‘;‘?‘OEd and Obi!ggt, P+ 260,
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formallson of predicate lo-:;ic.10 In any event the methodologlcal standpoint
is tho same: you have clear and formalisable terms and easily distinguishe
able objacts on the one hand, and unclear and unformslisable terms and
shadowy obJects on theother; and you then set yourself the task of analye
sing the lattier by deviszing a substitute in terzs of the formor.

I'y reaction to this procedure of Cuine's and the noninallists = to sun
up nov = has beon to say that In tho gencrai‘cas@‘you cannot dcviée a
function whichveffectively takes shadovwy objects into clear oﬁeé witbout
appealing to your shadewy notion in the snecifiecation of the correct clear
notion which 1s to be substituted for 1t; for notions thousht to de ahadbwy
are the very ones upon which we 8o often rely in grouping andvcategnrising
~things vhich sre thought to be basic and, relatively speaking, discrete.
(E.g.,:thé cass of Beﬁtencés and séquencea of characteré; the case of
mental attitudes and classes of possibie worlds). And evon the idea of a
shadowy or lordcally feéalcitiant notion has in practice to be abandoned;
for to make a proxy function pronerly effectivs, you have to incorporéte
- agsunptions ebout the existence and identity of the objects whose analysis
i3 being undertaken. A proxy function effectively relates odbjects in the
univeraa of ona theory to objects in the universs of anothor;ll but if the
forner set of objects exist anywey, thon what could the function possibly

succeed In achieving?

10. See Putnan: Xathomntios and the Ixistsnce of Abstract Obiectg (Phil.
Studies 19%55). ilis suggestion about the neaning of the abstract
or recalcitrant terms was that they "express all the implications
that they entall® (p. 85) If & non=basic sentence 3 li.e. a
sentence with a tora for an "abstract® object) conjoined with a
basic sentonce e entails that e', then one of the implicatlouz that
S expresses 13 that e D e'; although, by G8del's result, if e> !
is valid, it can be proved without considering S.

1l. Seo the quatation'in ny text which is identified by footnote 5, above.
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