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#### Abstract

We prove the worst-case upper bound $1.5045 .{ }^{n}$ for the time complexity of 3-SAT decision, where $n$ is the number of variables in the input formula, introducing new methods for the analysis as well as new algorithmic techniques. We add new 2- and 3-clauses, called "blocked clauses", generalizing the extension rule of "Extended Resolution." Our methods for estimating the size of trees lead to a refined measure of formula complexity of 3-clause-sets and can be applied also to arbitrary trees. © 1999 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

In this paper we study the exponential part of time complexity for 3-SAT decision and prove the worst-case upper bound $1.5044 .{ }^{n}$ for $n$ the number of variables in the input formula, using new algorithmic methods as well as new methods for the analysis. These methods also deepen the already existing approaches in a systematic manner.

The following results for 3-SAT decision (abstracting from a polynomial factor in the length of the input) are known:

1. The history of 3-SAT bounds begins with $1.839 .{ }^{n}$ [24], or, by looking slightly closer at the formula, 1.769.. ${ }^{n}$ [3].
2. The first important step was made by Monien and Speckenmeyer [24], yielding the bound 1.618.. ${ }^{n} .{ }^{2}$ The idea is to enforce the existence of a 2 -clause, yielding a better output for 1-clause elimination.
3. In [29] this bound was improved to $1.578 . .^{n}$ with the help of a refined algorithm and a refined measure of formula complexity for 3-clause-sets (formulas in 3-CNF):

For the previous bound the mere existence of a 2 -clause had been sufficient. Compared to that, [29] starts the quantitative registration of 2-clauses (building up on an idea of B. Monien).
4. While the measure of formula complexity from [29] (invoking a certain "approximation" of the number of 2-clauses) is further developed in this article, another step in our direction is [33], reaching $1.5702 . .^{n}$. "Blocked clauses" are used in special cases, eliminating certain branches from the search tree, and also, unlike [29], by some global argumentation a (small) number of new 2 -clauses can be taken into account for sure (using also some sort of "budget" for new clauses).
5. The bound $1.5044 .{ }^{n}$ was presented by the author in [16].
6. In the extended abstract [30] the bound $1.4962 . .^{n}$ is claimed. In [20] the author of the present article sketched how this bound can be reached by a refinement of the algorithm of this article.
For a general survey on worst-case upper bounds for SAT decision, considering also other classes and other measures of formula complexity, see Section 14.3.1 (and [22]).

### 1.1. Survey of the fundamental ideas so far

The basic structure of the algorithms used for upper bounds for 3-SAT decision, called "DPLL-algorithms" ${ }^{3}$ due to [4, 5], is just "reducing and testing (or branching)": On input $F_{0}$, one uses (certain) polynomial reductions $F_{0} \rightarrow r\left(F_{0}\right)$ where $r\left(F_{0}\right)=: F$ is satisfiability equivalent to $F_{0}$. If this does not decide whether $F_{0}$ is satisfiable, one divides via


$$
F \in \mathscr{S} \mathscr{A} \mathscr{T} \Leftrightarrow \exists i \in\{1, \ldots, p\}: \varphi_{i} * F \in \mathscr{S} \mathscr{A} \mathscr{T}
$$

$\varphi_{i}$ partial assignments, $\varphi_{i} * F$ the result of substituting truth-values via $\varphi_{i}$ in $F$.

[^1]The progress made in the course of development from [24] to our results lies, very roughly speaking, in extending the realm of reductions $r$, in selecting and constructing better branchings ( $\varphi_{1}, \ldots, \varphi_{p}$ ), and, going hand in hand with these improvements, in discovering new methods for estimating the size of the backtracking tree built up by the above branchings. ${ }^{4}$
For the analysis of complexity the measurement of formula complexity seems to us to be most important, because there is an immediate feedback for the algorithm, which is a "greedy" one and therefore ought to know in which direction the reduction of formula complexity is big.
The basic ideas for the previous bounds (and algorithms) on 3-SAT-decision are as follows. (We assume some basic knowledge about SAT decision here. In Section 2 the reader will find the definitions of the fundamental notions used in this paper.)

### 1.1.1. The bounds $1.839 . .^{n}$ and $1.769 .{ }^{n}$

A (partial) assignment $\varphi$ fulfilling $\varphi(a)=\varphi(b)=\varphi(c)=0$ for a 3-clause $\{a, b, c\} \in F$ cannot satisfy $F$, i.e., $\varphi(F)=0$ holds. In other words: After setting $a$ and $b$ to 0 , the value of $c$ is forced to be 1 (by "Unit-clause-elimination").
This trivial observation reduces the search space of assignments for a 3-clause-set $F$ from $2^{n}$ to $1.839 . .^{n}$. The basis of this bound is given by $1.839 . .=\tau(3,2,1)$, where $\tau(3,2,1)$ (see Definition 8.3) is the "cost" of the branching

$$
(\langle a \rightarrow 0, b \rightarrow 0, c \rightarrow 1\rangle,\langle a \rightarrow 0, b \rightarrow 1\rangle,\langle a \rightarrow 1\rangle)
$$

with respect to the loss of variables. ${ }^{5}$ This "branching tuple" $(3,2,1)$ can be seen as built up from the trivial branching $(1,1)$ and the improved branching $(\mathbf{2}, \mathbf{1}):(3,2,1)=$ $(1+\mathbf{2}, 1+\mathbf{1}, 1)$, where the tuple $(1,1)$ comes from testing the literal $a$ and, within branch $\langle a \rightarrow 0\rangle$, the tuple ( 2,1 ) comes from testing the (new) 2-clause $\{b, c\}$.
By noticing that also in the other branch $\langle a \rightarrow 1\rangle$ there arises a new 2 -clause (for literal $a$ not pure in $F$ ), we can (slightly) improve this bound to $\tau(1+2,1+1,1+2$, $1+1)^{n}=1.769 .{ }^{n}$.

### 1.1.2. The bound 1.618.."

A better reduction of the search space is obtained if there is a 2 -clause $\{a, b\}$ in $F$, because then already $\varphi(a)=\varphi(b)=0 \Rightarrow \varphi(F)=0$ holds. When the existence of $\mathrm{a} \leqslant 2$-clause is always guaranteed, we get the bound $1.618 . .^{n}(1.618 . .=\tau(2,1))$. For that purpose the following elementary fact is used (a form of the "Autarkness Principle" from [25]):
$\left(\mathbf{A}_{\mathbf{0}}\right): \quad(\varphi * F)^{[0,2]} \neq \emptyset \quad$ or $\varphi * F \stackrel{\text { sat }}{=} F$

[^2]for a partial assignment $\varphi$ and a 3-clause-set $F$, where $F^{[0,2]}$ is the set of clauses $C \in F$ of length at most 2 , and $\stackrel{\text { sat }}{=}$ is the satisfiability equivalence:

After application of a partial assignment to a 3-clause-set $F$ either there is a clause of length at most 2 , or the result is equivalent to $F$ with respect to satisfiability. Thus in the "exceptional case" $(\varphi * F)^{[0,2]}=\emptyset$ we just reduce $F$ to $\varphi * F$ (without branching).

The proof of $\left(\mathrm{A}_{0}\right)$ consists in the simple observation that $(\varphi * F)^{[0,2]}=\emptyset \Rightarrow$ $\varphi * F \subseteq F \Rightarrow \varphi * F \stackrel{\text { sat }}{=} F$ holds (see Section 4). Both algorithms in [23,25] use this argument, but in a slightly different form: [23] uses $\left(\mathrm{A}_{0}\right)$ where $F$ is the original input formula $F_{0}$ and $\varphi$ the assignment corresponding to the whole path from the root $F_{0}$ of the test-tree to the current test-formula $\varphi * F_{0}$. [25] stated the stronger version $\left(\mathrm{A}_{1}\right)$ of $\mathrm{A}_{0}$ :

$$
\left(\mathbf{A}_{1}\right): \quad(\varphi * F)^{[0,2]} \backslash F \neq \emptyset \quad \text { or } \varphi * F \stackrel{\text { sat }}{=} F
$$

and applied it to the current test-formula $F$ and one of its direct successors $\varphi * F$.
Note that $(\varphi * F)^{[0,2]} \backslash F=(\varphi * F) \backslash F$ holds, since applying a partial assignment to a 3-clause-set does not create new 3-clauses. We use the notation

$$
N(\varphi, F):=(\varphi * F) \backslash F
$$

for the set of new clauses.

### 1.1.3. The bound $1.578 .{ }^{n}$

While the new $\leqslant 2$-clause guaranteed (in the "normal case") by $\left(\mathrm{A}_{1}\right)(N(\varphi, F) \neq \emptyset)$ is not necessary for the previous bound, [29] exploited this effect for his improved bound by including a certain "approximation" of the number of $\leqslant 2$-clauses in his complexity analysis. From our point of view the basis 1.57817 .. $=\tau_{1,2,1}$ (see Definition 11.2) of the bound in [29] results from balancing the costs of the following two worst cases of his algorithm:

1. In the first "worst case" all 2-clauses have disjoint variables and for a specially chosen 2-clause $\{a, b\} \in F$ one splits via $\langle a \rightarrow 0, b \rightarrow 1\rangle,\langle a \rightarrow 1\rangle$. ( $\mathrm{A}_{1}$ ) gives at least one new clause in every branch, and additionally [29] managed to guarantee for the branch $\langle a \rightarrow 0, b \rightarrow 1\rangle$ one further new 2-clause. This yields the "cost"

$$
\tau(\overbrace{2}^{*_{1}}+(\overbrace{2}^{*_{2}}-\overbrace{1}^{*_{3}}) \cdot \alpha, \overbrace{1}^{*_{1}}+(\overbrace{1}^{*_{2}}-\overbrace{1}^{*_{3}}) \cdot \alpha)=\tau(2+\alpha, 1)
$$

for this branching, where $\alpha$ is the "weight of 2-clauses."
The values under $*_{1}$ stand for the loss of variables, under $*_{2}$ for the number of new 2-clauses and under $*_{3}$ for the number of eliminated 2 -clauses in the respective branches.
2. In the second "worst case" some variable occurs twice in the 2-clauses of $F:\{a, b\}$, $\{a, c\} \in F$, which is also the maximal number of occurrences of a variable in the 2-clauses of $F$. For the branching $\langle a \rightarrow 0, b \rightarrow 1, c \rightarrow 1\rangle,\langle a \rightarrow 1\rangle$ we have:
(a) In branch $\langle a \rightarrow 0, b \rightarrow 1, c \rightarrow 1\rangle$ at most four 2-clauses are eliminated, and because [29] counts only variable-disjoint 2 -clauses (an important point which will be discussed later), only two of them are counted. ${ }^{6}$
(b) And in branch $\langle a \rightarrow 1\rangle$ two 2-clauses are eliminated, from which one is counted. Thus for the second worst case we get the cost

$$
\tau(3-2 \alpha, 1-\alpha)
$$

The optimal value $\alpha_{1,2,1}$ for $\alpha$ is the value where $\tau(2+\alpha, 1)=\tau(3-2 \alpha, 1-\alpha)$ holds true. Numerical calculations yield $\alpha_{1,2,1}=0.200780$.. and the basis

$$
\tau_{1,2,1}=\tau\left(2+\alpha_{1,2,1}, 1\right)=\tau\left(3-2 \alpha_{1,2,1}, 1-\alpha_{1,2,1}\right)=1.57817 . .
$$

of the bound.

### 1.2. The ideas leading to the bound $1.5044 .{ }^{n}$

### 1.2.1. The role of 2-clauses for 3-SAT-decision

The analysis of SAT-algorithms has to gauge (at each step) the reduction in formula complexity achieved by the algorithm.

For the bound $1.618 . .^{n}$ only the number $n$ of variables of $F \in 3-\mathscr{C L C}$ is used for measuring the complexity of $F$ (thus measuring the reduction in formula complexity by $\Delta n$, the loss of variables). Now I cannot figure out any way of improving $\Delta n=(2,1)$, achieved by the branching

$$
(\langle l \rightarrow 0, x \rightarrow 1\rangle,\langle l \rightarrow 1\rangle) \text { for }\{l, x\} \in F
$$

in the case that all 2-clauses are variable-disjoint (considering the worst case).
Thus, in order to improve that bound (and the algorithm(!)), another aspect of structural simplification than the loss of variables must additionally be taken into account.

Let us consider in the variable-disjoint case the effect of the test-assignments $\varphi_{0}=$ $\langle l \rightarrow 0, x \rightarrow 1\rangle$ and $\varphi_{1}=\langle l \rightarrow 1\rangle$ on the 3-clauses of $F$.

If $\varphi_{i}$ does not create a new $\leqslant 2$-clause from some 3 -clause (by assigning truth value 0 to one or two literals of some 3 -clause and not affecting the other literals in that clause), i.e., the set

$$
N\left(\varphi_{i}, F\right)=\left(\varphi_{i} * F\right) \backslash F
$$

of new clauses is empty, then by $\left(\mathrm{A}_{1}\right)$ (see Section 1.1.2) $\varphi_{i} * F$ is satisfiability equivalent to $F$. So let us assume that at least one new $\leqslant 2$-clause has been created by $\varphi_{i}$, i.e., $N\left(\varphi_{i}, F\right) \neq \emptyset$.

[^3]If the empty clause is created $\left(\perp \in N\left(\varphi_{i}, F\right)\right)$ then this branch is completed. If a new 1-clause arises $\left(N\left(\varphi_{i}, F\right)^{[1]} \neq \emptyset\right)$ then we are also lucky since by 1-clause-elimination one further variable can be eliminated. So let us assume that only new 2-clauses have been created by $\varphi_{i}$, i.e., $N\left(\varphi_{i}, F\right)=N\left(\varphi_{i}, F\right)^{[2]}$.

Now, since the only existing 2-clause affected by $\varphi_{i}$ is $\{l, x\}$ (the 2-clauses are variable-disjoint!), the total number of 2-clauses in $F$ has not been decreased by applying $\varphi_{i}$ to $F$ : One 2-clause has been eliminated, and $\left|N\left(\varphi_{i}, F\right)\right| \geqslant 1$ many 2-clauses have been created.

If in at least one branch $\varphi_{0}$ or $\varphi_{1}$ also an additional new 2-clause can be guaranteed, that is $\left|N\left(\varphi_{i}, F\right)\right| \geqslant 2$, then in fact in that branch the number of 2 -clauses increases!

This increase could be exploited directly by considering the following two cases (for simplicity we assume that in both branches two new 2-clauses are created):

1. The set of 2 -clauses stays variable-disjoint: This case occurs maximally $n / 2$-times on any path in the backtracking tree (or computation tree as we say), and thus the computation tree has been cut down. ${ }^{7}$
2. Otherwise there exists a variable which occur at least twice in the 2-clauses of $F$, and testing such a variable yields (due to 1-clause-elimination) a bigger reduction with respect to $n$ than $\Delta n=(2,1) .{ }^{8}$
However, this approach complicates the algorithm and ignores "distant effects." (The reader should note that the case-distinction in only "locally complete," i.e., for one single node, while in general both cases may occur together in the computation tree, and thus prevent the simple bounds.)

We choose another more general approach, combining both sights (the elimination of variables vs. the increase in the number of (variable-disjoint) 2-clauses) by some sort of linear combination.

### 1.2.2. The basic idea of refined measurement for 3-clause-sets, incorporating some "compatible" amount of 2-clauses into the measure

As starting point we refine the measure $n$ (number of variables) for the complexity of $F$ to a difference $\boldsymbol{m}=\boldsymbol{n}-\boldsymbol{z}$ where $z$ reflects in a suitable way the number of $\leqslant 2$ clauses of $F$. To determine this "suitable way" is a non-trivial task and is treated in this work the first time systematically, motivated by an analogous quantity within the proofs from [29].

Some remarks:
$-z$ has to be subtracted from $n$ since an increase in the number of 2-clauses should decrease the formula complexity.

- In our framework it is preferable to incorporate into the measure $z$ only the number of 2 -clauses instead of $\leqslant 2$-clauses, since the empty clause $\perp$ simply aborts the current path in the computation tree and 1-clauses belong to the difference in the number of variables (1-clause-elimination is applied always automatically).

[^4]$-z$ has to be an "approximation" of the number of 2-clauses since the number of 2-clauses itself can be quadratically in $n$, but a measure (of formula complexity) should take only non-negative values.
The "progress" made in the test-tree from $F$ to one direct successor $F^{\prime}$, which, taken together, determines our bound for the size of the test-tree (with the help of the $\tau$ function), is now no longer the simple difference $\Delta n=n(F)-n\left(F^{\prime}\right)$, but
$$
\Delta m=\Delta n-\Delta z=\left(n(F)-n\left(F^{\prime}\right)\right)-\left(z(F)-z\left(F^{\prime}\right)\right)
$$

The reduction of $F$ is the bigger the greater $\Delta m$ is, i.e., the greater $\Delta n=n(F)-n\left(F^{\prime}\right)$ and the less $\Delta z=z(F)-z\left(F^{\prime}\right)$ (negative if possible) are.
In the whole we try to improve the bound $1.618 . .^{n}$ by using negative $\Delta z$ in the case of "small" $\Delta n$ (mainly the case of variable disjoint 2-clauses), corresponding to an increase in the number of 2 -clauses. In the case of "big" $\Delta n$, the above combined difference $\Delta m$ (in contrast) is decreased by a positive $\Delta z$ (more 2-clauses vanish than arise), and thus the whole method can be seen as a balancing of the measurements of the different cases.

The following trivial equation is basic for our considerations:

$$
\Delta z=\text { number of vanishing " } z \text {-clauses" - number of new " } z \text {-clauses". }
$$

Thus we have to maximize the number of new " $z$-clauses" and to minimize (control) the number of vanishing " $z$-clauses," where by a " $z$-clause" we mean a 2 -clause which is counted by the approximation $z .{ }^{9}$

### 1.2.3. New 2-clauses

To obtain a maximal number of new " $z$-clauses" we use the following two new methods:

1. We introduce the notion of "Blocked Clauses," a generalization of the addition of new clauses by the extension rule of "Extended Resolution." "Blocked Clauses" are special (fast decidable) cases of "redundant clauses," i.e., clauses which can be satisfiability equivalently added to or eliminated from a given clause set. For testing a clause-set $F$ with variable disjoint 2 -clauses we use blocked clauses to obtain new 2-clauses in the following ways:
(a) We choose the branching variable from a not-blocked 2-clause, because this has a greater impact on the clause-set (i.e., yields more new 2-clauses).
(b) Blocked 2-clauses are "virtually" eliminated in the "br-Autarkness"-case of our algorithm, a generalization of Autarkness, in order to establish the existence of the not-blocked 2-clause in (a).
(c) Such blocked 3-clauses (without new variables) are added to $F$ in some cases, which become 2-clauses after branching.

[^5](d) In order to improve the efficiency of (c), in $F$ all blocked 3-clauses are eliminated (before).
(e) All possible blocked 2-clauses (without new variables) have been added to $F$ (before), since they reveal better branching possibilities.
A predecessor of the notion of "Blocked Clauses" is Purdom's "Complement Search" in [28]: In a more general context conditions for eliminating certain branches from the test tree are given, which correspond (for CNF) to the effect of addition of blocked clauses and subsequent 1-clause-eliminations (compare (c) and (e)).
2. If a partial assignment $\varphi$ creates only "few" new 2-clauses, i.e., $N(\varphi, F)$ is "small," then with the concept of "Generalized Autarkness" we construct from $\varphi$ a new branching, which, in case the old envisaged one (to which $\varphi$ belonged to) was not already "good", ${ }^{10}$ is better than this old one. (Ordinary) "Autarkness" is just the special case where zero new 2-clauses are created.

### 1.2.4. How new 2-clauses are taken into account

The problem that a new 2-clause in general is not a new " $z$-clause" (because $z$ is only an approximation of the total number of 2-clauses), and we do not know which clauses are taken into account and which are not, is overcome by a general method, tracing the new 2-clauses over the whole computation tree.

The "distance function" $d^{3}$. We introduce the distance function $d^{3}\left(F, F^{\prime}\right)$ (replacing $\Delta n-\Delta z^{11}$ ), depending on a "level of approximation" $k$. Let $\rho(F)$ denote the maximal number of occurrences of a variable in the 2-clauses of $F$. We distinguish two main cases:

1. If in $F$ the number of occurrences of variables in the 2 -clauses is bounded by $k$ (i.e., $\rho(F) \leqslant k$ ), then $d^{3}$ allows to account new 2-clauses up to a fixed amount.
2. Otherwise if $\rho(F)>k$, then only vanishing 2 -clauses are counted. (Motivated by the fact, that in this case "many" variables vanish because of 1-clause-eliminations: At least $\rho(F)+2$ together in both branches by testing a literal which realizes $\rho(F)$.)
The number of vanishing 2-clauses which are counted by $d^{3}$ is (in any case) bounded by a function of $\Delta n$ and $k$, since $d^{3}$ considers only (maximal) sub-clause-sets $P \subseteq F^{[2]}$ of the set of 2-clauses of $F$ with $\rho(P) \leqslant k^{12}$ (plus a "reserve" for new 2-clauses).

The main idea for the realization of $d^{3}$ : Consider the whole subsequent computation. Consider a clause-set $F$ with $\rho(F) \leqslant k$ and one of its immediate successors $F^{\prime}$ in the computation tree.

If also $\rho\left(F^{\prime}\right) \leqslant k$ holds, then all new 2-clauses (arising at $F^{\prime}$ and new relative to $F$ ) are counted for this branch, since for $\rho \leqslant k$ the above $P$ contains all 2-clauses.

Otherwise consider the first successor $F^{*}$ of $F^{\prime}$ in the computation tree with $\rho\left(F^{*}\right) \leqslant k$. Because we did not count new 2 -clauses at the intermediate points

[^6]between $F$ and $F^{*}$, the number of new 2-clauses could not accumulate and at last at $F^{*}$ the number of new 2-clauses at $F$ must have been taken into account! ${ }^{13}$

The framework for the realization of $d^{3}$. The framework for this more global attempt, compared to what can be achieved by using the ordinary methods of recursion equations, is given by the " $\tau$-lemma" which enables us to estimate the number of leaves in a tree with the help of an arbitrary distance function, i.e., a labeling of the edges of the tree by positive real numbers (using necessarily the original tree, not the one belonging to the (local) recursion equations).

The calculation of the upper bound on the number of leaves consists in the calculation of the maximal $\tau$-value over all (inner) nodes of the tree, constituting the basis of the (exponential) bound, and in calculating the maximal sum of the distances over all paths of the tree, constituting the exponent of the bound.

Every tree has (up to a positive factor) exactly one distance function such that the bound is exact. This optimal distance function is characterized by the condition that all $\tau$-values over inner nodes of the tree are equal, motivating our general strategy of balancing of different cases. ${ }^{14}$

Within this framework, the above idea, that new 2-clauses must eventually have been taken into account, could already be involved in the definition of $d^{3}$, and the main problem left is to bound the maximal sum of $d^{3}$-values over all paths in the computation tree by a (reasonable) function of $n$.

### 1.2.5. Controlling the number of vanishing 2-clauses

Back to our problem of minimizing $\Delta z$ (from Section 1.2.2), we have the following principles to control the number of vanishing 2-clauses:

1. The "basic test" consists of the two branches $[\langle l \rightarrow b\rangle]_{F}$ for $b \in\{0,1\}$ for some literal $l$, where []$_{F}$ means the addition of all possible 1-clause-eliminations. If in one branch $b$ "many" 2-clauses are eliminated, then in at least one of the two branches $b, \bar{b}$ also "many" variables must have been eliminated, since if in branch $b$ only "few" variables are eliminated, then one of the eliminated variables of branch $b$ must occur "often" in the 2-clauses of $F$, and now, according to the special choice of $l$ as a literal such that the sum of occurrences of $l$ and $\bar{l}$ in the 2-clauses of $F$ is maximal, ${ }^{15} l$ or $\bar{l}$ itself occurs "often" in the 2 -clauses of $F$ with the consequence that in the other branch $\bar{b}$ "many" variables must disappear. The case of a symmetrical distribution of the number of disappearing variables on both branches is even more favorable (owing to a fundamental property of the $\tau$-function).

[^7]2. According to 1 . the number of vanishing 2 -clauses is connected to the number of eliminated variables. However, the bound is quadratically, ${ }^{16}$ and furthermore only holds for the whole branching, but not for one single branch. To control a single branch and to optimize the estimation we use the approximation mentioned above (choosing at the end $k$ and the weight $\alpha$ optimal).

### 1.2.6. Bringing together the different ideas

In the algorithm as well as in the analysis we have to combine all the above ideas in an optimal way ("optimal" according to our knowledge of the shape of the "general clause-set"). This combination, achieved with the help of $d^{3}$, has to balance the mentioned cases:

For variable disjoint 2-clauses small $\Delta n$, but an increase in the number of 2-clauses, and in the case of a multiple occurrence of a variable in the 2-clauses "big" $\Delta n$, but (in general) a decreasing number of 2-clauses.

This job seems not to be straightforward, and some effort is necessary to obtain global tools (like $d^{3}$ ) for the proof of the upper bound which work in any case.

Last, but not least, is should be mentioned that our decision algorithm also uses certain polynomial reductions which help us to get rid off some special ill-conditioned cases (establishing some "normal form").

### 1.2.7. Where the number 1.5044.. comes from

Analogously to our analysis of the bound $1.578 .{ }^{n}$ from [29], we give the two worst cases of our algorithm and show how the bound is computed:

1. Again, in the first "worst case" all 2-clauses have disjoint variables and for a specially chosen 2-clause $\{l, x\} \in F$ one splits via $\langle l \rightarrow 0, x \rightarrow 1\rangle,\langle l \rightarrow 1\rangle$. Our algorithm now achieves three new 2-clauses (in the "normal case") for both branches and thus we obtain the "cost"

$$
\tau(\overbrace{2}^{*_{1}}+(\overbrace{3}^{*_{2}}-\overbrace{1}^{*_{3}}) \cdot \alpha, \overbrace{1}^{*_{1}}+(\overbrace{3}^{*_{2}}-\overbrace{1}^{*_{3}}) \cdot \alpha)=\tau(2+2 \alpha, 1+2 \alpha)
$$

for this branching, where $*_{1}, *_{2}$ and $*_{3}$ are as before.
2. Due to our (optimal) choice $k=2$ for the parameter $k$, in the second "worst case" a literal $l$ occurs three $(=k+1)$ times in the 2 -clauses of $F:\left\{l, x_{1}\right\},\left\{l, x_{2}\right\}$, $\left\{l, x_{3}\right\} \in F$, which is also the maximal number of occurrences of a variable in the 2-clauses of $F(\rho(F)=3=k+1)$. For the branching

$$
\left(\left\langle l \rightarrow 0, x_{1} \rightarrow 1, x_{2} \rightarrow 1, x_{3} \rightarrow 1\right\rangle,\langle l \rightarrow 1\rangle\right)
$$

[^8]we have
(a) In branch $\left\langle l \rightarrow 0, x_{1} \rightarrow 1, x_{2} \rightarrow 1, x_{3} \rightarrow 1\right\rangle$ at most nine $\left(=(k+1)^{2}\right)$ 2-clauses are eliminated, and since we consider only the elimination of 2-clauses from a (maximal) set $P$ of 2 -clauses of $F$ with $\rho(P) \leqslant k=2$, only six $(=(k+1) \cdot k)$ of them are counted;
(b) In branch $\langle l \rightarrow 1\rangle$ three 2-clauses are eliminated, from which $2(=k)$ are counted. Thus for the second worst case we get the cost
$$
\tau(4-6 \alpha, 1-2 \alpha)
$$

The optimal value $\alpha_{2,3,3}$ for $\alpha$ is the value where $\tau(2+2 \alpha, 1+2 \alpha)=\tau(4-6 \alpha, 1-2 \alpha)$ holds true. We obtain $\alpha_{2,3,3}=0.12393$.. and the basis

$$
\tau_{2,3,3}=\tau\left(2+2 \alpha_{1,2,1}, 1+2 \alpha_{1,2,1}\right)=\tau\left(4-6 \alpha_{1,2,1}, 1-2 \alpha_{1,2,1}\right)=1.50443 . .
$$

of the bound.

### 1.3. Applications and further improvements

The SAT algorithm presented in this paper has not yet been implemented. However, it seems to be more likely that the complete algorithm is of more theoretical interest, while practical applications may result from heuristic versions of the involved ideas (see [19]).

That transformation of general formulas into 3-CNF indeed can be of practical importance has been demonstrated by the patent [31] and its commercializing. ${ }^{17}$

For a survey on SAT algorithms and applications see [11].
I decided not to include the (relatively small) improvements of the bounds indicated by [30], since the effort seems to be disproportionate to me. See [20], where it is shown how to refine the algorithm of this paper to obtain the bound claimed in [30].
I believe that further progress, below the bound $1.49^{n}$, is only possible when finding a general structure in these refinements.

### 1.4. Outline of contents

After introducing the basic notations in Section 2 we present the concept of "Blocked Clauses" in Section 3 and two generalizations of the "Autarkness Principle" in Section 4.

The polynomial reductions used in our 3-SAT algorithm $\mathscr{N}_{3}$ are the subject of Section 5, while $\mathscr{N}_{3}$ is presented in Section 6.

The analysis of $\mathscr{N}_{3}$ is the subject of Sections 7-13. The basis of our analysis is the " $\tau$-Lemma" 8.2 in Section 8, enabling us to calculate a bound on the number of leaves for any tree $T$, given a "distance function" $d$, an arbitrary labeling of the edges of $T$ by positive real numbers.

[^9]The choice of the distance function for the "computation tree" $\mathscr{T}_{\sqrt{3}_{3}}\left(F_{0}\right)$ is the subject of Section 9. The first attempt is to use $d^{0}=\Delta n$, the loss of variables (used in [23, 25]). [29] used (implicitly) the improved distance function $d^{1}=\Delta m_{1}=\Delta n-\alpha \cdot \Delta z_{1}$ where $z_{1}$ is the maximal number of variable-disjoint 2-clauses in the clause-set and $\alpha \in \mathbb{R}_{+}$is a parameter to be chosen optimally.

In Section 9.2 we generalize $z_{1}$ to $z_{k}$ for $k \in \mathbb{N}_{0} \cup\{+\infty\}$, where $z_{k}(F)$ is the maximal size of a set of 2 -clauses of $F$ such that every variable occurs at most $k$ times:

$$
z_{k}(F):=\max \left\{|P|: P \subseteq F^{[2]} \wedge \rho(P) \leqslant k\right\}
$$

where $\rho(P)=\max _{v \in \operatorname{Var}(P)}|\{C \in P: v \in C \vee \bar{v} \in C\}|$ is the maximal number of occurrences of a variable in the 2-clauses of $F$.

Although $d^{2}=\Delta n-\alpha \cdot \Delta z_{k}$ is already an improvement over $d^{1}=\Delta n-\alpha \cdot \Delta z_{1}$, since we can optimize $k,{ }^{18}$ it is not the end of the story, because $z_{k}$ counts only certain 2 -clauses and thus new 2-clauses may not increase $\Delta n-\alpha \cdot \Delta z_{k}$.

A solution for this problem is given in Subsection 9.3, where we introduce the distance function $d^{3}$ for $\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)$. By using "budgets," $d^{3}$ admits to credit an increase in the number of 2 -clauses for sure, but only to a certain amount, allowing on the other side to restrict the negative effect of a decreasing number of 2clauses.

Of central importance for the application of $d^{3}$, in order to obtain a bound in the input parameter $n\left(F_{0}\right)$, is that the maximal sum of $d^{3}$-values over all paths in $\mathscr{T}_{\sqrt{3}_{3}}\left(F_{0}\right)$ is reasonably connected to $n\left(F_{0}\right)$, which is treated in Section 10.
The special (optimal) values for the parameters of $d^{3}$ (the size of the "budgets," the "level of approximation" for the 2-clauses, and their "weight") are determined in Section 11. Eventually the final estimations of the $\tau$-values with respect to the distance function $d$ are done in Sections 12 and 13, containing most of the combinatorial properties of $\mathscr{N}_{3}$.

In the "Final Remarks" we discuss the following topics:

- the connection of the addition of blocked clauses with "Extended Resolution";
- some further results on our (general) method for estimating the size of trees;
- the general (time) complexity of SAT-decision (presenting the other known bound for SAT decision, and recognizing the complexity of " $(3,2)$-SSS" (a generalization of 3 -coloring, see $[1,2]$ ) as a 3-SAT complexity with respect to a special measurement of formula complexity (namely the number of 3-clauses));
- and at last, we combine the 3-SAT-decision algorithm $\mathscr{N}_{3}$ with the SAT-decision algorithm from [22] realizing the upper bound $2^{1 / 10 \cdot \ell}$ for the number $\ell$ of literal occurrences, and improve the bound $1.5045^{n}$ for all 3-clause-sets $F$ for which the average number $\ell / n$ of occurrences of literals is less than 5.9.

[^10]
## 2. Notations

### 2.1. The "language"

Let $\mathscr{V A}$ be a non-empty set (of "variables") and $\mathscr{L} \mathscr{I} \mathscr{T}:=\mathscr{V} \mathscr{A} \uplus\{\bar{v}: v \in \mathscr{V} \mathscr{A}\}$ the set of literals. Let $\bar{l}$ denote the complement and $\operatorname{Var}(\boldsymbol{l}) \in \mathscr{V} \mathfrak{A}$ the underlying variable of $l \in \mathscr{L \mathscr { I }}$. For $L \subseteq \mathscr{L} \mathscr{I} \mathscr{T}$ we use $\overline{\boldsymbol{L}}:=\{\bar{l}: l \in L\}$ and $\operatorname{Var}(\boldsymbol{L}):=\{\operatorname{Var}(l): l \in L\}$.

A clause is a finite and complement-free set of literals, the set of all clauses is denoted by $\mathscr{C} \mathscr{L}:=\{C \subseteq \mathscr{L} \mathscr{I} \mathscr{T}: C$ finite $\wedge C \cap \bar{C}=\emptyset\}$.
$\mathscr{C L C P}:=\{F \subseteq \mathscr{C} \mathscr{L}: F$ finite $\}$ is the set of all clause-sets. We use $\operatorname{Lit}(\boldsymbol{F}):=\bigcup_{C \in F} C$ and $\operatorname{Var}(\boldsymbol{F}):=\bigcup_{C \in F} \operatorname{Var}(C)$ for $F \in \mathscr{C L C S}$.

A special clause is the empty clause $\perp(\perp:=\emptyset \in \mathscr{C} \mathscr{L})$ and a special clause-set is the empty clause-set $\top(T:=\emptyset \in \mathscr{C L C})$.

A $\boldsymbol{p}$-clause $C$ is a clause of length $p \in \mathbb{N}_{0}:|C|=p$, while a $\leqslant \boldsymbol{p}$-clause is a clause of length at most $p$.

For $F \in \mathscr{C L S}$, $i, j \in \mathbb{Z}$ let $\boldsymbol{F}^{[i, j]}:=\{C \in F: i \leqslant|C| \leqslant j\}$ denote the sub-clause-set of $F$ of all clauses with length between $i$ and $j ; \boldsymbol{F}^{[i]}:=F^{[i, i]}$. For $p \in \mathbb{Z}$ let $\boldsymbol{p}$ - $\mathscr{C L O P}:=$ $\left\{F \in \mathscr{C} \mathscr{L} \mathscr{P}: F=F^{[0, p]}\right\}$ denote the set of all p-clause-sets.

For $l \in \mathscr{L} \mathscr{I} \mathscr{T}$ and $F \in \mathscr{C L S}$ we define $\#_{l}(\boldsymbol{F})$ as the number of occurrences of $l$ in $F: \#_{l}(\boldsymbol{F}):=|\{C \in F: l \in C\}|$, and $\#_{l}^{i}(\boldsymbol{F}):=\#_{l}\left(F^{[i]}\right)$ as the number of occurrences of $l$ in the $i$-clauses of $F$, while $\ell(\boldsymbol{F}):=\sum_{l \in \mathscr{L} \mathscr{\mathscr { G }}} \#_{l}(F)=\sum_{l \in \mathscr{L} \mathscr{\mathscr { F }}} \sum_{i=1}^{\infty} \#_{l}^{i}(F)$ is the number of literal occurrences in $F$ at all.

And by $\boldsymbol{n}(\boldsymbol{F}):=|\operatorname{Var}(F)|$ we denote the number of variables in $F$.

### 2.2. The "semantics"

A partial assignment is a mapping $\varphi: L \rightarrow\{0,1\}(L=\operatorname{dom}(\varphi))$ with $L \subseteq \mathscr{L} \mathscr{I} \mathscr{T}$ and $\bar{L}=L(L$ is closed under complement) such that $\varphi$ preserves complements:

$$
\forall l \in L: \varphi(\bar{l})=\overline{\varphi(l)} \quad(\overline{0}=1, \overline{1}=0)
$$

The set of all partial assignments is $\mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$.
We write " $\varphi(l)=\ldots$ " iff $l \in \operatorname{dom}(\varphi)$. For $\varphi \in \mathscr{P} \mathscr{A} \mathscr{S}$, we define: $\operatorname{Var}(\varphi):=$ $\operatorname{Var}(\operatorname{dom}(\varphi))$, and $\boldsymbol{n}(\boldsymbol{\varphi}):=|\operatorname{Var}(\varphi)|$.

We extend $\varphi$ to clauses and clause-sets in the natural way $(\varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}, C \in \mathscr{C} \mathscr{L}$, $F \in \mathscr{C L S}$ ):

$$
\begin{aligned}
& \boldsymbol{\varphi}(\boldsymbol{C}):= \begin{cases}0 & \text { if } \forall l \in C: \varphi(l)=0, \\
1 & \text { if } \exists l \in C: \varphi(l)=1, \\
\text { undefined } & \text { else; }\end{cases} \\
& \boldsymbol{\varphi}(\boldsymbol{F}):= \begin{cases}0 & \text { if } \exists C \in F: \varphi(C)=0, \\
1 & \text { if } \forall C \in F: \varphi(C)=1, \\
\text { undefined } & \text { else; }\end{cases} \\
& \mathscr{S} \mathscr{A T T}:=\{F \in \mathscr{C L S}: \exists \varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}: \varphi(F)=1\} \quad \text { (trivially } \quad T \in \mathscr{S} \mathscr{A} \mathscr{T}, \quad\{\perp\} \in \mathscr{C} \mathscr{L} \mathscr{S} \backslash \\
& \mathscr{S} \mathscr{A} \mathscr{T}) .
\end{aligned}
$$

The equivalence relation corresponding to the partition $\{\mathscr{S} \mathscr{A} \mathscr{T}, \mathscr{C L S} \backslash \mathscr{S} \mathscr{A} \mathscr{T}\}$ is the satisfiability equivalence: $F \stackrel{\text { sat }}{\equiv} F^{\prime}$ iff either $F$ and $F^{\prime}$ are both satisfiable or both unsatisfiable.

For the purpose of defining special partial assignments (as sets of ordered pairs) we use for literals $l_{1}, \ldots, l_{s} \in \mathscr{L} \mathscr{I} \mathscr{T}$ and truth values $\varepsilon_{1}, \ldots, \varepsilon_{s} \in\{0,1\}$ :

$$
\left\langle\boldsymbol{l}_{\boldsymbol{1}} \rightarrow \boldsymbol{\varepsilon}_{\mathbf{1}}, \ldots, \boldsymbol{l}_{\boldsymbol{s}} \rightarrow \boldsymbol{\varepsilon}_{\boldsymbol{s}}\right\rangle:=\left\{\left(l_{i}, \varepsilon_{i}\right),\left(\overline{l_{i}}, \overline{\varepsilon_{i}}\right): 1 \leqslant i \leqslant s\right\}
$$

### 2.3. Substituting truth values for variables in clause-sets

We substitute truth values for variables in clauses $C \in \mathscr{C} \mathscr{L}$ and clause-sets $F \in \mathscr{C L} \mathscr{S}$ via partial assignments $\varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ :

$$
\begin{aligned}
& \boldsymbol{\varphi} * \boldsymbol{C}:=C \backslash \varphi^{-1}(\{0\}) \quad \text { for } \varphi(C) \neq 1 \\
& \boldsymbol{\varphi} * \boldsymbol{F}:=\{\varphi * C: C \in F \text { and } \varphi(C) \neq 1\} .
\end{aligned}
$$

$\varphi * F$ emerges from $F$ by eliminating all clauses which become true via $\varphi$ and eliminating all remaining literals which become false via $\varphi$.

The basic properties are: $\varphi * F \in \mathscr{C} \mathscr{L} \mathscr{S}, \varphi(F)=1 \Leftrightarrow \varphi * F=\top$ and $\varphi(F)=0 \Leftrightarrow$ $\perp \in \varphi * F$.

For the purpose of SAT-decision we have for a literal $l \in \mathscr{L \mathscr { I T }}$ :

$$
F \in \mathscr{S} \mathscr{A} \mathscr{T} \Leftrightarrow(\langle l \rightarrow 0\rangle * F \in \mathscr{S} \mathscr{A} \mathscr{A} \text { or }\langle l \rightarrow 1\rangle * F \in \mathscr{S} \mathscr{A} \mathscr{T}) \text {. }
$$

The use of the notation " $\varphi * F$ " reflects that here $t w o$ objects are involved: the clauseset $F$ and the partial assignment $\varphi$, indicating that certain calculation are done with $\varphi$ itself. The sign "*" is chosen analogously to the notation of scalar multiplication in Linear Algebra (the semi-group $\mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ acts on the set $\mathscr{C L S}$ as a semi-module).

### 2.4. Abbreviations

We use "w.r.t." for "with respect to," "s.t." for "such that" and "w.l.o.g." for "without loss of generality."

## 3. Blocked clauses

A new concept is the concept of a "Blocked Clause" w.r.t. a given clause-set. ${ }^{19}$ A blocked clause is a special (fastly recognizable) case of a "redundant clause", that means a clause which can be sat-equivalently eliminated from or adjoined to the given clause-set.

The effects of blocked clauses are

1. Eliminating blocked clauses (generalization of the elimination of pure literals) causes that the remaining clauses are "stronger linked to each other."

[^11]2. Addition of blocked clauses (without new variables) eliminates some branches from the search-tree (or computation tree), and may also increase our measure for the number of 2-clauses.
Since addition of blocked clauses generalizes the Extension Rule of [32], it is also helpful in analyzing Extended Resolution (see [9, 18, 21]). In Section 14.1 we discuss this relationship a bit closer.

Definition 3.1. A clause $C \in \mathscr{C} \mathscr{L}$ is called blocked for $l \in \mathscr{L} \mathscr{I} \mathscr{T}$ w.r.t. $F \in \mathscr{C L C P}$ iff $l \in C$ holds and for all $C^{\prime} \in F$ we have $C \cap \overline{C^{\prime}} \neq\{l\}$.

A clause $C$ is called blocked w.r.t. $F$ iff there is a literal $l$ such that $C$ is blocked for $l$ w.r.t. $F$.
$C$ is blocked for $l \in C$ w.r.t. $F$ iff every clause of $F$ either does not contain $\bar{l}$ or additionally contains another complementary literal (i.e., its resolvent with $C$ is tautological).
$C$ is not blocked w.r.t. $F$ iff for all $l \in C$ there is $C^{\prime} \in F$ with $C \cap \overline{C^{\prime}}=\{l\}$.
Lemma 3.1 (Blocking-Lemma). For $F \in \mathscr{C L S S}$ and $C \in \mathscr{C} \mathscr{L}$ blocked w.r.t. F we have: $F \cup\{C\} \stackrel{\text { sat }}{=} F \stackrel{\text { sat }}{=} F \backslash\{C\}$.

Proof. It is enough to show $F \stackrel{\text { sat }}{=} F \backslash\{C\}$ for $C \in F$. The direction $F \in \mathscr{S} \mathscr{A} \mathscr{T} \Rightarrow$ $F \backslash\{C\} \in \mathscr{S} \mathscr{A} \mathscr{T}$ is obvious.

Consider $\varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ with $\varphi(F \backslash\{C\})=$. W.l.o.g.: $\operatorname{Var}(\varphi)=\operatorname{Var}(F \cup\{C\})$. If $\varphi(C)=1$ then immediately also $\varphi(F)=1$. Otherwise, let $C$ be blocked for $l$ w.r.t. $F$. We define $\varphi^{\prime}$ by flipping the value of $l$ :

$$
\varphi^{\prime}:=(\varphi \backslash\langle l \rightarrow 0\rangle) \cup\langle l \rightarrow 1\rangle
$$

Now $\varphi^{\prime}(F)=1$ holds because on the one hand we have $\varphi^{\prime}(l)=1 \Rightarrow \varphi^{\prime}(C)=1$, and on the other hand $\varphi^{\prime}\left(C^{\prime}\right)=1$ holds for $C^{\prime} \in F \backslash\{C\}$ due to:

- if $\bar{l} \notin C^{\prime}$, then $\varphi^{\prime}\left(C^{\prime}\right)=1$ (because of the definition of $\varphi^{\prime}$ and $\varphi\left(C^{\prime}\right)=1$ );
- if $\bar{l} \in C^{\prime}$ then there is another $a \in C \backslash\{l\}$ with $\bar{a} \in C^{\prime}$ (because of the blocking condition) and by $\varphi^{\prime}(a)=\varphi(a)=0$ we have $\varphi^{\prime}\left(C^{\prime}\right)=1$ as well.

We conclude this section by introducing special notions for blocked clauses without new variables:

Definition 3.2. For $F \in \mathscr{C L S S}$ and $l \in \mathscr{L} \mathscr{I T}$ :

$$
\begin{aligned}
& \boldsymbol{B}(\boldsymbol{F}):=\{C \in \mathscr{C} \mathscr{L}: \operatorname{Var}(C) \subseteq \operatorname{Var}(F) \wedge C \text { blocked w.r.t. } F\} \\
& \boldsymbol{B}_{l}(\boldsymbol{F}):=\{C \in B(F): C \text { blocked for } l \text { w.r.t. } F\} .
\end{aligned}
$$

By iterating Lemma 3.1 we easily obtain
Lemma 3.2. For $F \in \mathscr{C L S S}$ and $l \in \mathscr{L \mathscr { I T }}$ we have: $F \stackrel{\text { sat }}{=} F \cup B_{l}(F)$.

## 4. Generalizations of the Autarkness principle

### 4.1. Basic Autarkness

The key observation (with trivial proof) leading to the first non-trivial bound "1.618.." for 3-SAT-decision in [25] (also [24]), called "Autarkness Principle," is the (easy) statement that when applying a partial assignment to a 3-clause-set $F$ either a new $\leqslant 2$-clause is created, or the resulting clause-set is sat-equivalent to $F$ (see Lemma 4.1).

Independently, this upper bound has been obtained also in [23] using a weaker form of Autarkness: In the process of testing there is either a $\leqslant 2$-clause at all in the current 3-clause-set $F$ (resulting from the original input $F_{\text {input }}$ by a series of applications of partial assignments), or $F$ is sat-equivalent to $F_{\text {input }}{ }^{20}$

The new $\leqslant$ 2-clause guaranteed by the Autarkness Principle in fact is firstly employed in [29] for the improved upper bound "1.578.. ${ }^{n\left(F_{0}\right)}$." We will strengthen the creation of at least one new 2-clause both qualitatively (more from the new 2-clause is known) and quantitatively (more than one new 2 -clause is created). We start with a reformulation of the Autarkness Principle from [25].

Definition 4.1. A partial assignment $\varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ is called autark for a clause-set $F \in \mathscr{C L C S}$ iff $\varphi * F \subseteq F$ holds (i.e., $\varphi$ makes all clauses come true which are affected by it ${ }^{21}$ ).

Lemma 4.1 ("Autarkness-Lemma", cf. [25]). Consider a partial assignment $\varphi \in$ $\mathscr{P} \mathscr{A} \mathscr{S}$ and a clause-set $F \in \mathscr{C L} \mathscr{S}$.

1. Autark assignments can be applied sat-equivalently:

$$
\varphi \text { autark for } F \Rightarrow F \stackrel{\text { sat }}{=} \varphi * F \text {. }
$$

2. A partial assignment is autark for a p-clause-set iff it does not create a new clause (which must be of length at most $p-1$ ):

$$
F \in p-\mathscr{C} \mathscr{L} \mathscr{S} \Rightarrow\left(\varphi \text { autark } \Leftrightarrow(\varphi * F)^{[0, p-1]} \backslash F=\emptyset\right) .
$$

The lemma is used as follows for SAT decision:
In each projected branching $\left(\varphi_{0}, \ldots, \varphi_{m}\right)$ for a clause-set $F^{22}$ we search whether there exists $\varphi_{i_{0}}$ which is autark for $F$ - in this case we do not have to branch but can immediately reduce $F$ to $\varphi_{i_{0}} * F$.

Otherwise we know that in every branch there must be a new clause (which in case of $F \in p-\mathscr{C L S}$ must be of length $\leqslant p-1) .{ }^{23}$

[^12]We generalize Lemma 4.1 in two directions:

- We want to guarantee not only the existence of an arbitrary (new) $\leqslant 2$-clause but of a not blocked (new) $\leqslant 2$-clause, and this not only in $\varphi * F$ but in the reduced $r(\varphi * F)$ (see Section 4.2).
- We want to have an (effective) way to react not only in the case there are zero new $\leqslant 2$-clauses but for an arbitrary number of new $\leqslant 2$-clauses (see Section 4.3). ${ }^{24}$

Lemma 4.2. The basic observations for "Autarkness" (with trivial proofs)

1. For $F, F^{\prime} \in \mathscr{C L \mathscr { S }}$ with $F^{\prime} \subseteq F$ the implication $F \in \mathscr{S} \mathscr{A} \mathscr{T} \Rightarrow F^{\prime} \in \mathscr{S} \mathscr{A} \mathscr{T}$ holds.
2. For $F \in \mathscr{C L S}$ and $\varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ the implication $\varphi * F \in \mathscr{S} \mathscr{A} \mathscr{T} \Rightarrow F \in \mathscr{S} \mathscr{A} \mathscr{T}$ holds.

### 4.2. Br-Autarkness

For a convenient handling of the different forms of autarkness the following notions for new clauses are useful.

Definition 4.2. For $r: \mathscr{C L S} \rightarrow \mathscr{C L S S}, \varphi \in \mathscr{P} \mathscr{A} \mathscr{S}$ and $F \in \mathscr{C L S}$ we denote by $\boldsymbol{N}_{r}(\boldsymbol{\varphi}, \boldsymbol{F})$ the set of new clauses created by applying first $\varphi$ and then $r$, and by $\boldsymbol{N}_{r}^{\prime}(\boldsymbol{\varphi}, \boldsymbol{F})$ those new clauses which are not blocked:

$$
\begin{aligned}
& \boldsymbol{N}_{r}(\varphi, \boldsymbol{F}):=r(\varphi * F) \backslash F, \\
& \boldsymbol{N}_{\boldsymbol{r}}^{\prime}(\varphi, \boldsymbol{F}):=N_{r}(\varphi, F) \backslash B(r(\varphi * F))
\end{aligned}
$$

In case of omitted $r$ or $\varphi$ we use the "neutral elements" instead, that is $\mathrm{id}_{\mathscr{G} \mathscr{\mathscr { C }}}$ for $r$ and $\emptyset$ (the empty assignment) for $\varphi$.

Since the following easy observations are often used, we explicitly state them:
Lemma 4.3. Consider $\varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ and $F \in \mathscr{C L S}$.

1. $\varphi$ autark for $F \Leftrightarrow N(\varphi, F)=\emptyset$.
2. In case of $F \in p-\mathscr{C L S}$ we have for any $r$ fulfilling $\forall G \in p-\mathscr{C L C S}: N_{r}(G) \in$ $(p-1)-\mathscr{C L S}$

$$
N_{r}(\varphi, F)=(r(\varphi * F))^{[0, p-1]} \backslash F
$$

Lemma 4.4 (Br-Autarkness). For $r: \mathscr{C L S} \rightarrow \mathscr{C L S}$ fulfilling $\forall F \in \mathscr{C L} \mathscr{S}: r(F) \stackrel{\text { sat }}{\equiv} F$, and for $\varphi \in \mathscr{P} \mathscr{A} \mathscr{S}, F \in \mathscr{C L S}$ we have

$$
N_{r}^{\prime}(\varphi, F)=\emptyset \Rightarrow \varphi * F \stackrel{\text { sat }}{=} F(\stackrel{\text { sat }}{=} r(\varphi * F))
$$

(If after application of a partial assignment and reductions all new clauses are blocked, then the reduced clause-set is sat-equivalent to the original one.)

Proof. By Lemmas 4.2 and 3.1.

[^13]
### 4.3. Generalized Autarkness

Consider for $F \in \mathscr{C L L S}$ and $\varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ the set $N(\varphi, F)$ of new clauses. The basic observation is just that for such $\psi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ for which all new clauses vanish, i.e., $\psi(N(\varphi, F))=1$ holds, $\varphi$ becomes autark for $\psi * F$ !

Thus we can build a new "Autarkness-branching" by testing all variables in $N(\varphi, F)$ via a complete branching $\left(\psi_{1}, \ldots, \psi_{p}\right)$ and adjoining $\varphi$ to those $\psi_{i}$ with $\psi_{i}(N(\varphi, F))=1$. Basic Autarkness is the special case with $N(\varphi, F)=\emptyset$, where the "Autarknessbranching" degenerates to a single branch: $p=1, \psi_{1}=\emptyset$.

Lemma 4.5. For $F \in \mathscr{C L S S}$ and compatible $\varphi, \psi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}^{25}$ the following holds:

1. $N(\varphi, \psi * F) \subseteq \psi * N(\varphi, F)$.
2. $\psi(N(\varphi, F))=1 \Rightarrow \varphi$ is autark for $\psi * F$.

Proof. Part 1 is an easy exercise (note that $\varphi *(\psi * F)=(\phi \cup \psi) * F=\psi *(\varphi * F)$ ), and part 2 follows from part 1.

For later use we state explicitly in the next lemma the conclusion from part 2 and Lemma 4.1.

Lemma 4.6. Assume a clause-set $F \in \mathscr{C L S}$ and partial assignments $\varphi, \psi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ are given fulfilling $\operatorname{Var}(\psi) \subseteq \operatorname{Var}(N)$ and $\psi(N(\varphi, F))=1$. Then the assignment $\psi$ is extended sat-equivalently by $\varphi: \psi * F \stackrel{\text { sat }}{\equiv}(\psi \cup \varphi) * F$.

## 5. Polynomial reductions

In this section we introduce the polynomial reductions used in our 3-SAT-algorithm $\mathscr{N}_{3}$.

As usual a reduction is a subset of the satisfiability equivalence $\stackrel{\text { sat }}{=}$ (called "correctness" of the reduction). All reductions we use can be seen as special combinations of the following building blocks:

- elimination of subsumed clauses;
- addition/elimination of resolvents;
- addition/elimination of blocked clauses;
- application of br-autarkness for special partial assignments.

We combine our (nine) reductions by the "reduction operator" $r: 3-\mathscr{C L S} \rightarrow 3-\mathscr{C L S}$ (see Definition 5.3), whose relevant properties are stated in Lemma 5.1.
5.1. The elementary reductions, combined by $r_{0}$

We start with the (eight) elementary reductions for $F \in 3-\mathscr{C L S}$ :

[^14]1. $F \rightarrow\langle l \rightarrow 1\rangle * F$ (Elimination of a variable)
for $l \in \operatorname{Lit}(F)$ and one of
(a) "1-clause-elimination": $\{l\} \in F^{[1]}$;
(b) "resolution with subsequent one-clause-elimination": $\{l, x\},\{l, \bar{x}\} \in F^{[2]}$;
(c) "pure literals": $\bar{l} \notin \operatorname{Lit}(F)$.
2. $F \rightarrow(F \backslash\{C\}) \cup\{C \backslash\{l\}\}$ (Elimination of a literal occurrence)
for $l \in C \in F^{[3]}$ and $\exists C^{\prime} \in F\left[\bar{l} \in C^{\prime} \wedge C^{\prime} \backslash\{\bar{l}\} \subseteq C \backslash\{l\}\right]$
("Resolution with subsequent subsumption of one parent clause").
3. $F \rightarrow F \cup\{\{a, b\}\}$ (Addition of a clause)
for $\{a, b\} \in B(F)^{[2]} \backslash F$ ("Addition of blocked 2-clauses").
4. $F \rightarrow F \backslash\{C\}$ (Elimination of a clause)
for $C \in F^{[3]}$ and one of
(a) "Subsumption": $\exists C^{\prime} \in F\left[C^{\prime} \subset C\right]$;
(b) "Resolution with subsequent subsumption of one not-parent clause":

$$
\exists C^{\prime}, C^{\prime \prime} \in F \backslash\{C\}, l \in C^{\prime}\left[C^{\prime} \cap \overline{C^{\prime \prime}}=\{l\} \wedge\left(C^{\prime} \backslash\{l\}\right) \cup\left(C^{\prime \prime} \backslash\{\bar{l}\}\right) \subseteq C\right]
$$

(c) "Blocked clauses": $C \in B(F)$.

Correctness of Reductions 1(a), 1(c) and 4(a) is obvious, for Reductions 3 and 4(c) use Lemma 3.1, and correctness of Reductions 1(b), 2 and 4(b) follows from the correctness of Resolution, that means that $\left\{C, C^{\prime}\right\} \vDash(C \backslash\{l\}) \cup\left(C^{\prime} \backslash\{\bar{l}\}\right)$ holds for clauses $C, C^{\prime} \in \mathscr{C} \mathscr{L}$ with $C \cap \overline{C^{\prime}}=\{l\}$ (i.e., $C$ and $C^{\prime}$ have (exactly) one complementary literal $l$ in common).

Note that only by reductions of group 1 a 2-clause can vanish (and these reductions eliminate at least one variable), and none of the reductions from $1-4$ create a new 3 -clause or a new variable.

Definition 5.1. Let $r_{0}: 3-\mathscr{C L C P} \rightarrow 3-\mathscr{C L S}$ be polynomially computable s.t. $r_{0}(F)$ emerges from $F$ by successive applications of the eight reductions above (chosen accordingly to their above ordering) and none of these reductions is applicable to $r_{0}(F)$.

Obviously there are such $r_{0}$ 's (Reduction 3 does not cause problems since for $n$ variables there are at most $4\binom{n}{2}$ 2-clauses at all).

An useful notation for partial assignments $\varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ and $F \in \mathscr{C L S}$ is the " 1 -clause-closure" $[\varphi]_{F}$ of $\varphi$ w.r.t. $F$, computed (polynomially) by successively extending $\varphi$ by possible 1-clause-eliminations:

Definition 5.2. For $F \in \mathscr{C L S}$ and $\varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ we define $[\varphi]_{F}$ as the result of the following procedure:
$[\varphi]_{F}:=\varphi ;$
WHILE $\left(\perp \notin[\varphi]_{F} * F \wedge\left([\varphi]_{F} * F\right)^{[1]} \neq \emptyset\right)$ DO
choose $\{l\} \in\left([\varphi]_{F} * F\right)^{[1]}$;
$[\varphi]_{F}:=[\varphi]_{F} \cup\langle l \rightarrow 1\rangle$

## END WHILE.

In case of $\perp \notin[\varphi]_{F} * F$ the assignment $[\varphi]_{F}$ is well-defined and does not depend on the order of choices in Definition. 5.2. We have the following properties:

$$
[\varphi]_{F} \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S} ; \quad \varphi \subseteq[\varphi]_{F} ; \quad[\varphi]_{F} * F \stackrel{\text { sat }}{=} \varphi * F ; \quad\left([\varphi]_{F} * F\right)^{[1]}=\emptyset \quad \text { or } \perp \in[\varphi]_{F} * F .
$$

## 5.2. "One-step look-ahead" for $r_{0}$, and the reduction operator $r$

The last reduction is as follows:
5. $F \rightarrow r_{0}(\langle l \rightarrow 1\rangle *(F \cup E))$
for a literal $l \in \operatorname{Lit}(F)$ and a clause-set $E$ with either $E=\emptyset$ or $E=B_{\bar{l}}^{[3]}(F)$ fulfilling

$$
N_{r_{0}}^{\prime}(\langle l \rightarrow 1\rangle, F \cup E)=\emptyset
$$

By Lemma 3.2 we have $F \stackrel{\text { sat }}{=} F \cup E$, and thus correctness of Reduction 5 follows by Lemma 4.4 about br-autarkness.

Definition 5.3. Let $r: 3-\mathscr{C L S} \rightarrow 3-\mathscr{C L S}$ be polynomially computable s.t. $r(F)$ emerges from $F$ by successive applications of $r_{0}$ and Reduction 5 ( $r_{0}$ with priority), and none of the nine reductions from $1-5$ is applicable to $r(F)$.

The set of reduced 3-clause-sets we denote by

$$
3-\mathscr{C} \mathscr{L} \mathscr{S}_{r}:=r(3-\mathscr{C} \mathscr{L} \mathscr{S}) \backslash\{\{\perp\}\} .
$$

(It is convenient for further use to exclude the empty clause here.)
What is the purpose of reduction 5?. In our proof of the upper bound 1.5044.. ${ }^{n}$ for $\mathscr{N}_{3}$ we have to consider the following situation:

Suppose that in $\mathscr{N}_{3}$ for input $F_{0} \in 3-\mathscr{C} \mathscr{L}_{r}$, for any partial assignment $\varphi$ part
of a branching envisaged by $\mathscr{N}_{3}$, and any modified version $F \stackrel{\text { sat }}{=} F_{0}$ of $F_{0}$ used
in $\mathscr{N}_{3}$, the case $N_{r}^{\prime}(\varphi, F)=\emptyset$ occurs.
By br-Autarkness now $F_{0}$ can be reduced to $r(\varphi * F)$.
However, in $r(\varphi * F)$ possibly there is now no not-blocked 2-clause at all, which "normally" would be used for branching at $r(\varphi * F)$, and so we demand $n(r(\varphi * F)) \leqslant$ $n(F)-2$ as compensation.

This loss of variables yet is established by Reduction 5, since Reduction 5 covers all cases where only one variable is eliminated (see part 5 of Lemma 5.1). The extension $E$ in Reduction 5 thereby captures the (relevant) modification of $F_{0}$ to $F$.

### 5.3. Properties of $r$

What we need for $r$ is collected in the following lemma.
Lemma 5.1. For $F \in 3-\mathscr{C L C S}$ the following holds:

1. $r(F) \stackrel{\text { sat }}{=} F, r(r(F))=r(F), r(F)$ is polynomially computable in $\ell(F)=\sum_{C \in F}|C|$.
2. $r(F)$ is obtained from $F$ by a series of the following operations:

- application of a partial assignment;
- deletion of a literal-occurrence in a 3-clause;
- addition of 2-clause (without new variables);
- elimination of a 3-clause.

3. Basic relations between $r(F)$ and $F$ :
(a) $r(F) \in 3-\mathscr{C L S}$;
(b) $\operatorname{Var}(r(F)) \subseteq \operatorname{Var}(F)$ (no new variables are introduced);
(c) $(r(F))^{[3]} \subseteq F^{[3]}$ (no new 3-clauses are created);
(d) $F^{[0,2]} \nsubseteq(r(F))^{[0,2]} \Rightarrow \operatorname{Var}(r(F)) \subset \operatorname{Var}(F)$ (elimination of $a \leqslant 2$-clause is always accompanied by elimination of a variable);
(e) $\perp \in F \Rightarrow r(F)=\{\perp\}$.
4. For $F \in 3-\mathscr{C L} \mathscr{S}_{r}$ we have:
(a) $F \neq \top \Rightarrow n(F) \geqslant 3(F \neq \top$ contains at least three variables $)$;
(b) $F^{[0,1]}=\emptyset(F$ consists only of 2- and 3-clauses);
(c) $\left(\{l, a\},\{l, b\} \in F^{[2]}, \quad\{l, a\} \neq\{l, b\}\right) \Rightarrow \operatorname{Var}(a) \neq \operatorname{Var}(b)$ (if two 2-clauses have a common literal, then the other literals in these clauses have distinct variables);
(d) $\overline{\operatorname{Lit}(F)}=\operatorname{Lit}(F)$ (if a literal is in $F$, then also its complement);
(e) $\{l, a, b\} \in F^{[3]} \Rightarrow\{\bar{l}\},\{\bar{l}, a\},\{\bar{l}, b\},\{\bar{l}, a, b\} \notin F$ (after elimination of complementary literal-pairs there are no subsumed clauses);
(f) (i) $\forall a, b \in \operatorname{Lit}(F), a \neq b: \forall C \in F[a \in C \Rightarrow b \in C] \Rightarrow\{\bar{a}, \bar{b}\} \in F^{[2]}$ (if a literal $a$ is always accompanied by the literal $b$, then the 2-clause $\{\bar{a}, \bar{b}\}$ is in $F$ );
(ii) $\#_{l}(F)=1 \wedge l \in C \in F \Rightarrow \#_{l}^{2}(F) \geqslant|C|-1$ (if a literal occurs only once (in a 2-/3-clause), then its complement occurs in some 2-clauses (at least once/twice));
(g) $\{x, y, z\} \in F^{[3]} \Rightarrow\{x, y\},\{x, z\},\{y, z\} \notin F$ (there are no subsumed clauses);
(h) $\left(l \in C_{1} \in F, \bar{l} \in C_{2} \in F\right) \Rightarrow\left(C_{1} \backslash\{l\}\right) \cup\left(C_{2} \backslash\{\bar{l}\}\right) \notin F^{[3]}$ (no 3-clause is a resolvent of clauses in $F$ );
(i) $\forall C \in F^{[3]} \forall l \in C \exists C^{\prime} \in F: C \cap \overline{C^{\prime}}=\{l\}$ (for every 3-clause and every literal $l$ in it there is a clause in $F$ containing $\bar{l}$, but no other complementary literals).
5. For a (reduced) 3-clause-set $F \in 3-\mathscr{C} \mathscr{L}_{r}$, a literal l, a partial assignment $\varphi \in$ $\mathscr{P} \mathscr{A} \mathscr{S}$ with $\emptyset \neq \operatorname{Var}(\varphi) \subseteq \operatorname{Var}(F)$, and for $E$ with either $E=\emptyset$ or $E=B_{\bar{l}}^{[3]}(F)$, where $\varphi(l)=1$ is assumed, we have
$N_{r}^{\prime}(\varphi, F \cup E)=\emptyset \Rightarrow n(r(\varphi *(F \cup E))) \leqslant n(F)-2$ (if in $r(\varphi *(F \cup E)$ ) all new clauses are blocked, then $r(\varphi *(F \cup E))$ must have at least two variables less than $F$ ).
6. If there are clauses $\{\bar{x}, b\} \in F^{[2]}$ and $\{\bar{x}, \bar{b}, \bar{c}\} \in F^{[3]}$, then $\{\bar{x}, \bar{c}\} \in r(F)$ or $\{\bar{b}, \bar{c}\} \in$ $r(F)$ or $\operatorname{Var}(r(F)) \subset \operatorname{Var}(F)$ must hold.
7. For $\varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ we have: $\perp \in r(\varphi * F) \cap r\left([\varphi]_{F} * F\right) \operatorname{or} r(\varphi * F)=r\left([\varphi]_{F} * F\right)$.

Proof. Part 1 we have already discussed. Part 2 follows immediately from the definition of $r$. Part 3 follows from part 2. For 4(a) note that $F$ with $0<n(F) \leqslant 2$ could be reduced using the reductions of group 1 and 5. Properties $4(\mathrm{~b})-4(\mathrm{i})$ follow from the definitions of Reductions $1-4$ in the same order (" $\perp \notin F$ " in part 4(b) follows by

Subsumption and the definition of $-3-\mathscr{C} \mathscr{L}_{r}$, and part $4(f)$ ii is an immediate consequence of 4(f)i).

Part 5: Assume $n(r(\varphi *(F \cup E)))=n(F)-1$. Thus $n(\varphi)=1$ and Reduction 5 had not been applied: $r(\varphi *(F \cup E))=r_{0}(\varphi *(F \cup E))$ - but now in case $N_{r}^{\prime}(\varphi, F \cup E)=\emptyset$ we could apply Reduction 5 to $F$ contradicting $F \in 3-\mathscr{C L} \mathscr{L}_{r}$.

Part 6: Assume $\operatorname{Var}(r(F))=\operatorname{Var}(F)$. Thus no reduction of group 1 has been applied to $F$ and hence, according to the ordering of reductions, Reduction 2 must have been applied to $\{\bar{x}, \bar{b}, \bar{c}\}$ (because of $\{\bar{x}, b\} \in F$ ). If the literal $\bar{c}$ of $\{\bar{x}, \bar{b}, \bar{c}\}$ would have been eliminated then thereafter Reduction $1(\mathrm{~b})$ could have been applied yielding a contradiction. So one of the literals $\bar{b}, \bar{c}$ must have been eliminated from $\{\bar{x}, \bar{b}, \bar{c}\}$.

Part 7: 1-clause-elimination is the first reduction in the ordering and is confluent except of the different ways to produce $\perp$.

## 6. The algorithm

In this section we present the 3-SAT decision algorithm $\mathscr{N}_{3}$, explain its main features, and prove its correctness.
6.1. The overall structure of $\mathscr{N}_{3}$

The recursive procedure

$$
\mathscr{N}_{3}: 3-\mathscr{C L} \mathscr{L}_{r} \rightarrow\{0,1\}
$$

is specified by $\mathscr{N}_{3}\left(F_{0}\right)=1 \Leftrightarrow F_{0} \in \mathscr{S} \mathscr{A} \mathscr{T}$ for inputs $F_{0} \in 3-\mathscr{C} \mathscr{L} \mathscr{S}_{r}$.
We use as data structure finite families $\hat{\varphi}$ of partial assignments with integers as indices:

## Definition 6.1.

$$
\mathscr{F P} \mathscr{P} \mathscr{A} \mathscr{P} \mathscr{P}:=\bigcup_{\substack{I \subseteq \mathbb{N}_{0} \\ I f \text { finite }}} \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}^{I}
$$

For $\hat{\varphi} \in \mathscr{F} \mathscr{P} \mathscr{A} \mathscr{}$ we denote by $\boldsymbol{I}(\hat{\varphi}):=\operatorname{dom}(\hat{\varphi})$ the index set of $\hat{\varphi}$, and for $i \in I(\hat{\varphi})$ we use $\hat{\varphi}_{i}:=\hat{\varphi}(i)$.

The very topmost perspective on $\mathscr{N}_{3}$ is that it consists of three (structured) instructions:

1. If $F=\top$, then output "satisfiable".
2. Otherwise compute a "branching" ( $\hat{\varphi}, F)$ for input $F_{0}$, where $F$ is a variant of $F_{0}$, and $\hat{\varphi}$ the list of "test assignments".
3. Then branching by $\hat{\varphi}$ (on $F$ ) is performed.

PROCEDURE $\quad \mathscr{N}_{3}\left(F_{0} \in 3-\mathscr{C} \mathscr{L}_{r}\right):\{0,1\} ;$

## VARIABLES

$F \in 3-\mathscr{C L S}$;
$\hat{\varphi} \in \mathscr{F} \mathscr{P} \mathscr{A} \mathscr{S}$;

## BEGIN

(1) IF $F=\top$ THEN

RETURN $\mathscr{N}_{3}\left(F_{0}\right):=1$;
(2) $(\hat{\varphi}, F):=\operatorname{branching}\left(F_{0}\right)$;
(3) IF $I(\hat{\varphi})=\emptyset$ THEN
(3a) RETURN $\mathscr{N}_{3}\left(F_{0}\right):=0$
ELSE
(3b) RETURN $\mathscr{N}_{3}\left(F_{0}\right):=\max _{i \in I(\hat{\varphi})} \mathscr{N}_{3}\left(r\left(\hat{\varphi}_{i} * F\right)\right)$
END IF
END $\mathscr{N}_{3} ;$
$\mathscr{N}_{3}$ uses the function
branching: 3-COLS $\mathscr{S}_{r} \backslash\{T\} \rightarrow \mathscr{F} \mathscr{P} \mathscr{A S S} \times 3-\mathscr{C L S}$
which must fulfill the following correctness conditions ( C 1$)-(\mathrm{C} 3)$ for any $F_{0} \in$ $3-\mathscr{C L} \mathscr{L}_{r}$ (using branching $\left(F_{0}\right)=:(\hat{\varphi}, F)$ ):
(C1) $\forall i \in I(\hat{\varphi}): \emptyset \neq \operatorname{Var}\left(\hat{\varphi}_{i}\right) \subseteq \operatorname{Var}(F)=\operatorname{Var}\left(F_{0}\right)$
(C2) $F_{0} \in \mathscr{S} \mathscr{A} \mathscr{T} \Leftrightarrow \exists i \in I(\hat{\varphi}): \hat{\varphi}_{i} * F \in \mathscr{S} \mathscr{A} \mathscr{T}$
(C3) $\forall i \in I(\hat{\varphi}): \perp \notin r\left(\hat{\varphi}_{i} * F\right)$.
(C1) ensures the termination of $\mathscr{N}_{3},(\mathrm{C} 2)$ the correctness of the result, and (C3) the input condition " $F_{0} \in 3-\mathscr{C} \mathscr{L S}_{r}$ " for $3(\mathrm{~b})$.

The function "branching" considers three cases for $F_{0}$, depending on $\boldsymbol{\rho}\left(\boldsymbol{F}_{\mathbf{0}}\right)$, the maximal number of occurrences of a variable in the 2-clauses of $F_{0}$ :

Definition 6.2. For $F \in 3-\mathscr{C} \mathscr{L} \mathscr{S}: \boldsymbol{\rho}(\boldsymbol{F}):=\max _{v \in \mathscr{V} \mathscr{A}}\left(\#_{v}^{2}(F)+\#_{\bar{v}}^{2}(F)\right)$.

PROCEDURE branching $\left(F_{0} \in 3-\mathscr{C} \mathscr{L} \mathscr{S}_{r} \backslash\{T\}\right): \mathscr{F} \mathscr{P} \mathscr{A} \mathscr{S} \times 3-\mathscr{C} \mathscr{L} \mathscr{S}$;
BEGIN
IF $\rho\left(F_{0}\right) \geqslant 2$ THEN
RETURN branching $\left(F_{0}\right):=\left(\operatorname{branching} A\left(F_{0}\right), F_{0}\right)$
ELSE IF $F_{0}^{[2]} \backslash B\left(F_{0}\right) \neq \emptyset$ THEN
RETURN branching $\left(F_{0}\right):=\operatorname{branching} B\left(F_{0}\right)$
ELSE
RETURN branching $\left(F_{0}\right):=\left(\operatorname{branching} C\left(F_{0}\right), F_{0}\right)$
END IF
END branching;

The three cases (A)-(C) in words:
(A): Some variable occurs at least twice in the 2-clauses of $F_{0}$.
(B): The 2-clauses of $F_{0}$ are variable-disjoint, and at least one of them is not blocked.
(C): The 2-clauses of $F_{0}$ are variable-disjoint, and every 2-clause is blocked (including the case that there is no 2 -clause at all).
Before presenting in Sections 6.3-6.5 the functions
branching $A$, branching $C: 3-\mathscr{C} \mathscr{L}_{r} \backslash\{\top\} \rightarrow \mathscr{F} \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$
branching $B: 3-\mathscr{C L} \mathscr{L}_{r} \backslash\{T\} \rightarrow \mathscr{F P} \mathscr{A} \mathscr{S} \times 3-\mathscr{C L S}$,
we give in the subsequent subsection a frequently used auxiliary procedure for evaluating families of partial assignments.
6.2. Evaluating families of partial assignments with respect to cases of immediate decision or autarkness

The function

```
eval : \mathscr{FPPASP}\times3-\mathscr{LSP}}->\mathscr{FPPASY
```

performs the following task on input $(\hat{\varphi}, F)$ :
Each $\hat{\varphi}_{i}$ is replaced by $\left[\hat{\varphi}_{i}\right]_{F}$. Then branches creating $\perp$ are eliminated, and if there is a branch where basic autarkness or br-autarkness occurs, only such a branch is left.

Definition 6.3. For $\hat{\varphi} \in \mathscr{F P P} \mathscr{A S S}$ and $F \in 3-\mathscr{C L S}$ we define:

$$
\begin{aligned}
& \boldsymbol{I}^{\prime}(\hat{\varphi}, \boldsymbol{F}):=\left\{i \in I(\hat{\varphi}): \perp \notin r\left(\left[\hat{\varphi}_{i}\right]_{F} * F\right)\right\} \\
& \boldsymbol{A}(\hat{\varphi}, \boldsymbol{F}):=\left\{i \in I^{\prime}(\hat{\varphi}, F): N\left(\left[\hat{\varphi}_{i}\right]_{F}, F\right)=\emptyset \vee N_{r}^{\prime}\left(\left[\hat{\varphi}_{i}\right]_{F}, F\right)=\emptyset\right\} \\
& \operatorname{eval}(\hat{\varphi}, \boldsymbol{F}):= \begin{cases}\left(\left[\hat{\varphi}_{i}\right]_{F}\right)_{i \in I^{\prime}(\hat{\varphi}, F)} & \text { if } A(\hat{\varphi}, F)=\emptyset \\
\left(\left[\hat{\varphi}_{a}\right]_{F}\right)_{i \in\{a\}} & \text { for some } a \in A(\hat{\varphi}, F) \text { else. }\end{cases}
\end{aligned}
$$

The properties of "eval" we need in the sequel are listed in the following lemma.
Lemma 6.1. For $F \in \mathscr{C L S S}$ and $\hat{\varphi} \in \mathscr{F} \mathscr{P} \mathscr{A S S}$ we have (using $\hat{\varphi}^{\prime}:=\operatorname{eval}(\hat{\varphi}, F)$ ): 1. " $\hat{\varphi}$ ' is as good as $\hat{\varphi}$ with respect to satisfiability":

$$
\exists i \in I(\hat{\varphi})\left[\hat{\varphi}_{i} * F \in \mathscr{S} \mathscr{A} \mathscr{T}\right] \Leftrightarrow \exists i \in I\left(\hat{\varphi}^{\prime}\right)\left[\hat{\varphi}_{i}^{\prime} * F \in \mathscr{S} \mathscr{A} \mathscr{T}\right] .
$$

2. $I\left(\hat{\varphi}^{\prime}\right) \subseteq I(\hat{\varphi})$, and for each $i \in I\left(\hat{\varphi}^{\prime}\right)$ we have $\hat{\varphi}_{i}^{\prime}=\left[\hat{\varphi}_{i}\right]_{F}$ and $r\left(\hat{\varphi}_{i}^{\prime} * F\right) \in 3-\mathscr{C L S} \mathscr{S}_{r}$.
3. In case of $\left|I\left(\hat{\varphi}^{\prime}\right)\right| \geqslant 2$ neither basic autarkness nor br-autarkness can be applied to any branch:

$$
\forall i \in I\left(\hat{\varphi}^{\prime}\right): N\left(\hat{\varphi}_{i}^{\prime}, F\right) \neq \emptyset \wedge N_{r}^{\prime}\left(\hat{\varphi}_{i}^{\prime}, F\right) \neq \emptyset
$$

4. If there is $i \in I\left(\hat{\varphi}^{\prime}\right)$ with $N_{r}^{\prime}\left(\hat{\varphi}^{\prime}, F\right)=\emptyset$, then we have $I\left(\hat{\varphi}^{\prime}\right)=\{i\}$. Assume that additionally the following assumption is fulfilled:

There is $F_{0} \in 3-\mathscr{C L} \mathscr{S}_{r}$, a literal $l \in \operatorname{Lit}\left(F_{0}\right)$ with $\hat{\varphi}_{i}^{\prime}(l)=1$,
and $E$ with either $E=\emptyset$ or $E=B_{\bar{l}}\left(F_{0}\right)$, such that

$$
F=F_{0} \cup E
$$

Then we know $n\left(r\left(\hat{\varphi}_{i}^{\prime} * F\right)\right) \leqslant n(F)-2$.
Proof. Parts 2 and 3 follow by Definition 6.3. Part 1 is an immediate consequence of Lemma 4.4, and for part 4 use Lemma 5.1, part 5.

### 6.3. Case A: Multiple occurrences of a variable in the 2-clauses

The main features of the handling of case (A) are:

- Branching on a variable occurring maximally often (and in the most symmetrical way) in the 2 -clauses of $F_{0}$.
- Applying Generalized Autarkness to branches creating only one new clauses (but only in cases where we are sure to obtain a "good" branching).

PROCEDURE branching $A\left(F_{0} \in 3-\mathscr{C L} \mathscr{L}_{r} \backslash\{\top\}\right): \mathscr{F} \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$;
VARIABLES
$l \in \mathscr{L I S} ;$
$\hat{\varphi} \in \mathscr{F P} \mathscr{A} \mathscr{S} \mathscr{S} ;$
$\varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S} ;$

## BEGIN

(1) $l:=\operatorname{branchLitA}\left(F_{0}\right)$;
(2) $I(\hat{\varphi}):=\{0,1\} ; \hat{\varphi}_{0}:=\langle l \rightarrow 0\rangle ; \hat{\varphi}_{1}:=\langle l \rightarrow 1\rangle$;
$\hat{\varphi}:=\operatorname{eval}\left(\hat{\varphi}, F_{0}\right) ;$
IF $|I(\hat{\varphi})| \leqslant 1$ THEN
RETURN branching $A\left(F_{0}\right):=\hat{\varphi} ;$
(3) IF $\exists i \in\{0,1\}:\left|N\left(\hat{\varphi}_{i}, F_{0}\right)\right|=1 \wedge n\left(\hat{\varphi}_{i}\right) \geqslant 2 \wedge\left(n\left(\hat{\varphi}_{0}\right)-1\right) \cdot\left(n\left(\hat{\varphi}_{1}\right)-1\right) \leqslant 1$ THEN
(3a) choose such $i$;
RETURN branching $A\left(F_{0}\right):=\operatorname{GenAut}\left(\hat{\varphi}_{i}, F_{0}\right)$
ELSE
(3b) RETURN branching $A\left(F_{0}\right):=\hat{\varphi}$
END branching $A$;
The algorithm in words: In (1) the branching literal $l$ is selected, using
branchLitA: 3- $\mathscr{C L S} \backslash\{\top\} \rightarrow \mathscr{L} \mathscr{I T}$,
and the corresponding binary branching $\hat{\varphi}$ is evaluated in (2).
Then in case there is $\hat{\varphi}_{i}$ creating only one new clause, with $n\left(\hat{\varphi}_{i}\right)$ "big enough" and the whole branching $\hat{\varphi}$ not already "a very good one", in (3a) the "Generalized Autarkness Branching", based on $\hat{\varphi}_{i}$ and given by

GenAut : $\mathscr{P} \mathscr{A} \mathscr{S} \times 3-\mathscr{C L S} \rightarrow \mathscr{F} \mathscr{P} \mathscr{A} \mathscr{S}$,
is computed and used as output of "branching $A$ ". (See Section 8.3 for a motivation of the condition in (3).)

Otherwise $\hat{\varphi}$ itself is the result in (3b).

Lemma 6.2. Suppose that the function "GenAut" terminates, and its result fulfills correctness conditions ( C 1$)-(\mathrm{C} 3)$ from Section 6.1 with $F=F_{0}$ and $\hat{\varphi}=$ $\operatorname{GenAut}\left(\varphi, F_{0}\right)$ (as it will be shown in Lemma 6.3). Then $(\mathrm{C} 1)-(\mathrm{C} 3)$ are valid also for the output of " branching $A$ " (with $F=F_{0}$ ).

### 6.3.1. The branching rule

In case (A) we choose as branching variable a variable occurring maximally often in the 2-clauses of $F_{0}$, and in case there is more than one of this kind we balance the numbers $\#_{v}^{2}\left(F_{0}\right)$ and $\#_{\bar{v}}^{2}\left(F_{0}\right)$ of occurrences in both signs.

For standardization we actually use a branching literal requiring additionally that $l$ (itself) occurs at least once in the 2-clauses of $F_{0}$.

PROCEDURE branchLitA $\left(F_{0} \in 3-\mathscr{C} \mathscr{L} \mathscr{S}_{r} \backslash\{\top\}\right): \mathscr{L} \mathscr{I} \mathscr{T}$;

## BEGIN

$L:=\left\{l \in \operatorname{Lit}(F):\left(\#_{l}^{2}+\#_{l}^{2}\right)\left(F_{0}\right)=\rho\left(F_{0}\right) \wedge \#_{l}^{2}\left(F_{0}\right) \geqslant 1\right\} ;$
choose $l \in L$ with maximal $\min \left(\#_{l}^{2}\left(F_{0}\right), \#_{\frac{2}{l}}^{2}\left(F_{0}\right)\right)$;
RETURN branchLitA $\left(F_{0}\right):=l$
END branchLitA;

### 6.3.2. The "Generalized Autarkness branching"

The function "GenAut" is defined on inputs $\left(\varphi, F_{0}\right) \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S} \times 3-\mathscr{C L S}$ fulfilling
$(\mathrm{GA})_{1}: \quad \mathrm{N}\left(\varphi, \mathrm{F}_{0}\right)=\mathrm{N}\left(\varphi, \mathrm{F}_{0}\right)^{[2]} \wedge\left|\mathrm{N}\left(\varphi, \mathrm{F}_{0}\right)\right|=1$.
According to the idea of "Generalized Autarkness"
"test the variables in $N\left(\varphi, F_{0}\right)$ and extend those branches by $\varphi$ which satisfy $N\left(\varphi, F_{0}\right) "$
the "Generalized Autarkness branching" is computed. The construction is iterated if in this way $n(\varphi)$ increases.
PROCEDURE GenAut $\left(\varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}, F_{0} \in 3-\mathscr{C L} \mathscr{S}\right)$ : $\mathscr{F} \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$;
VARIABLES
$\hat{\varphi} \in \mathscr{F P} \mathscr{A} \mathscr{S} \mathscr{S} ;$
$a, b \in \mathscr{L I S T} ;$
BEGIN
(1) LET $N\left(\varphi, F_{0}\right)=\{\{a, b\}\}$;
(2) $I(\hat{\varphi}):=\{0,1,2\}$;
$\hat{\varphi}_{0}:=\langle a \rightarrow 0, b \rightarrow 0\rangle ; \hat{\varphi}_{1}:=\langle a \rightarrow 0, b \rightarrow 1\rangle \cup \varphi ; \hat{\varphi}_{2}:=\langle a \rightarrow 1\rangle \cup \varphi ;$
$\hat{\varphi}:=\operatorname{eval}\left(\hat{\varphi}, F_{0}\right) ;$

## IF $|I(\hat{\varphi})| \leqslant 2$ THEN

RETURN GenAut $\left(\varphi, F_{0}\right):=\hat{\varphi}$;
(3) IF $\forall i \in I(\hat{\varphi}):\left|N\left(\hat{\varphi}_{i}, F_{0}\right)\right| \geqslant 2 \vee n\left(\hat{\varphi}_{i}\right) \leqslant n(\varphi)$ THEN
(3a) $\operatorname{RETURN} \operatorname{GenAut}\left(\varphi, F_{0}\right):=\hat{\varphi}$ ELSE
(3b) choose $i \in I(\hat{\varphi})$ with $\left|N\left(\hat{\varphi}_{i}, F_{0}\right)\right|=1$ and $n\left(\hat{\varphi}_{i}\right)>n(\varphi)$; RETURN $\operatorname{GenAut}\left(\varphi, F_{0}\right):=\operatorname{GenAut}\left(\hat{\varphi}_{i}, F_{0}\right)$
END GenAut;
In (1) the new clause is named " $\{a, b\}$ ", Then in (2) the "Generalized Autarkness branching" is generated and evaluated.

If all $\hat{\varphi}_{i}$ now either create at least two new clauses or do not eliminate more variables than $\varphi$, then the result of "GenAut" is $\hat{\varphi}$ (in (3a)).

Otherwise in (3b) the same construction is repeated with $\hat{\varphi}_{i}$ instead of $\varphi$.
Lemma 6.3. The procedure "GenAut" terminates for inputs $\varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ and $F_{0} \in$ $3-\mathscr{L} \mathscr{S}$ fulfilling $(G A)_{1}$, and the correctness conditions $(\mathrm{C} 1)-(\mathrm{C} 3)$ are fulfilled for $\hat{\varphi}=\operatorname{GenAut}\left(\varphi, F_{0}\right)$ and $F=F_{0}$.

Proof. The termination is guaranteed because of the increasing $n(\varphi)$-values. For the correctness conditions use Lemmas 6.1 and 4.6 with $\psi=\langle a \rightarrow 0, b \rightarrow 1\rangle$ resp. $\psi=$ $\langle a \rightarrow 1\rangle$.
6.4. Case B: Variable-disjoint 2-clauses, and a not-blocked 2-clause exists

In case (B) the following ideas are used:

1. The branching literal is chosen from a 2-clause which is not blocked.
2. In case not "enough" new clauses are created, blocked clauses are added for compensating the missing new clauses.

PROCEDURE branching $B\left(F_{0} \in 3-\mathscr{C} \mathscr{L} \mathscr{S}_{r} \backslash\{T\}\right): \mathscr{F} \mathscr{P} \mathscr{A} \mathscr{S} \times 3-\mathscr{C L} \mathscr{S}$;
VARIABLES
$l \in \mathscr{L} \mathscr{I T}$;
$\hat{\varphi} \in \mathscr{F P} \mathscr{A} \mathscr{S} \mathscr{S} ;$
$F \in 3-\mathscr{C} \mathscr{L} \mathscr{S} ;$

## BEGIN

(1) $l:=\operatorname{branchLitB}\left(F_{0}\right)$;
(2) $I(\hat{\varphi}):=\{0,1\} ; \hat{\varphi}_{0}:=\langle l \rightarrow 0\rangle ; \hat{\varphi}_{1}:=\langle l \rightarrow 1\rangle$;
$\hat{\varphi}:=\operatorname{eval}\left(\hat{\varphi}, F_{0}\right) ;$
IF $|I(\hat{\varphi})| \leqslant 1$ THEN
RETURN branching $B\left(F_{0}\right):=\left(\hat{\varphi}, F_{0}\right)$;
(3) IF $\left|N\left(\hat{\varphi}_{0}, F_{0}\right)\right| \geqslant 3 \wedge\left|N\left(\hat{\varphi}_{1}, F_{0}\right)\right| \geqslant 3$ THEN

RETURN branching $B\left(F_{0}\right):=\left(\hat{\varphi}, F_{0}\right)$;
(4) IF $\left|N\left(\hat{\varphi}_{0}, F_{0}\right)\right|=2$ THEN
(4a) $\quad F:=F_{0} \cup B_{\bar{l}}^{[3]}\left(F_{0}\right)$
ELSE
(4b) $\quad F:=F_{0} \cup B_{l}^{[3]}\left(F_{0}\right)$;
(5) RETURN branching $B\left(F_{0}\right):=(\operatorname{eval}(\hat{\varphi}, F), F)$

END branching $B$;
The algorithm in words. In (1) the branching literal is selected, and the corresponding binary branching $\hat{\varphi}$ is evaluated in (2).

If both branches create at least three new clauses (before applying $r$ ) then in this "normal case" the result is $\hat{\varphi}$ (in (3)), without changing $F_{0}$.

Otherwise blocked clauses are added in (4a) resp. (4b):
In (4a) we choose "blocked for $\bar{l}$ " since there are only few $l$-occurrences, while in (4b) there are only few $\bar{l}$-occurrences in $F_{0}$.

Lemma 6.4. The result of "branching $B$ " fulfills correctness conditions $(\mathrm{C} 1)-(\mathrm{C} 3)$.
Proof. Use Lemmas 6.1 and 3.2.

### 6.4.1. The branching rule

PROCEDURE branchLitB $\left(F_{0} \in 3-\mathscr{C} \mathscr{L}_{r} \backslash\{\top\}\right): \mathscr{L} \mathscr{I}$;
BEGIN
choose $C \in F_{0}^{[2]} \backslash B\left(F_{0}\right)$;
choose $l \in C$;
RETURN branchLitB $\left(F_{0}\right):=l$
END branchLitB;

### 6.5. Case C: The remaining case

In this last case, which can only occur at the root of the test tree generated by $\mathscr{N}_{3}$ or after application of (br)-autarkness (compare Lemma 6.1, part 4), we can simply choose any branching literal:

```
PROCEDURE branching \(C\left(F_{0} \in 3-\mathscr{C L} \mathscr{L}_{r} \backslash\{T\}\right): \mathscr{F} \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}\);
BEGIN
    \(l:=\operatorname{branchLitC}\left(F_{0}\right)\);
    \(I(\hat{\varphi}):=\{0,1\} ; \hat{\varphi}_{0}:=\langle l \rightarrow 0\rangle ; \hat{\varphi}_{1}:=\langle l \rightarrow 1\rangle ;\)
    RETURN eval \(\left(\hat{\varphi}, F_{0}\right)\)
END branching \(C\);
PROCEDURE branchLitC \(\left(F_{0} \in 3-\mathscr{C L} \mathscr{S}_{r} \backslash\{T\}\right): \mathscr{L} \mathscr{I T}\);
BEGIN
    choose \(l \in \operatorname{Lit}(F)\);
    RETURN branchLitC \(\left(F_{0}\right):=l\)
END branchLitC.
```

Theorem 1. Algorithm $\mathscr{N}_{3}$ terminates on every input $F_{0} \in 3-\mathscr{C} \mathscr{S}_{r}$ and gives the correct answer, i.e., $\mathscr{N}_{3}\left(F_{0}\right)=0 \Leftrightarrow F \notin \mathscr{S} \mathscr{A} \mathscr{T}$ and $\mathscr{N}_{3}\left(F_{0}\right)=1 \Leftrightarrow F \in \mathscr{S} \mathscr{A} \mathscr{T}$.

Proof. Use Lemmas 6.2 and 6.4.

## 7. A worst case upper bound

The basic concept for analyzing the running rime of algorithm $\mathscr{N}_{3}$ is that of a "computation tree":

Definition 7.1. For a (reduced) 3-clause-set $F_{0} \in 3-\mathscr{C L} \mathscr{S}_{r}$ the computation tree $\mathscr{T}_{N_{3}}\left(\boldsymbol{F}_{\mathbf{0}}\right)$ reproduces the recursive calls of the procedure $\mathscr{N}_{3}$ for input $F_{0}$, whereby we continue evolving the tree also when we found the formula satisfiable.

The node-labelings $F_{0}, F: \operatorname{nds}\left(\mathscr{T}_{1_{3}}\left(F_{0}\right)\right) \rightarrow 3-\mathscr{C L S}$ give the corresponding inputformula respectively its variant.

More precisely we define for $F_{0} \in 3-\mathscr{C L} \mathscr{L}_{r}$ :
(i) If $F_{0}=\top$ then $\mathscr{T}_{\sqrt{3}}\left(\boldsymbol{F}_{\mathbf{0}}\right)$ is the trivial tree with one node $w$ and $\boldsymbol{F}_{\mathbf{0}}(\boldsymbol{w}):=F_{0}:=\boldsymbol{F}(\boldsymbol{w})$.
(ii) Otherwise, using $(\hat{\varphi}, F):=\operatorname{branching}\left(F_{0}\right)$, let $\mathscr{T}_{\mathfrak{N}_{3}}\left(\boldsymbol{F}_{\mathbf{0}}\right)$ be the tree with $|I(\hat{\varphi})|$-many subtrees $\mathscr{T}_{\mathcal{N}_{3}}\left(r\left(\hat{\varphi}_{i} * F\right)\right)(i \in I(\hat{\varphi}))$ at the root. Using $w$ for the root: $\boldsymbol{F}_{\mathbf{0}}(\boldsymbol{w}):=F_{0}$ and $\boldsymbol{F}(\boldsymbol{w}):=F$.

In fact the tree $\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)$ is not uniquely defined but depends on the special choices performed in "branching". Of course all our results hold for any of these choices.

For every reasonable model of computation (e.g., Turing machines) and every (reasonable) realization $\mathscr{M}$ of the (abstract) algorithm $\mathscr{N}_{3}$ in this model, there exists a polynomial $p$ s.t. for the number $t_{\mathscr{M}}\left(F_{0}\right)$ of steps performed by $\mathscr{M}$ for any input $F_{0}$ (suitably coded)

$$
t_{M}\left(F_{0}\right) \leqslant p\left(\ell\left(F_{0}\right)\right) \cdot \# \operatorname{lvs}\left(\mathscr{T}_{\sqrt{3}_{3}}\left(F_{0}\right)\right)
$$

holds, where $\ell\left(F_{0}\right)$ is the number of literal occurrences in $F_{0}$ and $\# \operatorname{lvs}\left(\mathscr{T}_{N_{3}}\left(\boldsymbol{F}_{\mathbf{0}}\right)\right):=$ $\left|\operatorname{lvs}\left(\mathscr{T}_{\sqrt{3}_{3}}\left(F_{0}\right)\right)\right|$ is the number of leaves in the computation tree $\mathscr{T}_{\sqrt{3}^{2}}\left(F_{0}\right)$.

We are interested only in the "mathematical part" \#lvs $\left(\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)\right)$ of the number of steps $t_{M}\left(F_{0}\right)$, and abstract from the polynomial part $p\left(\ell\left(F_{0}\right)\right)$ (which depends on the model of computation and on the realization).

Theorem 2. For every (reduced) 3-clause-set $F_{0} \in 3-\mathscr{C} \mathscr{L S}_{r}$ the number of leaves in the computation tree $\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)$ is bounded in the worst case by

$$
\# \operatorname{lvs}\left(\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)\right)<0.55 \cdot 1.50444^{n\left(F_{0}\right)}
$$

where $n\left(F_{0}\right)$ is the number of variables in $F_{0}$.
The proof of Theorem 2 is the subject of Sections 8 to 13 .

## 8. Estimating tree sizes

### 8.1. Some notations and a basic estimation lemma

For us a tree $T$ is any finite partial order $T=(P, \leqslant)$ with least element root $(T)$ s.t. there is exactly one path from the root to any node.

We use $\boldsymbol{n d s}(\boldsymbol{T}):=P$ for the set of nodes of $T$, and for a node $w \in \operatorname{nds}(T)$ let $\operatorname{ds}_{T}(w)$ be the set of direct successors of $w$ in $T .{ }^{26}$

Furthermore, let $\operatorname{lvs}(T)$ be the set of leaves, $\# \operatorname{lvs}(T)$ the number of leaves, and $\operatorname{nds}_{k}(T)$ the set of nodes with at least $k$ direct successors. ${ }^{27}$

A path in $T$ is a sequence $\left(w_{0}, \ldots, w_{n}\right)(n \geqslant 0)$ of nodes of $T$ s.t. $w_{i+1}$ is a direct successor of $w_{i}$.

An edge labeling $d$ of $T$ is a mapping

$$
d:\left\{\left(w, w^{\prime}\right): w \in \operatorname{nds}(T) \wedge w^{\prime} \in \operatorname{ds}_{T}(w)\right\} \rightarrow \mathbb{R}
$$

For $w, w^{\prime} \in \operatorname{nds}(T)$ with $w^{\prime}>w$ we define

$$
\boldsymbol{d}_{w^{\prime}}(\boldsymbol{w}):=d\left(w, w^{\prime \prime}\right), \text { where } w^{\prime \prime} \text { is determined by } w^{\prime \prime} \in \mathrm{ds}_{T}(w) \wedge w^{\prime \prime} \leqslant w^{\prime}
$$

("the value of $d$ at $w$ in direction $w^{\prime \prime \prime}$ ).
As node labelings we consider any mapping with domain $\operatorname{nds}(T)$.
Lemma 8.1. Consider a tree $T$ with a "transition probability" p, i.e., an edge labeling of $T$ with values in the interval $[0,1]$ such that for every inner node the sum of probabilities of outgoing edges is $1 .{ }^{28}$

For a leaf $w \in \operatorname{lvs}(T)$ let $p(w)$ be the resulting probability for reaching $w .^{29}$
Then we can estimate the number of leaves by

$$
\# \operatorname{lvs}(T) \leqslant \max _{w \in \operatorname{lvs}(T)} p(w)^{-1}
$$

Proof. By induction one easily proves

$$
\sum_{w \in \operatorname{lvs}(T)} p(w)=1, \Rightarrow \# \operatorname{lvs}(T) \cdot \min _{w \in \operatorname{lvs}(T)} p(w) \leqslant 1
$$

For every tree $T$ there is exactly one optimal transition probability $p_{T}$ with respect to the estimation in Lemma 8.1 (i.e., where the inequality becomes an equality). $p_{T}$ is characterized by the condition that the probabilities for all leaves are the same.

[^15]
### 8.2. Distance functions and our main estimation lemma

Our approach for estimating tree sizes is not based on the transition probabilities of Lemma 8.1 but on "distance functions" $d$ (from which (implicitly) transition probabilities are derived).
Distance functions are edge labelings by positive real numbers which gauge the progress in reducing the complexity: The bigger $d\left(w, w^{\prime}\right)$ for a node $w$ and one of its direct successors $w^{\prime}$ is, the bigger is (resp. "should be") the reduction of complexity achieved by the branch $w \rightarrow w^{\prime}$.
Additionally we use the notion of a measure ${ }^{30} \mu$ with induced distance function $\Delta \mu$. A measure is a node labeling with non-negative real numbers such that the differences $\Delta \mu$ give a distance function. $\mu$ has the meaning of an estimation of "the" (decision) complexity of the formula at the given node.
As an introductory example consider the measure $\mu=n$, the number of variables (every node is labeled with the number of variables of the formula at this node). The induced distance function $\Delta \mu$ gives the number of eliminated variables (for each branch).

Definition 8.1. A distance function $d$ for $T$ is an edge-labeling of $T$ with values in $\mathbb{R}_{+}^{*}$, where for "single edges" $\left(w, w^{\prime}\right)^{31}$ also $d\left(w, w^{\prime}\right)=0$ is allowed.

Definition 8.2. Given a real-valued node labeling $\mu$ for a tree $T$, the edge labeling $\boldsymbol{\Delta \mu}$ is defined by

$$
\Delta \boldsymbol{\mu}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right):=\mu(w)-\mu\left(w^{\prime}\right)
$$

for $w \in \operatorname{nds}(T), w^{\prime} \in \operatorname{ds}_{T}(w)$.
If $\mu$ has its values in fact in $\mathbb{R}_{+}$and $\Delta \mu$ is a distance function, then we call $\mu$ a measure. We assign to every distance function $d$ a measure $\sum d$ by defining $\left(\sum d\right)(w)$ as the maximal sum of $d$-values on the paths from $w$ to any leaf:

$$
\sum \boldsymbol{d}(\boldsymbol{w}):=\max \left\{\sum_{\substack{v \in \operatorname{ndd}(T) \\ w \leqslant v<w^{\prime}}} d_{w^{\prime}}(v): w^{\prime} \in \operatorname{lvs}(T) \wedge w \leqslant w^{\prime}\right\} .
$$

On "standardized" measures and distance functions the operations $\Delta$ and $\sum$ are inverse to each other, ${ }^{32}$ and thus for trees the notions of "measure" and "distance function" are (essentially) equivalent. However we consider the concept of a distance function as more basic, since given a measure $\mu$ one can easily calculate the

[^16]corresponding distance function $\Delta \mu$ by local operations, but to obtain from a given distance function $d$ the corresponding measure $\sum d$ involves global calculations over the whole tree.

Furthermore the measures and distance functions used in this paper ${ }^{33}$ do not depend on the tree, but only on the formulas labeling the nodes, and then the concept of distance functions is in fact more general than that of measures.
In order to be able to transform any distance function into a transition probability, we introduce the " $\tau$-function" on "branching tuples" in the next definition.

Definition 8.3. A branching tuple $t$ is a tuple of positive real numbers. For breadth one also 0 is allowed. The set of all branching tuples is $\mathscr{B} \mathscr{T}$ :

$$
\mathscr{B} \mathscr{T}:=\bigcup_{n \geqslant 1}\left(\mathbb{R}_{+}^{*}\right)^{n} \cup\{(0)\} .
$$

For $t=\left(t_{1}, \ldots, t_{m}\right) \in \mathscr{B} \mathscr{T} \backslash\{(0)\}$ we define $\tau(\boldsymbol{t})$ as the unique positive solution of the equation

$$
\sum_{i=1}^{m} \tau(t)^{-t_{i}}=1
$$

while for $(0)$ we define $\tau((0)):=1$.
Given a tree $T$ with a distance function $d$, we induce a mapping $d: \operatorname{nds}_{1}(T) \rightarrow \mathscr{B} \mathscr{T}$ by

$$
\boldsymbol{d}(\boldsymbol{w}):=\left(d\left(w, w^{\prime}\right)\right)_{w^{\prime} \in \operatorname{ds}_{T}(w)}
$$

(Considering $d(w)$ as a branching tuple, we use in fact the notion of "branching tuples modulo permutations of the components", which is justified by the invariance of the $\tau$-function against permutation.)

Now for $w \in \operatorname{nds}_{1}(T)$ also $\tau(\boldsymbol{d}(\boldsymbol{w}))$ is well defined, gauging the cost of a single branching $w$. We obtain a "worst-case gauging" $\tau_{\max }(\boldsymbol{d}, \boldsymbol{T})$ of whole $T$ by

$$
\tau_{\max }(\boldsymbol{d}, \boldsymbol{T}):=\max \left(\{\tau(w)\}_{w \in \operatorname{nds}_{1}(T)} \cup\{1\}\right)
$$

As basic properties of $\tau$ just note:

1. $\tau: \mathscr{B} \mathscr{T} \rightarrow[1,+\infty[$;
2. $\tau\left(\left(t_{1}, \ldots, t_{m}\right)\right)=1 \Leftrightarrow m=1$;
3. $\tau\left(\left(t_{1}, \ldots, t_{m}\right)\right)=\tau\left(\left(t_{\pi(1)}, \ldots, t_{\pi(m)}\right)\right)$ for any permutation $\pi$;
4. $\tau\left(\left(t_{1}, t_{2}, \ldots, t_{m}\right)\right)<\tau\left(\left(t_{1}^{\prime}, t_{2}, \ldots, t_{m}\right)\right)$ for $m \geqslant 2$ and $t_{1}>t_{1}^{\prime}$.

Lemma 8.2. Consider a tree $T$ with a distance function $d$.
From $d$ we derive a "transition probability" $p^{d}$ by defining

$$
p^{d}\left(w, w^{\prime}\right):=\tau(d(w))^{-d\left(w, w^{\prime}\right)}
$$

for $w \in \operatorname{nds}(T)$ and $w^{\prime} \in \operatorname{ds}_{T}(w)$.

[^17]The estimation of Lemma 8.1 now can be extended to

$$
\# \operatorname{lvs}(T) \leqslant \max _{w \in \operatorname{lvs}(T)} p^{d}(w)^{-1} \leqslant \tau_{\max }(d, T)^{\sum d(\operatorname{root}(T))}
$$

## Proof.

$$
\begin{aligned}
\max _{w \in \operatorname{lvs}(T)} p^{d}(w)^{-1} & =\max _{w \in \operatorname{lvs}(T)} \prod_{v<w} p_{w}^{d}(v)^{-1}=\max _{w \in \operatorname{lvs}(T)} \prod_{v<w} \tau(d(v))^{d_{w}(v)} \\
& \leqslant \max _{w \in \operatorname{lvs}(T)} \prod_{v<w} \tau_{\max }(d, T)^{d_{w}(v)}=\max _{w \in \operatorname{lvs}(T)} \tau_{\max }(d, T)^{\sum_{v<w} d_{w}(v)} \\
& =\tau_{\max }(d, T)^{\sum d(\operatorname{root}(T))} .
\end{aligned}
$$

Preliminary versions of this " $\tau$-lemma" can be found in [8, 23]. The benefits of this new lemma, compared with its predecessors, are as follows:

1. One can handle arbitrary positive real numbers as edge-labelings and thus optimize $d$.
2. More generally, for the first time we consider the whole $d$ as one object, enabling us to perform global optimizations on $d$, involving the whole tree, which compares favorably to the use of recursion equations.
In all the $\tau$-lemma for the special purpose of estimating tree sizes improves the ordinary method of recursion equations, allowing to handle globally the situation where a set of alternative recursion equations is given with possible interplay between the different cases. Optimizations with continuous parameters are supported, and a framework for taking global properties of the considered trees into account is established.

On the contrary by using recursion equations the original tree in effect is substituted by a new one, consisting of the branchings belonging to the (different) recursion equations, and thus, according to this loss of information, the use of an arbitrary distance function $d$ in the $\tau$-lemma makes no sense anymore since we cannot even formulate the notion of the maximal sum of $d$-values over all paths in the original tree.

The main point in using the $\tau$-lemma is the right choice of the distance function $d$. In Section 14.2 we briefly discuss this subject from a general point of view.
For 3-SAT-algorithms the definition of an appropriate distance function $d$ is the subject of the subsequent Section 9.

An additional handling of nodes with "bad" $\tau$-value but with predecessors or successors with "good" $\tau$-value is presented in Section 12.

### 8.3. Using the $\tau$-function for selecting branchings

The $\tau$-function seems to be the right tool for the purpose of selecting a branching from a set of alternatives in backtracking SAT-algorithms, provided a "good" measure of formula complexity is given, which can guide the "greedy" backtracking algorithm. (See [19].)

In our 3-SAT-algorithm $\mathscr{N}_{3}$ the $\tau$-function is not directly used, since the calculation of the corresponding branching tuples seems to be too expensive, but with the help
of certain simplifying assumptions the $\tau$-valuations guided the design of the algorithm. For example now we motivate the exceptional case in which in case (A) of $\mathscr{N}_{3}$ the originally proposed branching is replaced by the "Generalized Autarkness-Branching" (see instruction (3) in "branchingA").

In this special case the branching $\left(\varphi_{0}, \varphi_{1}\right)$ is replaced by the branching

$$
(\langle a \rightarrow 0, b \rightarrow 0, x \rightarrow 1\rangle,\langle a \rightarrow 0, b \rightarrow 1\rangle \cup \varphi,\langle a \rightarrow 1\rangle \cup \varphi),
$$

where $\varphi$ is $\varphi_{0}$ or $\varphi_{1}, N\left(\varphi, F_{0}\right)=\{\{a, b\}\}$ and $\{a, b, x\} \in F_{0}$ with $\varphi(x)=0$ (see Section 6.3.2). Let $(p, q)$ be $\Delta n$ for the original branching. W.l.o.g.: $p=n(\varphi)$. Then $\Delta n$ for the new branching is (at least) $(3, p+2, p+1)$.

Lemma 8.3. For $p, q \in \mathbb{N}$ with $p \geqslant 2$ and $(p-1) \cdot(q-1) \leqslant 1$ we have

$$
\tau(p, q)>\tau(3, p+2, p+2)
$$

Proof. First assume $q=1$. Then $\tau(p, q)=\tau(p, 1)=\tau(p, 1+p, 1+1)$ (see Lemma 8.4) $=\tau(p, p+1,2)>\tau(p+2, p+1,3)$.

Otherwise we have $p=q=2$. Now $\tau(p, q)=\tau(2,2)=\tau(2,2+2,2+2)$ (see Lemma 8.4) $=\tau(2,4,4)>\tau(2+1,4-1,4)($ see Lemma 8.5) $=\tau(3,3,4)=\tau(3,2+2$, $2+1$ ).

The first auxiliary lemma used in the proof states that the $\tau$-value of a composed branching tuple $t^{*}$, that is, a branching tuple $t^{\prime}$ is concatenated to one branch of another branching tuple $t$, lies between the $\tau$-values of the parts $t, t^{\prime}$.

Lemma 8.4. Consider two arbitrary branching tuples $t=\left(t_{1}, \ldots, t_{m}\right)$ and $t^{\prime}=\left(t_{1}^{\prime}, \ldots t_{n}^{\prime}\right)$. Then for $t^{*}:=\left(t_{1}+t_{1}^{\prime}, \ldots, t_{1}+t_{n}^{\prime}, t_{2}, \ldots, t_{m}\right)$ we have:
(i) $\tau\left(t^{\prime}\right)=\tau(t) \Rightarrow \tau\left(t^{*}\right)=\tau(t)$,
(ii) $\tau\left(t^{\prime}\right)<\tau(t) \Rightarrow \tau\left(t^{\prime}\right)<\tau\left(t^{*}\right)<\tau(t)$,
(iii) $\tau\left(t^{\prime}\right)>\tau(t) \Rightarrow \tau\left(t^{\prime}\right)>\tau\left(t^{*}\right)>\tau(t)$.

Proof. Directly from the definition of the $\tau$-function.
The second auxiliary lemma essentially states that for two binary branching tuples with the same sum of the components that tuple which is more symmetric (has a smaller distance between the two components) has the smaller $\tau$-values.

Lemma 8.5. Consider two branching tuples $t$ and $t^{\prime}$ of the same breadth which coincide except of two components:

$$
t=\left(t_{1}, \ldots, t_{n}\right), \quad t^{\prime}=\left(t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right), \quad n \geqslant 2, \quad t_{i}=t_{i}^{\prime} \quad \text { for } i \geqslant 3
$$

Assume $t_{1}^{\prime}+t_{2}^{\prime} \geqslant t_{1}+t_{2}$ and $\min \left(t_{1}^{\prime}, t_{2}^{\prime}\right) \geqslant \min \left(t_{1}, t_{2}\right)$. Then we have $\tau\left(t^{\prime}\right) \leqslant \tau(t)$. And if additionally $t_{1}^{\prime}+t_{2}^{\prime}>t_{1}+t_{2}$ or $\min \left(t_{1}^{\prime}, t_{2}^{\prime}\right)>\min \left(t_{1}, t_{2}\right)$ holds, then we have $\tau\left(t^{\prime}\right)<\tau(t)$.

Proof. For a branching tuple $t=\left(t_{1}, \ldots, t_{n}\right)$ let

$$
\chi(t)(x):=\sum_{i=1}^{n} x^{-t_{i}} .
$$

Now $\chi(t)-\chi\left(t^{\prime}\right)=\chi\left(\left(t_{1}, t_{2}\right)\right)-\chi\left(\left(t_{1}^{\prime}, t_{2}^{\prime}\right)\right)$ holds, and in general we have:

$$
\chi\left(\left(t_{1}^{\prime}, t_{2}^{\prime}\right)\right) \leqslant \chi\left(\left(t_{1}, t_{2}\right)\right) \Leftrightarrow\left(t_{1}^{\prime}+t_{2}^{\prime} \geqslant t_{1}+t_{2} \text { and } \min \left(t_{1}^{\prime}, t_{2}^{\prime}\right) \geqslant \min \left(t_{1}, t_{2}\right)\right)
$$

## 9. The distance function

The aim of this section is to motivate, define and discuss the distance function $\boldsymbol{d}^{\mathbf{3}}$ for $\mathscr{T}_{\mathscr{N}_{3}}\left(F_{0}\right)$, the main tool for the analysis of $\mathscr{N}_{3}$. For that purpose the following conventions are useful.

Definition 9.1. Every "formula measure" $\mu: 3-\mathscr{C} \mathscr{L} \mathscr{R} \rightarrow \mathbb{R}$ induces a node labeling of $\mathscr{T}_{r_{3}}\left(F_{0}\right)$ via $\boldsymbol{\mu}(\boldsymbol{w}):=\mu\left(F_{0}(w)\right)$ for $w \in \operatorname{nds}\left(\mathscr{T}_{r_{3}}\left(F_{0}\right)\right)$, as well as any "formula distance function" $d:(3-\mathscr{C L} \mathscr{S})^{2} \rightarrow \mathbb{R}$ induces an edge labeling of $\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)$ via $\boldsymbol{d}\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right):=$ $d\left(F_{0}(w), F_{0}\left(w^{\prime}\right)\right)$ for $w \in \operatorname{nds}(T)$ and $w^{\prime} \in \operatorname{ds}_{T}(w)$. (In this context $\mu$ and $d$ are arbitrary mappings.)

### 9.1. The hitherto existing distance functions

The problem of Section 9 is to find a ("good") distance function $d$ fulfilling

$$
\sum d\left(\operatorname{root}\left(\mathscr{T}_{\mathbb{N}_{3}}\left(F_{0}\right)\right)\right) \leqslant n\left(F_{0}\right)
$$

since we are interested in an upper bound depending on $n\left(F_{0}\right)$.
The first approach is to take $d^{0}=\Delta n$. Using $d^{0}$ [23,25] (exploiting Lemma 4.1) obtained the bound $\tau_{\max }\left(d^{0}, \mathscr{T}_{\mathrm{L} / \mathrm{MS}}\right) \leqslant 1.6180 \ldots=\tau(2,1)=\tau_{0,1,1} \quad($ see Definition 11.2) for their underlying computation tree $\mathscr{T}_{\mathrm{L} / \mathrm{MS}}$.

In my opinion the improved bound obtained by [29] is based essentially on the (implicit) use of the refined distance function $d^{1}=\Delta m_{1}$ where

$$
\begin{aligned}
& m_{1}(F):=n(F)-\alpha \cdot z_{1}(F) \\
& z_{1}(F):=\max \left\{|P|: P \subseteq F^{[2]} \wedge \forall C, C^{\prime} \in P\left[C \neq C^{\prime} \Rightarrow \operatorname{Var}(C) \cap \operatorname{Var}\left(C^{\prime}\right)=\emptyset\right]\right\}
\end{aligned}
$$

Here $\alpha \in \mathbb{R}_{+}$is a parameter to be chosen s.t. $\tau_{\max }$ becomes minimal. [29] proved (in our interpretation) $\tau_{\max }\left(d^{1}, \mathscr{T}_{\text {Sch }}\left(F_{0}\right)\right) \leqslant \tau_{1,2,1}=1.5780 \ldots$.

The advantage of $m_{1}$ over $n$ is that an increase in the number of 2-clauses can increase $\Delta m_{1}$ (while $\Delta n$ stays unchanged) and thus decreases $\tau_{\max }\left(\Delta m_{1}, \mathscr{T}_{\mathrm{S}}\left(F_{0}\right)\right)$. The algorithm therefore must try to produce as many new 2-clauses as possible (for [23, 25] the mere existence of a 2-clause was sufficient) while not eliminating to many old 2clauses, and in case more 2-clauses vanish than new 2-clauses arise, an increase of $\Delta n$ (due to the special situation) must compensate this loss.
9.2. The generalized "approximation" of the number of 2-clauses

Definition 9.2. We generalize the measure $z_{1}$ to $\boldsymbol{z}_{\boldsymbol{k}}: 3-\mathscr{C L S} \rightarrow \mathbb{N}_{0}$ for $k \in \mathbb{N}_{0} \cup\{+\infty\}$ :

$$
z_{\boldsymbol{k}}(\boldsymbol{F}):=\max \left\{|P|: P \subseteq F^{[2]} \wedge \rho(P) \leqslant k\right\}
$$

We consider $z_{k}(F)$ as an "approximation" of $z_{\infty}(F)=\left|F^{[2]}\right|$. We cannot use $z_{\infty}(F)$ itself because the number of (arbitrary) 2-clauses eliminated by (applying) a partial assignment $\varphi$ cannot be bounded in $n(\varphi)$ only. By way of contrast the number of vanishing " $z_{k}$-clauses" is less than $k \cdot n(\varphi)$ (see Lemma 9.6).

Some basic properties of $z_{k}$ (and $\rho$ ) are given in the next lemma.
Lemma 9.1. For all $k, k^{\prime} \in \mathbb{N}_{0} \cup\{+\infty\}$, clauses $C$ with $|C| \leqslant 3$ and $F, F^{\prime} \in 3-\mathscr{C L C}$ the following holds:

1. $\rho$ is monotonic: $F \subseteq F^{\prime} \Rightarrow \rho(F) \leqslant \rho\left(F^{\prime}\right)$;
2. $z_{k}(F)$ is monotonic in $k$ and $F: k \leqslant k^{\prime} \wedge F \subseteq F^{\prime} \Rightarrow z_{k}(F) \leqslant z_{k^{\prime}}\left(F^{\prime}\right)$;
3. $k \geqslant \rho(F) \Rightarrow z_{k}(F)=z_{\rho(F)}(F)$;
4. (a) $\rho(F) \leqslant \rho(F \cup\{C\}) \leqslant \rho(F)+1$;
(b) $z_{k}(F) \leqslant z_{k}(F \cup\{C\}) \leqslant z_{k}(F)+1$;
5. (a) $z_{k}(F)<z_{k^{\prime}}(F) \Leftrightarrow \min \left(\rho(F), k^{\prime}\right) \geqslant k+1$;
(b) $\rho(F)=\min \left\{k \in \mathbb{N}_{0}: z_{k}(F)=z_{k+1}(F)\right\}$;
6. (a) $\rho(F) \leqslant z_{\infty}(F) \leqslant \frac{1}{2} \cdot \rho(F) \cdot n(F)$;
(b) $2 \cdot z_{\infty}(F) / n(F) \leqslant \rho(F) \leqslant \min \left(z_{\infty}(F), 4 \cdot(n(F)-1)\right.$ ) for $n(F) \geqslant 1$;
(c) $\min \left(k, z_{\infty}(F)\right) \leqslant z_{k}(F) \leqslant \frac{1}{2} \cdot \min (k, \rho(F)) \cdot n(F)$.

Proof. Parts 1-4 are obvious from the definition. Part $5(\mathrm{a}) " \Rightarrow$ " follows from parts 2 and 3 , and " $\Leftarrow$ " follows by part $4(a)$. Part $5(\mathrm{~b})$ is an immediate consequence of $5(\mathrm{a})$. For part 6(a) note that no clause contains complementary literals and

$$
z_{\infty}(F)=\frac{1}{2} \ell\left(F^{[2]}\right) \leqslant \frac{1}{2} \rho(F) \cdot n(F)
$$

For $v \in \operatorname{Var}(F)$ we have

$$
\rho(F) \leqslant|\{\{a, b\} \in \mathscr{C} \mathscr{L}: \operatorname{Var}(a)=v \wedge \operatorname{Var}(b) \in \operatorname{Var}(F) \backslash\{v\}\}|=2 \cdot 2 \cdot(n(F)-1)
$$

and hence by part (a) part (b) follows. Finally $\min \left(k, z_{\infty}(F)\right) \leqslant z_{k}(F)$ follows from $\rho(P) \leqslant|P|$ for $P \subseteq F^{[2]}$, and for $P \subseteq F^{[2]}$ s.t. $\rho(P) \leqslant k$ and $|P|=z_{k}(F)$ holds we have (by part (a)):

$$
z_{k}(F)=|P| \leqslant \frac{1}{2} \rho(P) n(F) \leqslant \frac{1}{2} \min (k, \rho(F)) \cdot n(F)
$$

Using the "approximation parameter" $k$ we generalize the measure $m_{1}$ :
Definition 9.3. For $F \in 3-\mathscr{C L} \mathscr{S}$ and $\alpha \in \mathbb{R}_{+}$with $\alpha<2 / k$ we define

$$
\boldsymbol{m}_{\boldsymbol{k}}(\boldsymbol{F}):=n(F)-\alpha \cdot z_{k}(F)
$$

By the distance function $d^{2}:=\Delta m_{k}=\Delta n-\alpha \cdot \Delta z_{k}$ now

- we can use an optimal level $k$ of approximation of the number of 2-clauses (e.g. for our complexity bound $k=2$ is optimal).
However, it is not the end of the story:
Our main problem is that new 2 -clauses do not need to contribute to $\Delta z_{k}$, since $z_{k}$ counts only certain 2 -clauses and we do not know which.

An ad hoc approach used in [29] (for $z_{1}$ ) to overcome this difficulty is as follows:
Consider a branch $w \rightarrow w^{\prime}$ where some new 2 -clause did not account to $\Delta z_{k}$. Due to Lemma 9.1 part $5(\mathrm{a})$ then a variable must occur more than $k$ times in the 2-clauses of $F_{0}\left(w^{\prime}\right)$, and thus it is advantageous to form an aggregate $\tau$-value out of these consecutive branchings, ${ }^{34}$ since at $w^{\prime}$ we obtain a good $\Delta n$-value. But even for $z_{1}$ this job is tedious, causes a (too) complicated algorithm, and gives away all long-range effects.

An alternative definition of $z_{k}$ by "maximal $k$-matchings". We define an undirected graph $G(F)$ for $F \in 3-\mathscr{C L S}$, where the set of nodes is $\operatorname{Var}(F)$ and every 2-clause $\{a, b\} \in F^{[2]}$ connects the nodes $\operatorname{Var}(a), \operatorname{Var}(b)$ (parallel edges are allowed).

Now $z_{k}(F)$ is the maximal size of a " $k$-matching" in $G(F)$, where a $k$-matching is a set $M$ of edges such that every node of $G(F)$ is adjacent to at most $k$ edges from $M$.

### 9.3. Using "budgets" for new 2-clauses

Here a general method is introduced for bringing new 2-clauses into account which (implicitly) takes the whole computation tree into consideration and completes (at least for the moment) our way of approximating the number of 2-clauses.

We introduce the distance function $\boldsymbol{d}^{\mathbf{3}}=\boldsymbol{d}^{\mathbf{3}}\left(\boldsymbol{k},\left(\boldsymbol{h}_{\boldsymbol{i}}\right)_{i \in \mathbb{N}_{6}}, \boldsymbol{\alpha}\right)$ for $\mathscr{T}_{\sqrt{3}_{3}}\left(F_{0}\right)$, depending additionally on "budgets" $\left(h_{i}\right)$ allowing

- to take for a branch $w \rightarrow w^{\prime}$ up to $h_{\rho(w)}$ new 2-clauses definitely into account (but not more).
We require $h_{i}=0$ for $i>k$. Thus we divide the nodes $w$ into two categories:
- If $\rho(w) \leqslant k$ holds then an increase in the number of 2-clauses improves $\tau\left(d^{3}(w)\right)$ over $\tau(\Delta n(w))$.
- But if $\rho(w)>k$ holds then $\tau\left(d^{3}(w)\right)$ gets worse (compared with $\tau(\Delta n(w))$ ) and indeed the worse the bigger the $h_{i}$ are.
This partition is motivated by the fact that due to the branching rule of "branchingA" (see Section 6.3.1) an increasing $\rho(w)$ causes an increasing $\Delta n(w)$ (at least in the worst case).
More precisely we have the following case distinction in mind:
- The case $\rho(w)=0$ is covered by br-Autarkness.
- In case $\rho(w)=1$ in both branches created by "branchingB" (see Section 6.4) only one 2-clause vanishes and thus the number of new 2-clauses (at least one by

[^18]br-Autarkness) determines an increase in the number of 2-clauses: $\Delta_{w^{\prime}} z_{\infty}(w)=$ $v_{w^{\prime}}(w)-1 \geqslant 0$, where $v_{w^{\prime}}(w):=z_{\infty}\left(w^{\prime}\right)-z_{\infty}\left(F_{0}\left(w^{\prime}\right) \cap F_{0}(w)\right)$ is the number of new 2-clauses.

- For case $1<\rho(w) \leqslant k$, belonging to "branchingA" (see Section 6.3), the number of eliminated 2-clauses (increasing with $\rho(w)$ ) in fact is greater than the number of new 2-clauses (at least in the worst case and for our analysis), thus $\tau\left(d^{3}(w)\right)>\tau(\Delta n(w))$, but the new 2-clauses provided by Generalized Autarkness prevent the $\tau$-value from being too bad.
- For $\rho(w)>k$ only the negative contribution by the eliminated 2-clauses is counted, but, due to the restriction of $d^{3}$ to an approximation of $z_{\infty}$, the case $\rho(w)=k+1$ is the worst. ${ }^{35}$
The cases $\rho(w)=1$ and $\rho(w)=k+1$ are the overall worst cases, and for $\rho(w)=1$ the weight $\alpha$ should be as large as possible while for $\rho(w)=k+1$ as small as possible. The more new 2-clauses we have in case $\rho(w)=1$ the bigger is the optimal $k$ (using an optimal $\alpha$ ).


### 9.4. The definition of $d^{3}=\Delta n-\alpha \cdot \zeta$

For our handling of the variation in the number of 2-clauses the following differentiation between eliminated and new 2-clauses is basic.

Definition 9.4. For $i \in \mathbb{N}_{0} \cup\{+\infty\}$ and $F, F^{\prime} \in 3-\mathscr{C L S}$ we define:

$$
\begin{aligned}
& \boldsymbol{\delta} z_{i}\left(\boldsymbol{F}, \boldsymbol{F}^{\prime}\right):=z_{i}\left(F \backslash F^{\prime}\right) \\
& \boldsymbol{v}\left(\boldsymbol{F}, \boldsymbol{F}^{\prime}\right):=z_{\infty}\left(F^{\prime} \backslash F\right) .
\end{aligned}
$$

$\delta z_{i}\left(F, F^{\prime}\right)$ is the number of " $z_{i}$-clauses" eliminated by the transition $F \rightarrow F^{\prime}$, and $v\left(F, F^{\prime}\right)$ is the (total) number of new clauses created by this transition. We have

$$
\Delta z_{\infty}=\delta z_{\infty}-v
$$

That only for the calculation of eliminated clauses the "approximations" $z_{i}$ are used, while for the calculation of new clauses all new clauses are considered, mirrors a fundamental asymmetry of our approach:

While the number of eliminated 2-clauses has to be restricted to make it depend on $\Delta n$, we want, on the other hand, to take an arbitrary number of new 2-clauses into account (at least in principal). (The restrictions we have to pose on the number of "acceptable" new clauses do not depend on $\Delta n$ but on $\rho$.)

Definition 9.5. Assume $\boldsymbol{k} \in \mathbb{N}_{0}, \boldsymbol{h}: \mathbb{N}_{0} \rightarrow \mathbb{N}_{0}$ and $\boldsymbol{\alpha} \in \mathbb{R}_{+}$fulfilling:
(i) $\forall i \in \mathbb{N}_{0}\left[i>k \Rightarrow h_{i}=0\right]$,
(ii) $\alpha<\left(k+\max _{i \in\{0, \ldots, k\}} h_{i}\right)^{-1}\left(\frac{1}{0}:=+\infty\right)$.

[^19]We define $\zeta(\boldsymbol{k}, \boldsymbol{h})\left(\boldsymbol{F}, \boldsymbol{F}^{\prime}\right)$ and $\boldsymbol{d}^{\mathbf{3}}(\boldsymbol{k}, \boldsymbol{h}, \boldsymbol{\alpha})\left(\boldsymbol{F}, \boldsymbol{F}^{\prime}\right)$ for $F, F^{\prime} \in 3-\mathscr{C L} \mathscr{S}$ as follows:

$$
\begin{aligned}
\zeta(\boldsymbol{k}, \boldsymbol{h})\left(\boldsymbol{F}, \boldsymbol{F}^{\prime}\right):= & \max \left(\min \left(\delta z_{\infty}\left(F, F^{\prime}\right), \max _{i \in\{0, \ldots, k\}}\left(h_{i}+\delta z_{i}\left(F, F^{\prime}\right)\right)\right)-v\left(F, F^{\prime}\right),\right. \\
& \left.\delta z_{k}\left(F, F^{\prime}\right)-h_{\rho(F)}\right) \\
\boldsymbol{d}^{\mathbf{3}}(\boldsymbol{k}, \boldsymbol{h}, \boldsymbol{\alpha}):= & \Delta n-\alpha \cdot \zeta(k, h) .
\end{aligned}
$$

Remarks. 1. In the following we use $\zeta=\zeta(k, h)$ and $d^{3}=d^{3}(k, h, \alpha)$.
2. Because of $\alpha \geqslant 0$, for the sake of a good $\tau_{\max }\left(d^{3}, \mathscr{T}_{\sqrt{3}^{2}}\left(F_{0}\right)\right)$-value $\zeta$ should be as small (negative) as possible and of course $\Delta n$ should be as large as possible.
3. Comparing $d^{3}$ with $d^{2}$ we see that $\zeta$ replaces $z_{k}$. And the reader should furthermore note the structural similarity between the definition of $\zeta$ and the equation $\Delta z_{\infty}=\delta z_{\infty}-v$, that is, $\zeta$ is the maximum of two versions of that equation.
4. Contrary to the hitherto distance functions there is no formula measure $\mu: 3-\mathscr{C L S}$ $\rightarrow \mathbb{R}$ s.t. $d^{3}=\Delta \mu$ holds. ${ }^{36}$
The definition of $\zeta$ combines two cases, as shown in the next lemma.
Lemma 9.2. For $F, F^{\prime} \in 3-\mathscr{C L C}$ we have, using $\delta z_{i}=\delta z_{i}\left(F, F^{\prime}\right), v=v\left(F, F^{\prime}\right)$ and $\zeta=$ $\zeta\left(F, F^{\prime}\right)$ :

1. $\rho(F) \leqslant k \Rightarrow \zeta=\delta z_{k}-\min \left(v, h_{\rho(F)}\right)$;
2. $\rho(F)>k \Rightarrow \zeta=\max \left(\min \left(\delta z_{\infty}, \max _{i \in\{0, \ldots, k\}}\left(h_{i}+\delta z_{i}\right)\right)-v, \delta z_{k}\right)$.

Proof. The easy proofs are left as an exercise to the reader (for part 1 just note that because of $\rho \leqslant k$ we have $\delta z_{\infty}=\delta z_{k}$ ).

In order to prove that $d^{3}$ is a distance function for $\mathscr{T}_{\sqrt{r}_{3}}\left(F_{0}\right)$ we need an upper bound for $\delta z_{k}$.

### 9.5. A general upper bound for the numbers of eliminated clauses

The aim of this subsection is to give a general upper bound for the number of eliminated $z_{k}$-clauses (with arbitrary $k$ ) when applying partial assignments or the reduction operator $r$.

Lemma 9.3. For $k \in \mathbb{N}_{0} \cup\{+\infty\}$ we have

1. For $F, F^{\prime}, F^{\prime \prime} \in 3-\mathscr{C} \mathscr{L} \mathscr{S}: \delta z_{k}\left(F, F^{\prime}\right) \leqslant \delta z_{k}\left(F, F^{\prime \prime}\right)+\delta z_{\min (k, \rho(F))}\left(F^{\prime \prime}, F^{\prime}\right)$.
2. And for a sequence $F_{0}, \ldots, F_{s}, s \in \mathbb{N}_{0}$ of clause-sets $F_{i} \in 3-\mathscr{C} \mathscr{L}$ :

$$
\delta z_{k}\left(F_{0}, F_{S}\right) \leqslant \sum_{i=0}^{s-1} \delta z_{\min \left(k, \rho\left(F_{0}\right), \ldots, \rho\left(F_{i}\right)\right)}\left(F_{i}, F_{i+1}\right)
$$

[^20]Proof. Part 1: The reader should be easily able to verify that (generally)

$$
\delta z_{k}\left(F, F^{\prime}\right)=\max \left\{|P|-\left|P \cap F^{\prime}\right|: P \subseteq F^{[2]} \wedge \rho(P) \leqslant k\right\}
$$

holds. Now for $P \subseteq F^{[2]}$ with $\rho(P) \leqslant k$ we have the estimations

$$
\begin{aligned}
& |P|-\left|P \cap F^{\prime \prime}\right| \leqslant \delta z_{k}\left(F, F^{\prime \prime}\right) \\
& \left|P \cap F^{\prime \prime}\right|-\left|\left(P \cap F^{\prime \prime}\right) \cap F^{\prime}\right| \leqslant \delta z_{\min (k, \rho(F))}\left(F^{\prime \prime}, F^{\prime}\right)
\end{aligned}
$$

Adding the inequalities yields $|P|-\left|P \cap F^{\prime \prime} \cap F^{\prime}\right| \leqslant \delta z_{k}\left(F, F^{\prime \prime}\right)+\delta z_{\min (k, \rho(F))}\left(F^{\prime \prime}, F^{\prime}\right)$ and thus by $\left|P \cap F^{\prime \prime}\right| \geqslant\left|P \cap F^{\prime \prime} \cap F^{\prime}\right|$ the assertion follows.

Part 2: $s=0: 0 \leqslant 0$.
$s>0$ : By part 1 and the induction hypothesis we have:

$$
\begin{aligned}
\delta z_{k}\left(F_{0}, F_{s}\right) \leqslant & \delta z_{k}\left(F_{0}, F_{1}\right)+\delta z_{\min \left(k, \rho\left(F_{0}\right)\right)}\left(F_{1}, F_{s}\right) \leqslant \delta z_{k}\left(F_{0}, F_{1}\right) \\
& +\sum_{i=1}^{s-1} \delta z_{\min \left(k, \rho\left(F_{0}\right), \rho\left(F_{1}\right), \ldots, \rho\left(F_{i}\right)\right)}\left(F_{i}, F_{i+1}\right) .
\end{aligned}
$$

Lemma 9.3 enables us to estimate $\delta z_{k}\left(F, F^{\prime}\right)$ by dividing the transformation $F \rightarrow F^{\prime}$ into smaller steps $F=F_{0} \rightarrow \cdots \rightarrow F_{n}=F^{\prime}$ for which we have appropriate estimations. Note that a transformation $F_{i+1}=\varphi_{i} * F_{i}$ in the situation $\varphi_{i}=\varphi_{i}^{\prime} \cup \varphi_{i}^{\prime \prime}$ can be further divided via $F_{i+1}=\varphi_{i}^{\prime} *\left(\varphi_{i}^{\prime \prime} * F\right)$.

The next lemma estimates the total number of 2-clauses eliminated by a partial assignment.

Lemma 9.4. For $F, F^{\prime} \in 3-\mathscr{C L S}$ with $F \subseteq F^{\prime}$ and $V \subseteq \mathscr{V} \mathscr{A}, \varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ the following holds:

1. $F \backslash\left(\varphi * F^{\prime}\right)=\{C \in F: \operatorname{Var}(C) \cap \operatorname{Var}(\varphi) \neq \emptyset\}$ (and thus $F \backslash\left(\varphi * F^{\prime}\right)=F \backslash(\varphi * F)$ );
2. $\left|\left\{C \in F^{[2]}: \operatorname{Var}(C) \cap V \neq \emptyset\right\}\right| \leqslant|V| \cdot \rho(F)$.
(In words: The clauses, which are eliminated by $\varphi$, are those clauses which are effected (at all) by $\varphi$. And the number of 2-clauses, which are affected by $\varphi$, is less than or equal to the number of variables eliminated by $\varphi$ times the maximal number $\rho(F)$ of occurrences of a variable in the 2-clauses of $F$.)

Proof. Part 1 follows from $\varphi *\{C\}=\{C\}$ for $\operatorname{Var}(\varphi) \cap \operatorname{Var}(C)=\emptyset$, and $\operatorname{Var}(\varphi) \cap$ $\operatorname{Var}(\varphi * F)=\emptyset$.

Part $2:\left|\left\{C \in F^{[2]}: \operatorname{Var}(C) \cap V \neq \emptyset\right\}\right| \leqslant \sum_{v \in V}\left(\#_{v}^{2}+\#_{\bar{v}}^{2}\right)(F) \leqslant \sum_{v \in V} \rho(F)=|V| \cdot \rho(F)$.

The main result of this subsection now is given in the following lemma.
Lemma 9.5. Assume $k \in \mathbb{N}_{0} \cup\{+\infty\}$. Then we have:

1. For $F \in 3-\mathscr{C L S}, \varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}: \delta z_{k}(F, \varphi * F) \leqslant n(\varphi) \cdot \min (k, \rho(F))$.
2. Assume a sequence $F_{0}, \ldots, F_{s}, s \in \mathbb{N}_{0}$ of clause-sets $F_{i} \in 3-\mathscr{C L S}$.
(a) Assume furthermore that there is $I \subseteq\{0, \ldots, s-1\}$ and $\varphi: I \rightarrow \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ s.t.

$$
\forall_{i \in I}\left[F_{i+1}=\varphi_{i} * F_{i}\right] \wedge \forall_{i \in\{0, \ldots, s-1\} \backslash I}\left[F_{i}^{[2]} \subseteq F_{i+1}^{[2]}\right] .
$$

Then: $\delta z_{k}\left(F_{0}, F_{s}\right) \leqslant \sum_{i \in I} n\left(\varphi_{i}\right) \cdot \min \left(k, \rho\left(F_{0}\right), \ldots, \rho\left(F_{i}\right)\right)$.
(b) If $\forall_{i \in\{0, \ldots, s-1\}}\left[F_{i+1}=r\left(F_{i}\right) \vee \exists_{\varphi \in \mathscr{P} \mathscr{A} \mathscr{S}}\left[F_{i+1}=\varphi * F_{i}\right]\right]$ holds, then:
$\delta z_{k}\left(F_{0}, F_{s}\right) \leqslant\left(n\left(F_{0}\right)-n\left(F_{s}\right)\right) \cdot \min \left(k, \rho\left(F_{0}\right)\right)$.
Proof. Part 1: Take $P \subseteq F^{[2]}$ with $\rho(P) \leqslant k$. Then $|P \backslash(\varphi * P)| \leqslant n(\varphi) \cdot \rho(P)$ (by Lemma $9.4) \leqslant n(\varphi) \cdot \min (k, \rho(F))$.

Part 2(a) follows immediately by Lemma 9.3 part 2 and by part 1. And using Lemma 5.1 part 2 we get part 2(b) from part 2(a).

Since $F_{0}\left(w^{\prime}\right)$ for a successor $w^{\prime} \in \operatorname{ds}_{T}(w)$ of a node $w \in \operatorname{nds}\left(\mathscr{T}_{\sqrt{3}_{3}}\left(F_{0}\right)\right)$ results from $F_{0}(w)$ by a series of applications of partial assignments and $r$, we can apply Lemma 9.5 part 2(b):

Lemma 9.6. For $w \in \operatorname{nds}\left(\mathscr{T}_{\sqrt{3}^{3}}\left(F_{0}\right)\right)$, $w^{\prime} \in \operatorname{ds}(w)$ and $k \in \mathbb{N}_{0} \cup\{+\infty\}$ the number of eliminated " $z_{k}$-clauses" in branch $w \rightarrow w^{\prime}$ is less than or equal to the number of eliminated variables times the minimum of parameter $k$ and the maximal number $\rho(w)$ of occurrences of a variable in the 2-clauses of $F_{0}(w)$ :
$\delta_{w^{\prime}} z_{k}(w) \leqslant \Delta_{w^{\prime}} n(w) \cdot \min (k, \rho(w))$.
$\left(\right.$ We use $\left.\boldsymbol{\delta}_{w^{\prime}} z_{k}(\boldsymbol{w}):=\left(\delta z_{k}\right)_{w^{\prime}}(w)\right)$.
We conclude this section with some bounds on $\zeta$ and $d^{3}$ and proving that $d^{3}$ is indeed a distance function for $\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)$.

Lemma 9.7. 1. For $w \in \operatorname{nds}\left(\mathscr{T}_{\sqrt{3}_{3}}\left(F_{0}\right)\right)$ and $w^{\prime} \in \operatorname{ds}(w)$ we have
(a) $\zeta_{w^{\prime}}(w) \leqslant \delta_{w^{\prime}} z_{k}(w)+\max _{i \in\{0, \ldots, k\}} h_{i} \leqslant k \cdot \Delta_{w^{\prime}} n(w)+\max _{i \in\{0, \ldots, k\}} h_{i}$.
(b) $d_{w^{\prime}}^{3}(w) \geqslant \Delta_{w^{\prime}} n(w) \cdot(1-k \cdot \alpha)-\alpha \cdot \max _{i \in\{0, \ldots, k\}} h_{i}$.
2. $d^{3}$ is a distance function for $\mathscr{T}_{\sqrt{3}^{2}}\left(F_{0}\right)$.

Proof. Part 1(a): For the first inequality we have

$$
\begin{aligned}
& \max \left(\min \left(\delta_{w^{\prime}} z_{\infty}(w), \max _{i \in\{0, \ldots, k\}}\left(h_{i}+\delta_{w^{\prime}} z_{i}(w)\right)\right)-v_{w^{\prime}}(w), \delta_{w^{\prime}} z_{k}(w)-h_{\rho(w)}\right) \\
& \quad \leqslant \max \left(\max _{i \in\{0, \ldots, k\}}\left(h_{i}+\delta_{w^{\prime}} z_{i}(w)\right)-v_{w^{\prime}}(w), \delta_{w^{\prime}} z_{k}(w)-h_{\rho(w)}\right) \\
& \quad \leqslant \max \left(\max _{i \in\{0, \ldots, k\}}\left(h_{i}+\delta_{w^{\prime}} z_{k}(w)\right), \delta_{w^{\prime}} z_{k}(w)\right)=\delta_{w^{\prime}} z_{k}(w)+\max _{i \in\{0, \ldots, k\}} h_{i} .
\end{aligned}
$$

The second inequality is a consequence of Lemma 9.6. Part 1(b) follows immediately from part (a), and part 2 follows from part 1 (b), condition (ii) of Definition 9.5 and the fact $\Delta_{w^{\prime}} n(w) \geqslant 1$.

## 10. Bounding the sum of $\boldsymbol{d}^{3}$

Consider $\zeta=\zeta(k, h)$ and $d^{3}=d^{3}(k, h, \alpha)$ (see Definition 9.5). This section is devoted to the proof of

$$
\sum d^{3}\left(\omega_{0}\right) \leqslant n\left(F_{0}\right)-\cdots
$$

where

Definition 10.1. $\omega_{0}:=\operatorname{root}\left(\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)\right)$ is the root of the computation tree,
and ... is some negligible quantity.

The idea is to study paths $\left(w_{1}, \ldots, w_{t}\right)$ in $\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)$ with $\rho\left(w_{1}\right), \rho\left(w_{t}\right) \leqslant k$ and $\rho\left(w_{i}\right)>k$ for $1<i<k$, that means at the endpoints $w_{1}$ and $w_{t}$ the distance function $\Delta n$ can be improved with the help of $\zeta$ while at the intermediate nodes $w_{2}, \ldots, w_{t-1}$ "for compensation" $\Delta n$ is impaired by $\zeta$. For those paths we show (Lemma 10.4):

$$
\sum_{i=1}^{t-1} \zeta_{w_{t}}\left(w_{i}\right) \geqslant \sum_{i=1}^{t-1} \Delta_{w_{t}} z_{k}\left(w_{i}\right)
$$

and thus

$$
\begin{aligned}
\sum_{i=1}^{t-1} d_{w_{t}}^{3}\left(w_{i}\right) & =\sum_{i=1}^{t-1} \Delta_{w_{t}} n\left(w_{i}\right)-\alpha \cdot \sum_{i=1}^{t-1} \zeta_{w_{t}}\left(w_{i}\right) \leqslant \sum_{i=1}^{t-1} \Delta_{w_{t}} n\left(w_{i}\right)-\alpha \cdot \sum_{i=1}^{t-1} \Delta_{w_{t}} z_{k}\left(w_{i}\right) \\
& =\sum_{i=1}^{t-1} \Delta_{w_{t}} m_{k}\left(w_{i}\right)=m_{k}\left(w_{1}\right)-m_{k}\left(w_{t}\right)=n\left(w_{1}\right)-\alpha \cdot z_{k}\left(w_{1}\right)-m_{k}\left(w_{t}\right)
\end{aligned}
$$

This result is generalized to arbitrary paths by dividing them into sub-paths (up to a start and an end section). In order to emphasize the rather general nature of the proofs in this section, in fact we will not consider paths in $\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)$ but arbitrary sequences $\left(F_{1}, \ldots, F_{t}\right)$ of 3 -clause-sets. ${ }^{37}$

We start with some (further) basic properties of $z_{i}, \delta z_{i}$ and $\zeta$.

Lemma 10.1. For $i \in \mathbb{N}_{0}$ and $F, F_{1}, F_{2}, F^{\prime} \in 3-\mathscr{C L S}$ we have

1. $z_{i}\left(F_{1} \cup F_{2}\right) \leqslant z_{i}\left(F_{1}\right)+z_{i}\left(F_{2}\right)$;
2. (a) $\delta z_{i}\left(F, F^{\prime}\right)$ is increasing in $i$ and $F($ w.r.t. $\subseteq)$ and decreasing in $F^{\prime}$;
(b) $\delta z_{\infty}\left(F, F^{\prime}\right)=\delta z_{\rho(F)}\left(F, F^{\prime}\right)$;
(c) $\delta z_{i}\left(F, F^{\prime}\right) \geqslant \Delta z_{i}\left(F, F^{\prime}\right)$;
(d) $\delta z_{i}\left(F, F^{\prime}\right)+z_{i}\left(F \cap F^{\prime}\right) \geqslant z_{i}(F)$.
3. (a) $\rho(F)>k \Rightarrow\left(\zeta-\delta z_{k}\right)\left(F, F^{\prime}\right) \geqslant 0$;
(b) $\left(\zeta-\delta z_{k}\right)\left(F, F^{\prime}\right) \geqslant-\min \left(v\left(F, F^{\prime}\right), h_{\rho(F)}\right)$.

[^21]4. (a) $\left(\zeta-\Delta z_{k}\right)\left(F, F^{\prime}\right) \geqslant-h_{\rho(F)}+\left(z_{k}-z_{\rho(F)}\right)\left(F^{\prime}\right)$;
(b) $\rho(F) \leqslant k \Rightarrow\left(\zeta-\Delta z_{k}\right)\left(F, F^{\prime}\right) \geqslant-\left(z_{\infty}-z_{k}\right)\left(F^{\prime}\right)$.

Proof. Parts 1 and 2 follow directly from the definition of $\delta z_{i}$ (for 2(c) and 2(d) use 1). Part 3(a) follows from Lemma 9.2 part 2, and part 3(b) follows from part 3(a) and Lemma 9.2 part 1.

Part 4(a): By part 3(b) we can estimate

$$
\begin{aligned}
(\zeta-\Delta)\left(F, F^{\prime}\right) & =((\zeta-\delta)+(\delta-\Delta))\left(F, F^{\prime}\right) \\
& \geqslant-h_{\rho(F)}+\delta z_{k}\left(F, F^{\prime}\right)-z_{k}(F)+z_{k}\left(F^{\prime}\right)
\end{aligned}
$$

By part 2(d) we get $\delta z_{k}\left(F, F^{\prime}\right)+z_{\rho(F)}\left(F^{\prime}\right) \geqslant z_{k}(F)$, since $z_{k}\left(F \cap F^{\prime}\right) \leqslant z_{\rho(F)}\left(F \cap F^{\prime}\right)$ $\leqslant z_{\rho(F)}\left(F^{\prime}\right)$. Replacing $\delta z_{k}\left(F, F^{\prime}\right)-z_{k}(F)$ by $-z_{\rho(F)}\left(F^{\prime}\right)$ now completes the proof of 4(a).

Part 4(b): Again by part 3(b) we can estimate:

$$
\begin{aligned}
(\zeta-\Delta)\left(F, F^{\prime}\right) & =((\zeta-\delta)+(\delta-\Delta))\left(F, F^{\prime}\right) \\
& \geqslant-v\left(F, F^{\prime}\right)+\delta z_{k}\left(F, F^{\prime}\right)-z_{k}(F)+z_{k}\left(F^{\prime}\right)
\end{aligned}
$$

Furthermore, using $\rho(F) \leqslant k$ we get $v\left(F, F^{\prime}\right)+z_{k}(F)=z_{\infty}\left(F^{\prime} \backslash F\right)+z_{k}(F)=z_{\infty}\left(F^{\prime} \backslash F\right)+$ $z_{\infty}(F)=z_{\infty}\left(F^{\prime}\right)-z_{\infty}\left(F \cap F^{\prime}\right)+z_{\infty}(F)=z_{\infty}\left(F \backslash F^{\prime}\right)+z_{\infty}\left(F^{\prime}\right)=z_{k}\left(F \backslash F^{\prime}\right)+z_{\infty}\left(F^{\prime}\right)$ $=\delta z_{k}\left(F, F^{\prime}\right)+z_{\infty}\left(F^{\prime}\right)$.

Lemma 10.2. For a sequence $\left(F_{1}, \ldots, F_{u}\right)$ of 3 -clause-sets $F_{i} \in 3-\mathscr{C} \mathscr{S}$ and for $0 \leqslant a \leqslant k$ :

$$
z_{a}\left(F_{u}\right) \geqslant z_{k}\left(F_{u}\right)-\left(z_{k}-z_{a}\right)\left(F_{1}\right)-\sum_{i=1}^{u-1}\left(\delta z_{k}-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right) .
$$

Proof. By Lemma 10.1 part 2(a) and 2(c) we only strengthen the assertion when replacing $\delta z_{k}$ by $\Delta z_{a}$. Now because of

$$
\sum_{i=1}^{u-1}\left(\Delta z_{a}-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right)=\left(z_{a}\left(F_{1}\right)-z_{a}\left(F_{u}\right)\right)-\left(z_{k}\left(F_{1}\right)-z_{k}\left(F_{u}\right)\right)
$$

we are done.
The next lemma is of central importance for this section.
Lemma 10.3. For a sequence $\left(F_{1}, \ldots, F_{t}\right)$ of 3-clause-sets $F_{i} \in 3-\mathscr{C} \mathscr{S}$ fulfilling $\rho\left(F_{i}\right)>k$ for all $1 \leqslant i \leqslant t-2$

$$
\begin{gathered}
\sum_{i=1}^{t-1}\left(\zeta-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right) \geqslant \\
\min \left(z_{\infty}\left(F_{1}\right), \max _{i \in\{0, \ldots, k\}}\left(h_{i}+z_{i}\left(F_{1}\right)\right)\right) \\
-z_{k}\left(F_{1}\right)-\left(z_{\infty}-z_{k}\right)\left(F_{t}\right)
\end{gathered}
$$

holds.

Proof. Induction on $t$, considering three cases: $t=1, t=2$ and $t \geqslant 3$.
$t=1: \min \left(z_{\infty}\left(F_{1}\right), \max _{0 \leqslant i \leqslant k}\left(h_{i}+z_{i}\left(F_{1}\right)\right)\right)-z_{k}\left(F_{1}\right)-\left(z_{\infty}-z_{k}\right)\left(F_{1}\right) \leqslant z_{\infty}\left(F_{1}\right)-z_{\infty}\left(F_{1}\right)=0$.
Case $t=2$ :

$$
\left(\zeta-\Delta z_{k}\right)\left(F_{1}, F_{2}\right)
$$

$$
\geqslant \min \left(\delta z_{\infty}\left(F_{1}, F_{2}\right), \max _{0 \leqslant i \leqslant k}\left(h_{i}+\delta z_{i}\left(F_{1}, F_{2}\right)\right)\right)-v\left(F_{1}, F_{2}\right)-\Delta z_{k}\left(F_{1}, F_{2}\right)
$$

$$
=\min \left(\delta z_{\infty}\left(F_{1}, F_{2}\right), \max _{0 \leqslant i \leqslant k}\left(h_{i}+\delta z_{i}\left(F_{1}, F_{2}\right)\right)\right)-z_{\infty}\left(F_{2}\right)+z_{\infty}\left(F_{1} \cap F_{2}\right)-\Delta z_{k}\left(F_{1}, F_{2}\right)
$$

$$
=\min \left(\delta z_{\infty}\left(F_{1}, F_{2}\right)+z_{\infty}\left(F_{1} \cap F_{2}\right), \max _{0 \leqslant i \leqslant k}\left(h_{i}+\delta z_{i}\left(F_{1}, F_{2}\right)+z_{\infty}\left(F_{1} \cap F_{2}\right)\right)\right)-z_{k}\left(F_{1}\right)
$$

$$
-\left(z_{\infty}-z_{k}\right)\left(F_{2}\right)
$$

$$
\geqslant \min \left(z_{\infty}\left(F_{1}\right), \max _{0 \leqslant i \leqslant k}\left(h_{i}+z_{i}\left(F_{1}\right)\right)\right)-z_{k}\left(F_{1}\right)-\left(z_{\infty}-z_{k}\right)\left(F_{2}\right)
$$

(with Lemma 10.1 part 2(d)).
Case $t \geqslant 3$ : Using case $t=2$ we get

$$
\begin{align*}
& \sum_{i=1}^{t-1}\left(\zeta-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right) \\
&= \sum_{i=1}^{t-2}\left(\zeta-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right)+\left(\zeta-\Delta z_{k}\right)\left(F_{t-1}, F_{t}\right) \\
& \geqslant \sum_{i=1}^{t-2}\left(\zeta-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right)+\min \left(z_{\infty}\left(F_{t-1}\right), \max _{0 \leqslant i \leqslant k}\left(h_{i}+z_{i}\left(F_{t-1}\right)\right)\right)-z_{k}\left(F_{t-1}\right) \\
& \sum\left(z_{\infty}-z_{k}\right)\left(F_{t}\right) . \tag{1}
\end{align*}
$$

Sub-case (a): $z_{\infty}\left(F_{t-1}\right) \leqslant \max _{0 \leqslant i \leqslant k}\left(h_{i}+z_{i}\left(F_{t-1}\right)\right)$.
With induction hypothesis we conclude:

$$
\begin{aligned}
(1) \geqslant & \min \left(z_{\infty}\left(F_{1}\right), \max _{0 \leqslant i \leqslant k}\left(h_{i}+z_{i}\left(F_{1}\right)\right)\right)-z_{k}\left(F_{1}\right)-\left(z_{\infty}-z_{k}\right)\left(F_{t-1}\right) \\
& +z_{\infty}\left(F_{t-1}\right)-z_{k}\left(F_{t-1}\right)-\left(z_{\infty}-z_{k}\right)\left(F_{t}\right) \\
= & \min \left(z_{\infty}\left(F_{1}\right), \max _{0 \leqslant i \leqslant k}\left(h_{i}+z_{i}\left(F_{1}\right)\right)\right)-z_{k}\left(F_{1}\right)-\left(z_{\infty}-z_{k}\right)\left(F_{t}\right) .
\end{aligned}
$$

Sub-case (b): $z_{\infty}\left(F_{t-1}\right) \geqslant \max _{0 \leqslant i \leqslant k}\left(h_{i}+z_{i}\left(F_{t-1}\right)\right)$.
Here the induction hypothesis is useless:

$$
(1)=\sum_{i=1}^{t-2}\left(\zeta-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right)+\max _{0 \leqslant i \leqslant k}\left(h_{i}+z_{i}\left(F_{t-1}\right)\right)-z_{k}\left(F_{t-1}\right)-\left(z_{\infty}-z_{k}\right)\left(F_{t}\right) .
$$

Choose $a \in\{0, \ldots, k\}$ such that $h_{a}+z_{a}\left(F_{1}\right)$ is maximal. By Lemma 10.2 we continue:

$$
\begin{aligned}
(1) \geqslant & \sum_{i=1}^{t-2}\left(\zeta-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right)+h_{a}+z_{a}\left(F_{t-1}\right)-z_{k}\left(F_{t-1}\right)-\left(z_{\infty}-z_{k}\right)\left(F_{t}\right) \\
\geqslant & \sum_{i=1}^{t-2}\left(\zeta-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right)+h_{a}+z_{k}\left(F_{t-1}\right)-\left(z_{k}-z_{a}\right)\left(F_{1}\right) \\
& -\sum_{i=1}^{t-2}\left(\delta z_{k}-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right)-z_{k}\left(F_{t-1}\right)-\left(z_{\infty}-z_{k}\right)\left(F_{t}\right) \\
= & \sum_{i=1}^{t-2}\left(\zeta-\delta z_{k}\right)\left(F_{i}, F_{i+1}\right)+h_{a}+z_{a}\left(F_{1}\right)-z_{k}\left(F_{1}\right)-\left(z_{\infty}-z_{k}\right)\left(F_{t}\right)
\end{aligned}
$$

Finally applying Lemma 10.1 part 3(a) we conclude:

$$
\begin{aligned}
(1) & \geqslant h_{a}+z_{a}\left(F_{1}\right)-z_{k}\left(F_{1}\right)-\left(z_{\infty}-z_{k}\right)\left(F_{t}\right) \\
& \geqslant \min \left(z_{\infty}\left(F_{1}\right), \max _{0 \leqslant i \leqslant k}\left(h_{i}+z_{i}\left(F_{1}\right)\right)\right)-z_{k}\left(F_{1}\right)-\left(z_{\infty}-z_{k}\right)\left(F_{t}\right) .
\end{aligned}
$$

Lemma 10.4 applies the general bound of Lemma 10.3 to the case that at the beginning and the end of the sequence of 3-clause-sets we have $\rho \leqslant k$.

Lemma 10.4. For a sequence $\left(F_{1}, \ldots, F_{t}\right)$ of 3-clause-sets $F_{i} \in 3-\mathscr{C L S}$ fulfilling $\rho\left(F_{1}\right)$, $\rho\left(F_{t}\right) \leqslant k$ and $\rho\left(F_{i}\right)>k$ for $2 \leqslant i \leqslant t-2$

$$
\sum_{i=1}^{t-1}\left(\zeta-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right) \geqslant 0
$$

holds.
Proof. The case $t=1$ is trivial. So consider the case $t>1$. Applying first Lemma 10.1 parts 4(a) and 4(b), and then Lemma 10.3 (using $\rho\left(F_{t}\right) \leqslant k$ ) we get

$$
\begin{align*}
& \sum_{i=1}^{t-1}\left(\zeta-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right) \\
& \quad=\left(\zeta-\Delta z_{k}\right)\left(F_{1}, F_{2}\right)+\sum_{i=2}^{t-1}\left(\zeta-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right) \\
& \quad \geqslant \max \left(-h_{\rho\left(F_{1}\right)}+\left(z_{k}-z_{\rho\left(F_{1}\right)}\right)\left(F_{2}\right),-\left(z_{\infty}-z_{k}\right)\left(F_{2}\right)\right)+\sum_{i=2}^{t-1}\left(\zeta-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right) \\
& \quad=\max \left(-h_{\rho\left(F_{1}\right)}+\left(z_{k}-z_{\rho\left(F_{1}\right)}\right)\left(F_{2}\right),-\left(z_{\infty}-z_{k}\right)\left(F_{2}\right)\right) \\
& \quad+\min \left(z_{\infty}\left(F_{2}\right), \max _{0 \leqslant i \leqslant k}\left(h_{i}+z_{i}\left(F_{2}\right)\right)\right)-z_{k}\left(F_{2}\right) \tag{2}
\end{align*}
$$

In case $z_{\infty}\left(F_{2}\right) \leqslant \max _{0 \leqslant i \leqslant k}\left(h_{i}+z_{i}\left(F_{2}\right)\right)$ obviously (2) $\geqslant 0$ holds, and in the other case $z_{\infty}\left(F_{2}\right) \geqslant \max _{0 \leqslant i \leqslant k}\left(h_{i}+z_{i}\left(F_{2}\right)\right)$ use $i:=\rho\left(F_{1}\right) \leqslant k$.

Finally we are able to prove the main result of this section:

Theorem 3. For every sequence $\left(F_{1}, \ldots, F_{s}\right)$ of 3-clause-sets $F_{i} \in 3-\mathscr{C L S}$ we have

$$
\sum_{i=1}^{s-1} \zeta\left(F_{i}, F_{i+1}\right) \geqslant z_{k}\left(F_{1}\right)-z_{k}\left(F_{s}\right)-\max _{i \in\{0, \ldots, k\}} h_{i} .
$$

Proof. The assertion is equivalent to

$$
\sum_{i=1}^{s-1}\left(\zeta-\Delta z_{k}\right)\left(F_{i}, F_{i+1}\right)+\max _{i \in\{0, \ldots, k\}} h_{i} \geqslant 0 .
$$

Consider indices $0=: n_{0}<n_{1}<\cdots<n_{p}<n_{p+1}:=s+1$ with $p \geqslant 0, \rho\left(F_{n_{1}}\right), \ldots, \rho\left(F_{n_{p}}\right)$ $\leqslant k$ and $\rho\left(F_{j}\right)>k$ for $0 \leqslant i \leqslant p$ and $n_{i}+1 \leqslant j \leqslant n_{i+1}-1$. We reformulate again the assertion:

$$
\sum_{j=1}^{n_{1}-1}\left(\zeta-\Delta z_{k}\right)\left(F_{j}, F_{j+1}\right)+\sum_{i=1}^{p} \sum_{j=n_{j}}^{n_{i+1}-1}\left(\zeta-\Delta z_{k}\right)\left(F_{j}, F_{j+1}\right)+\max _{i \in\{0, \ldots, k\}} h_{i} \geqslant 0 .
$$

By Lemma 10.1 part 3(a) the first part $\sum_{j=1}^{n_{1}-1}$ is non-negative, and by Lemma 10.4 all $\sum_{j=n_{j}}^{n_{i+1}-1}$ for $1 \leqslant i \leqslant p-1$ are also non-negative. It remains to show

$$
\sum_{j=n_{p}}^{s-1}\left(\zeta-\Delta z_{k}\right)\left(F_{j}, F_{j+1}\right)+\max _{i \in\{0, \ldots, k\}} h_{i} \geqslant 0
$$

In case $n_{p}=s$ we are done, since all $h_{i}$ are non-negative. Otherwise, using Lemma 10.1 parts 3(a) and 4(a), we conclude:

$$
\begin{aligned}
& \sum_{j=n_{p}}^{s-1}\left(\zeta-\Delta z_{k}\right)\left(F_{j}, F_{j+1}\right)+\max _{i \in\{0, \ldots, k\}} h_{i} \geqslant\left(\zeta-\Delta z_{k}\right)\left(F_{n_{p}}, F_{n_{p}+1}\right)+\max _{i \in\{0, \ldots, k\}} h_{i} \\
& \quad \geqslant-h_{\rho\left(F_{n_{p}}\right)}+\left(z_{k}-z_{\rho\left(F_{n_{p}}\right)}\right)\left(F_{n_{p}+1}\right)+\max _{i \in\{0, \ldots, k\}} h_{i} \geqslant 0 .
\end{aligned}
$$

Applying Theorem 3 to $\mathscr{T}_{\sqrt{3}^{2}}\left(F_{0}\right)$ we get
Lemma 10.5. $\forall F_{0} \in 3-\mathscr{C L S} \mathscr{S}_{r}: \sum d^{3}\left(\omega_{0}\right) \leqslant n\left(F_{0}\right)+\alpha \cdot \max _{i \in\{0, \ldots, k\}} h_{i}-\alpha \cdot z_{k}\left(\omega_{0}\right)-$ $\min _{w \in \operatorname{lvs}\left(\mathscr{T}_{r_{3}}\left(F_{0}\right)\right)} m_{k}(w)$.

## 11. The two worst cases and the special choices for the parameters

Combining the $\tau$-Lemma 8.2 with Lemma 9.7, part 2 and Lemma 10.5 we have established our basis for the analysis of algorithm $\mathscr{N}_{3}$. In this section we motivate and define the special parameter values $k,\left(h_{i}\right)_{0 \leqslant i \leqslant k}$ and $\alpha$ needed for $d^{3}=d^{3}\left(k,\left(h_{i}\right), \alpha\right)$.

First we introduce some further notions for the computation tree $\mathscr{T}_{\mathscr{N}_{3}}\left(F_{0}\right)$ used frequently in the sequel.

Definition 11.1. For $w \in \operatorname{nds}_{1}\left(\mathscr{T}_{N_{3}}\left(F_{0}\right)\right)$ we define the following predicates:

$$
\begin{aligned}
& \text { " } \mathbf{D} "(\boldsymbol{w}): \Leftrightarrow \text { the branching is degenerated: }|I(w)|=1 \text {; } \\
& " \mathrm{~A} "(\boldsymbol{w}): \Leftrightarrow \neg " \mathrm{D} "(w) \text { and case (A) holds: } \rho(w) \geqslant 2 \text {; } \\
& \text { "AA" }(\boldsymbol{w}): \Leftrightarrow \text { "A" }(w) \text { and case (3a) of "branchingA" holds; } \\
& \text { "AN" }(\boldsymbol{w}): \Leftrightarrow \text { " } \mathrm{A} "(w) \text { and case (3b) of "branchingA" holds; } \\
& " \mathbf{B} "(\boldsymbol{w}): \Leftrightarrow \neg " \mathrm{D} "(w) \text { and case }(\mathrm{B}) \text { holds: } \rho(w)=1 \wedge F_{0}(w){ }^{[2]} \backslash B(w) \neq \emptyset ; \\
& \text { " } \mathbf{B N} "(\boldsymbol{w}): \Leftrightarrow \text { " } \mathrm{B} "(w) \text { and case (3) of "branchingB" holds; } \\
& \text { " } \mathbf{B B}_{\mathbf{0}} "(\boldsymbol{w}): \Leftrightarrow \text { " } \mathrm{B}^{\prime}(w) \text { and case (4a) of "branchingB" holds; } \\
& \text { " } \mathbf{B B}_{1} "(\boldsymbol{w}): \Leftrightarrow \text { " } \mathrm{B} "(w) \text { and case (4b) of "branchingB" holds; } \\
& " \mathbf{C} "(\boldsymbol{w}): \Leftrightarrow \neg " \mathrm{D} "(w) \text { and case (C) holds: } \rho(w) \leqslant 1 \wedge F_{0}(w)^{[2]} \backslash B(w)=\emptyset .
\end{aligned}
$$

Let $\hat{\boldsymbol{\varphi}}(\boldsymbol{w})$ be defined by $\operatorname{branching}\left(F_{0}(w)\right)=(\hat{\varphi}(w), F(w))$, and $\boldsymbol{I}(\boldsymbol{w}):=I(\hat{\varphi}(w))$.
Let $\boldsymbol{l}(\boldsymbol{w})$ be the result of $\operatorname{branchLitA}\left(F_{0}(w)\right)$, $\operatorname{branchLitB}\left(F_{0}(w)\right)$ or $\operatorname{branchLitC}\left(F_{0}(w)\right)$ in case " $\mathrm{A} "(w)$, " $\mathrm{B} "(w)$ or " $\mathrm{C} "(w)$. And let

$$
\#_{0}(\boldsymbol{w}):=\#_{l(w)}^{2}(F(w)), \quad \#_{\mathbf{1}}(\boldsymbol{w}):=\#_{\frac{2}{l(w)}}(F(w))
$$

New clauses in branch $i \in I(w)$ are denoted by

$$
\begin{aligned}
& \boldsymbol{N}_{\boldsymbol{i}}(\boldsymbol{w}):=N\left(\hat{\varphi}_{i}(w), F(w)\right) \\
& \boldsymbol{N}_{\boldsymbol{i}}^{r}(\boldsymbol{w}):=N_{r}\left(\hat{\varphi}_{i}(w), F(w)\right)
\end{aligned}
$$

For $i \in I(\hat{\varphi}(w))$ let $\boldsymbol{w}^{i}$ be the root of subtree $\mathscr{T}_{\sqrt{3}^{3}}\left(r\left(\hat{\varphi}_{i}(w) * F(w)\right)\right)$.
Finally for any edge labeling $d$ of $\mathscr{T}_{\sqrt{3}^{2}}\left(F_{0}\right)$, for $w \in \operatorname{nds}\left(\mathscr{T}_{\mathbb{N}_{3}}\left(F_{0}\right)\right)$ and for $i \in I(w)$ we use $\boldsymbol{d}_{\boldsymbol{i}}(\boldsymbol{w}):=d_{w^{i}}(w)$.

Note that for $w \in \operatorname{nds}_{1}\left(\mathscr{T}_{\sqrt{3}_{3}}\left(F_{0}\right)\right)$ with $\neg " \mathrm{D} "(w)$ and $\neg " \mathrm{AA} "(w)$ we have $I(w)=\{0,1\}$, and that the test assignments are given by

$$
\hat{\varphi}_{i}(w)=[\langle l(w) \rightarrow i\rangle]_{F(w)}
$$

for $i \in I(w)$. Furthermore in cases "A" $(w)$, " $\mathrm{BN} "(w)$ and " $\mathrm{C} "(w)$ we have $F(w)=$ $F_{0}(w)$, while in general $F_{0}(w) \subseteq F(w)$ holds (hence $N\left(\hat{\varphi}_{i}(w), F_{0}(w)\right) \subseteq N_{i}(w)$ ), and $F(w)^{[2]}=F_{0}(w)^{[2]}$.

In order to estimate $d^{3}(w)$ we have to give lower bounds on $\Delta_{i} n(w)$ and $v_{i}(w)$, and upper bounds on $\delta_{i} z_{j}(w)$ for $0 \leqslant j \leqslant k$. The next lemma gives the structural facts for $\Delta_{i} n$ and $v_{i}$ :

Lemma 11.1. The basic facts for the estimation of $\Delta n$ and $v$
For $w \in \operatorname{nds}_{1}\left(\mathscr{T}_{\sqrt{3}^{2}}\left(F_{0}\right)\right)$ and $i \in I(w)$ we have

1. $\Delta_{i} n(w) \geqslant n\left(\hat{\varphi}_{i}(w)\right) \geqslant 1$;
2. (a) $v_{i}(w)=\left|N_{i}^{r}(w)\right|$;
(b) $\Delta_{i} n(w)=n\left(\hat{\varphi}_{i}(w)\right) \Rightarrow N_{i}(w) \subseteq N_{i}^{r}(w)$;
(c) $\neg " \mathrm{D} "(w) \Rightarrow N_{i}(w), N_{i}^{r}(w) \neq \emptyset$.

Proof. For part 2(b) use property 3(d) of Lemma 5.1, and for part 2(c) use Lemma 6.1, part 3.

The lower bounds for $\Delta n$ and $v$ we need in this section are given in the next lemma.
Lemma 11.2. Lower bounds for $\Delta n$ and $v$ in the cases " $A N$ ", " $B(N)$ " and " $C$ " Consider $w \in \operatorname{nds}\left(\mathscr{T}_{V_{3}}\left(F_{0}\right)\right)$ with "AN" $(w) \vee " B "(w) \vee$ "C" $(w)$.

1. (a) $n\left(\hat{\varphi}_{i}(w)\right) \geqslant \#_{i}(w)+1$ for $i \in I(w)$,
(b) $\#_{0}(w)+\#_{1}(w)=\rho(w)$,
(c) $\neg^{\prime "} \mathrm{C} "(w) \Rightarrow \#_{0}(w) \geqslant 1$.
2. In case " AN " $(w)$ :
(a) $\Delta_{1} n(w)=1 \Rightarrow\left|N_{0}(w)\right| \geqslant 2$,
(b) $\Delta_{0} n(w)=\Delta_{1} n(w)=2 \Rightarrow v_{0}(w), v_{1}(w) \geqslant 2$.
3. In case " $\operatorname{BN}$ " $(w):\left|N_{0}(w)\right|,\left|N_{1}(w)\right| \geqslant 3$.

Proof. Part 1 follows from the special choices for $l(w)$ (see Sections 6.3.1 and 6.4.1).
For part 2 see case (3a) in "branchingA" (and for 2(b) also use part 1 and Lemma 11.1, parts 2(a) and 2(b)).

And for part 3 see case (3) in "branchingB".
For the cases "AN," "B" and "C" we improve the upper bounds for $\delta z_{k}$ from Lemma 9.5 as follows.

Lemma 11.3. Consider $F \in 3-\mathscr{C L C S}, l \in \mathscr{L} \mathscr{I} \mathscr{T}$ and $j \in \mathbb{N}_{0} \cup\{+\infty\}$. We define the partial assignment $\varphi$ as $\langle l \rightarrow 0\rangle$ extended by the immediately following 1 -clauseeliminations:

$$
\varphi:=\langle l \rightarrow 0\rangle \cup\left\langle x \rightarrow 1:\{l, x\} \in F^{[2]}\right\rangle .
$$

We assume that $\varphi$ is indeed a partial assignment $(\varphi \in \mathscr{P} \mathscr{A} \mathscr{S})$, i.e., $F$ does not contain clauses $\{l, x\}$ and $\{l, \bar{x}\}$ at the same time, which is fulfilled for $F \in 3-\mathscr{C L S} \mathscr{S}_{r}$ (see Property 4(c) from Lemma 5.1).

By Lemma 9.5 we can estimate the number of eliminated $z_{j}$-clauses by

$$
\delta z_{j}(F, \varphi * F) \leqslant \min (j, \rho(F)) \cdot n(\varphi)=\min (j, \rho(F)) \cdot\left(\#_{l}^{2}(F)+1\right)
$$

However the special structure of $\varphi$ we did not use yet. For example, if we have $\varphi=\langle l \rightarrow 0, x \rightarrow 1\rangle$ for $\{l, x\} \in F^{[2]}$, where all 2 -clauses of $F$ are variable-disjoint $(\rho(F)=1)$, then $\delta z_{j}(F, \varphi * F)=1$ (for $\left.j \geqslant 1\right)$ holds, while the above bound gives only $\delta z_{j}(F, \varphi * F) \leqslant 2$.

The reason for this difference is that because of $\#_{l}^{2}(F)=0$ all 2-clauses eliminated by $\langle l \rightarrow 0\rangle$ are already covered by the 2 -clauses eliminated by $\left\langle x \rightarrow 1:\{l, x\} \in F^{[2]}\right\rangle$.

For the general case we easily obtain:
(i) $\delta z_{j}(F, \varphi * F) \leqslant \min \left(j, \#_{\bar{l}}^{2}(F)\right)+\min (j, \rho(F)) \cdot \#_{l}^{2}(F)$.

If $\varphi * F$ is anew transformed into $F^{\prime} \in 3-\mathscr{C} \mathscr{S}$ such that no new variables are introduced, and every eliminated 2-clause contains also an eliminated variable (as for $\varphi * F \rightarrow r(\varphi * F)$ ), then by the triangle inequality from Lemmas 9.3 and 9.5, part 2(b) we finally get
(ii) $\delta z_{j}\left(F, F^{\prime}\right) \leqslant \min \left(j, \not \#_{l}^{2}(F)\right)+\min (j, \rho(F)) \cdot\left(\Delta n\left(F, F^{\prime}\right)-1\right)$.

Applied to $\mathscr{T}_{\sqrt{1}_{3}}\left(F_{0}\right)$ we obtain:
Lemma 11.4. For a node $w \in \operatorname{nds}\left(\mathscr{T}_{V_{3}}\left(F_{0}\right)\right)$ with "AN" $(w) \vee$ " ${ }^{\circ} "(w) \vee " \mathrm{C} "(w)$, for $i \in I(w)$ and for $j \in \mathbb{N}_{0} \cup\{+\infty\}$ we have

$$
\delta_{i} z_{j}(w) \leqslant \min \left(j, \#_{i}(w)\right)+\left(\Delta_{i} n(w)-1\right) \cdot \min (j, \rho(w)) .
$$

Now we consider the two worst cases of $\mathscr{N}_{3}$ mentioned in Section 9.3, leading us to the numerical definitions of the parameters $k, h$ and $\alpha$.

### 11.1. The worst case for " $A N$ "

Consider $w \in \operatorname{nds}\left(\mathscr{T}_{r_{3}}\left(F_{0}\right)\right)$ with "AN" $(w)$ and $\rho(w)=k+1$ fulfilling

$$
\begin{aligned}
& \#_{0}(w)=\rho(w)=k+1\left(\Rightarrow \#_{1}(w)=0\right), \\
& \Delta_{0} n(w)=\#_{0}(w)+1=k+2, \\
& \Delta_{1} n(w)=\#_{1}(w)+1=1 .
\end{aligned}
$$

Lemma 11.4 yields:

$$
\begin{aligned}
& \delta_{0} z_{j}(w) \leqslant(k+1) \cdot j \quad \text { for } j \in\{0, \ldots, k\}, \\
& \delta_{1} z_{k}(w) \leqslant k, \quad \delta_{1} z_{\infty}(w) \leqslant k+1 .
\end{aligned}
$$

Furthermore, applying Lemma 11.2 part 2 and Lemma 11.1 part 2:

$$
v_{0}(w) \geqslant 2, \quad v_{1}(w) \geqslant 1 .
$$

Thus assuming
(Ah): $\forall_{j \in\{0, \ldots, k\}}\left[h_{j} \leqslant 2+(k+1) \cdot(k-j)\right]$
we obtain the following upper bounds for $\zeta_{i}(w)$ (see Lemma 9.2, part 2):

$$
\begin{aligned}
\zeta_{0}(w) & \leqslant \max \left(\min \left(\delta_{0} z_{\infty}(w), \max _{j \in\{0, \ldots, k\}}\left(h_{j}+\delta_{0} z_{j}(w)\right)\right)-v_{0}(w), \delta_{0} z_{k}(w)\right) \\
& \leqslant \max \left(\max _{j \in\{0, \ldots, k\}}\left(h_{j}+j \cdot(k+1)\right)-2, k \cdot(k+1)\right)=k \cdot(k+1) . \\
\zeta_{1}(w) & \leqslant \max \left(\min \left(\delta_{1} z_{\infty}(w), \max _{j \in\{0, \ldots, k\}}\left(h_{j}+\delta_{1} z_{j}(w)\right)\right)-v_{1}(w), \delta_{1} z_{k}(w)\right) \\
& \leqslant \max \left(\delta_{1} z_{\infty}(w)-v_{1}(w), \delta_{1} z_{k}(w)\right) \leqslant k .
\end{aligned}
$$

We conclude:

$$
\begin{equation*}
d^{3}(w) \geqslant(k+2-(k+1) \cdot k \cdot \alpha, 1-k \cdot \alpha) . \tag{1}
\end{equation*}
$$

11.2. The worst case for " $B N$ "

Consider $w \in \operatorname{nds}\left(\mathscr{T}_{\sqrt{3}_{3}}\left(F_{0}\right)\right)$ with " $\mathrm{BN} "(w), \Delta_{0} n(w)=2$ and $\Delta_{1} n(w)=1$. We assume that lower bounds for the number of new 2-clauses are given: $v_{i}(w) \geqslant q_{i} \in \mathbb{N}$ for $i \in I(w)$.

Lemma 11.4 gives

$$
\delta_{0} z_{\infty}(w), \delta_{1} z_{\infty}(w) \leqslant 1 \quad(\text { in fact }=1)
$$

and hence, assuming $\max \left(q_{0}, q_{1}\right) \leqslant h_{1}$, Lemma 9.2, part 1 gives for $i \in\{0,1\}$ :

$$
\zeta_{i}(w) \leqslant 1-q_{i}
$$

Thus:

$$
\begin{equation*}
d^{3}(w) \geqslant\left(2+\left(q_{0}-1\right) \cdot \alpha, 1+\left(q_{1}-1\right) \cdot \alpha\right) \tag{2}
\end{equation*}
$$

11.3. The basis of the bound on the number of leaves of the computation tree, depending on the approximation parameter $k$ and the number of new clauses in case " $B N$ "

We define $\tau_{k, q_{0}, q_{1}}$ as the minimal $\tau$-value reachable w.r.t. the branching tuples (1) and (2):

Definition 11.2. For $k \in \mathbb{N}_{0}$ and $q_{0}, q_{1} \in \mathbb{N}$ we define:

$$
\begin{aligned}
\tau_{k, q_{0}, q_{1}}:=\min _{0 \leqslant \alpha<1 / k} \max & (\tau(k+2-(k+1) \cdot k \cdot \alpha, 1-k \cdot \alpha), \\
& \left.\tau\left(2+\left(q_{0}-1\right) \cdot \alpha, 1+\left(q_{1}-1\right) \cdot \alpha\right)\right) .
\end{aligned}
$$

Trivially we have $\tau_{0, q_{0}, q_{1}}=\tau(2,1)=1.618$.

For $k \geqslant 1$ the function $\tau(k+2-(k+1) \cdot k \cdot \alpha, 1-k \cdot \alpha)$ of $0 \leqslant \alpha<1 / k$ is strictly decreasing, starting at $\tau(k+2,1)$, while $\tau\left(2+\left(q_{0}-1\right) \cdot \alpha, 1+\left(q_{1}-1\right) \cdot \alpha\right.$ ) is increasing (for $\left.q_{0}, q_{1} \geqslant 1\right)$, starting at $\tau(2,1)<\tau(k+2,1)$, and hence there is exactly one $0<\alpha<1 / k$ where the two functions coincide:

Definition 11.3. For $k, q_{0}, q_{1} \in \mathbb{N}$ let $\alpha_{k, q_{0}, q_{1}}$ be the solution $\alpha \in \mathbb{R}, 0<\alpha<1 / k$ of

$$
\tau(k+2-(k+1) \cdot k \cdot \alpha, 1-k \cdot \alpha),=\tau\left(2+\left(q_{0}-1\right) \cdot \alpha, 1+\left(q_{1}-1\right) \cdot \alpha\right)
$$

Now:

$$
\begin{aligned}
\tau_{k, q_{0}, q_{1}} & =\tau\left(k+2-(k+1) \cdot k \cdot \alpha_{k, q_{0}, q_{1}}, 1-k \cdot \alpha_{k, q_{0}, q_{1}}\right) \\
& =\tau\left(2+\left(q_{0}-1\right) \cdot \alpha_{k, q_{0}, q_{1}}, 1+\left(q_{1}-1\right) \cdot \alpha_{k, q_{0}, q_{1}}\right)
\end{aligned}
$$

Lemma 11.2 part 3 motivates to choose $q_{0}=q_{1}=3$. Using $\min _{k \in \mathbb{N}_{0}} \tau_{k, 3,3}=\tau_{2,3,3}{ }^{38}$ we are now ready to define the numerical values of the parameters $k, h$ and $\alpha$ :

Definition 11.4. The numerical values of the parameters:

$$
\boldsymbol{k}:=2, \quad \boldsymbol{h}_{\mathbf{0}}:=0, \quad \boldsymbol{h}_{\mathbf{1}}:=5, \quad \boldsymbol{h}_{\mathbf{2}}:=2, \quad \boldsymbol{h}_{\boldsymbol{i}}:=0 \quad \text { for } i \geqslant 3, \quad \boldsymbol{\alpha}:=\alpha_{2,3,3} .
$$

The values of $h_{1}, h_{2}$ are maximally chosen s.t. condition (Ah) is fulfilled. Numerical calculation yield $\alpha_{2,3,3}=0.123931$.. and $\tau_{2,3,3}=1.504432$..

## 12. Local balancings of distances

In this section we present our method of handling the situation where the $\tau$-value of one node is "bad" but in the neighbourhood there are nodes with "good" $\tau$-value which can compensate the "bad" value.

A possibility to handle this situation is to build composite branching tuples in the way of Lemma 8.4. We prefer to shift "surplus" since it is easier to handle ${ }^{39}$ and allows to share surplus' between different nodes.

Definition 12.1. For a branching tuple $t \in \mathscr{B} \mathscr{T}$ and an envisaged $\tau$-value $\beta>1$ (in case $t$ has breadth one also $\beta=1$ is possible) we define the surplus $\boldsymbol{\sigma}_{\boldsymbol{\beta}}(\boldsymbol{t})$ of $t$ w.r.t. $\beta$ as

$$
\boldsymbol{\sigma}_{\boldsymbol{\beta}}(\boldsymbol{t}):=\sup \{\lambda \in \mathbb{R}: t-\lambda \in \mathscr{B} \mathscr{T} \wedge \tau(t-\lambda) \leqslant \beta\}
$$

[^22]where $t-\lambda$ for $t=\left(t_{1}, \ldots, t_{s}\right)$ is $t=\left(t_{1}-\lambda, \ldots, t_{s}-\lambda\right)$.
Some remarks: (the breadth of $t$ we denote by $|t|$ )

1. Using $\min (t):=\min _{1 \leqslant i \leqslant s} t_{i}$ for $t=\left(t_{1}, \ldots, t_{s}\right)$ we have $t-\lambda \in \mathscr{B} \mathscr{T} \Leftrightarrow \lambda<\min (t)$ (in case of $s=1$ also $\lambda=\min (t)$ is possible).
2. If $|t|>1$ then $\sigma_{\beta}(t)<\min (t)$ holds, while otherwise we have $\sigma_{\beta}(t)=\min (t)=t$.
3. For $|t|>1$ we have

$$
\lim _{\lambda / \min (t)} \tau(t-\lambda)=+\infty \quad \text { and } \quad \lim _{\lambda \rightarrow-\infty} \tau(t-\lambda)=1
$$

and thus indeed $\sigma_{\beta}(t)$ is well defined, and since $\tau$ is continuous we could define $\sigma$ by using the "max" instead of the "sup."
4. (a) $\sigma_{\beta}(t) \geqslant 0 \Leftrightarrow \tau(t) \leqslant \beta$,
(b) $\tau\left(t-\sigma_{\beta}(t)\right)=\beta$ for $|t|>1$.

Lemma 12.1. Consider a tree $T$ with distance function $d$, nodes $w_{0}, w \in \operatorname{nds}_{1}(T)$ with $w \in \mathrm{ds}_{T}\left(w_{0}\right)$ and a real number $s \in \mathbb{R}$.

We define the edge labeling $d\left[w_{0}, w, s\right]$ as equal to $d$ except for the edges $\left(w_{0}, w\right)$ and $\left(w, v_{i}\right)$, where $\operatorname{ds}_{T}(w)=\left\{v_{1}, \ldots, v_{m}\right\}$ :

$$
\begin{aligned}
& d\left[w_{0}, w, s\right]\left(w_{0}, w\right):=d\left(w_{0}, w\right)+s \\
& d\left[w_{0}, w, s\right]\left(w, v_{i}\right):=d\left(w, v_{i}\right)-s
\end{aligned}
$$

$d\left[w_{0}, w, s\right]$ has the same maximal sum as $d$ :

$$
\sum d\left[w_{0}, w, s\right](\operatorname{root}(T))=\sum d(\operatorname{root}(T))
$$

If $-d\left(w_{0}, w\right)<s \leqslant \sigma_{\beta}(d(w))$ for $\beta>1$ holds, then $d\left[w_{0}, w, s\right]$ is a distance function for $T$ with
$\tau\left(d\left[w_{0}, w, s\right](w)\right) \leqslant \beta$.
"Bad" cases with $\tau\left(d^{3}(w)\right)>\tau_{2,3,3}$ for $w \in \operatorname{nds}\left(\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)\right)$ occur, at least according to our analysis, in the following three situations:
(1) In case " $C$ " $(w)$ the branching at $w$ is a poor one, but for compensation we have "br-autarkness" (compare Lemma 6.1, part 4), guaranteeing that the immediate predecessor $w_{0}$ of $w$ has property " D " $\left(w_{0}\right)$, and so we can replace $d^{3}$ by $d^{3}\left[w_{0}, w, \sigma_{\tau_{2,3,3}}(w)\right]$. (See Lemma 13.4.)
If $w$ is the root of $\mathscr{T}_{\mathbb{V}_{3}}\left(F_{0}\right)$, then we introduce a "virtual" predecessor $\omega_{0}^{*}$, increasing the maximal sum $\sum d^{3}\left(\omega_{0}^{*}\right)$ only by a constant. See Lemma 13.14.
(2) Under certain circumstances in case " $\mathrm{BB}_{1} "(w)$ one new 2-clause is "missing," but then we know that for one direct successor $w^{\prime}$ of $w$ there is a variable occurring in both signs in the 2-clauses, which assures a surplus at $w^{\prime}$ of at least $1 \cdot \alpha$ (compensating the "missing" clause). So we replace $d^{3}$ by $d^{3}\left[w, w^{\prime}, \alpha\right]$.
(3) And also under certain circumstances in case "AN" $(w)$ we need a surplus from one direct successor.

Some difficulties arise with (2) and (3): Although we know that we have a favourable situation at $w^{\prime}$, which "should" yield a surplus of $\alpha$, the algorithm must deviate from what we expect in the following three cases:
(i) the branching rule behaves different (for example "AA" $(w)$ may happen); or
(ii) the branching at $w^{\prime}$ is in fact degenerated, i.e., " D " $\left(w^{\prime}\right)$ holds;
(iii) or $w^{\prime}$ even is a leaf: $w^{\prime} \in \operatorname{lvs}\left(\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)\right)$.
(i) is handled by showing that in all possible cases the surplus $\alpha$ is guaranteed. See Lemma 13.9.

In case (ii) we have to be careful, since the surplus at $w^{\prime}$ is possibly also used for (1). Fortunately we need only the amount $\alpha$ in (2) and (3), and so it suffices to show $\alpha-\sigma_{\tau_{2,3,3}}(w) \leqslant d^{3}\left(w_{0}\right)$ for the situation in (1). See Lemma 13.4.

And to handle case (iii) we just increase the maximal sum $\sum d^{3}$ by $\alpha$. See Lemma 13.14.

## 13. The estimation of $\tau_{\max }\left(d^{3}, \mathscr{T}_{\mathcal{N}_{3}}\left(F_{0}\right)\right)$

In this section we finally conclude the proof of Theorem 2. In order to do so, we have to show that for all branching tuples $t$ in $\mathscr{T}_{\mathscr{T}_{3}}\left(F_{0}\right)$, induced by the distance function $d^{3}$ (in some cases modified according to the foregoing section), the estimation $\tau(t) \leqslant \tau_{2,3,3}$ holds. The values $\tau(t)$ are computed by numerical calculations.

The reader who wants to verify $\tau(t) \leqslant \tau_{2,3,3}$ can do this by simply checking that

$$
\sum_{i=1}^{m} \tau_{2,3,3}^{-t_{i}} \leqslant 1
$$

holds, where $t=\left(t_{1}, \ldots, t_{m}\right)$.
We start by a general lower bound for $d^{3}$, easily obtained from the general $\delta z_{k}$-bound of Lemma 9.6 when using the special values for $h_{0}, h_{1}, h_{2}$ :

Lemma 13.1. Consider a node $w \in \operatorname{nds}_{1}\left(\mathscr{T}_{N_{3}}\left(F_{0}\right)\right)$ and $i \in I(w)$. Using the abbreviations $\Delta n:=\Delta_{i} n(w)$ and $v:=v_{i}(w)$ we have the following general bounds:

1. (a) $\zeta_{i}(w) \leqslant 2+\Delta n+\max (3, \Delta n)-\min (v, 2)$,
(b) $\neg " \mathrm{D} "(w) \Rightarrow \zeta_{i}(w) \leqslant 1+\Delta n+\max (3, \Delta n)$.
2. (a) $d_{i}^{3}(w) \geqslant \Delta n \cdot(1-2 \alpha)-\alpha \cdot(\max (5-\Delta n, 2)-\min (v, 2))$,
(b) $\neg " \mathrm{D} "(w) \Rightarrow d_{i}^{3}(w) \geqslant \Delta n \cdot(1-2 \alpha)-\alpha \cdot \max (4-\Delta n, 1)$.

Before obtaining in the next lemma (as an easy application) a criterion for nodes with a surplus of at least $\alpha$, we introduce the following convention:

Definition 13.1. For tuples $t=\left(t_{1}, \ldots, t_{p}\right)$ and $t^{\prime}=\left(t_{1}^{\prime}, \ldots, t_{q}^{\prime}\right)$ the relation $\boldsymbol{t} \geqslant \boldsymbol{t}^{\prime}$ is fulfilled iff $p=q$ holds and for all $1 \leqslant i \leqslant p$ we have $t_{i} \geqslant t_{i}^{\prime}$.

Lemma 13.2. For a node $w \in \operatorname{nds}\left(\mathscr{T}_{r_{3}}\left(F_{0}\right)\right)$ with $|I(w)|=2, \quad \Delta n(w) \geqslant(2,2)$ and $\sum_{i \in I(w)} \Delta_{i} n(w) \geqslant 6$ we have $\sigma_{\tau_{2,3,3}}\left(d^{3}(w)\right) \geqslant \alpha$.

Proof. Apply Lemma 13.1, part $2(\mathrm{~b})$ to the cases $\Delta n(w) \geqslant(3,3)$ and $\Delta n(w) \geqslant(2,4)$, getting $d^{3}(w) \geqslant(3-7 \alpha) \cdot(1,1)$ resp. $d^{3}(w) \geqslant(2-6 \alpha, 4-9 \alpha)$. Numerical calculations yield $\tau((3-8 \alpha) \cdot(1,1))=1.41$.. and $\tau(2-7 \alpha, 4-10 \alpha)=1.46$..

### 13.1. The case " $D$ " of degeneration, and case " $C$ "

Immediately from Lemma 13.1 we get the following estimation of the surplus at a node belonging to case "D" (using the numerical value for $\alpha$ ):

Lemma 13.3. Consider $w \in \operatorname{nds}\left(\mathscr{T}_{\sqrt{3}^{2}}\left(F_{0}\right)\right)$ with "D" $(w)$.

1. $\sigma_{\tau_{2,3,3}}\left(d^{3}(w)\right) \geqslant \alpha$.
2. If $\Delta n(w) \geqslant 2$ holds, then we have $\sigma_{\tau_{2,3,3}}\left(d^{3}(w)\right) \geqslant 2-7 \alpha$.

Lemma 13.4. For a node $w \in \operatorname{nds}\left(\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)\right)$ with " $\mathrm{C} "(w)$, which is not the root of $\mathscr{T}_{\sqrt{3}^{2}}\left(F_{0}\right)$ and thus has a direct predecessor $w_{0} \in \mathscr{T}_{\sqrt{3}}\left(F_{0}\right)$, we have the following:

1. $\sigma_{\tau_{2,3,3}}\left(d^{3}\left(w_{0}\right)\right) \geqslant 2-7 \alpha$;
2. $\tau\left(d^{3}\left[w_{0}, w,-(2-8 \alpha)\right](w)\right) \leqslant \tau(3-9 \alpha, 3-9 \alpha)=1.44 \ldots<\tau_{2,3,3}$.

Proof. By Lemma 11.1, part 2(c) we know that "D" $\left(w_{0}\right)$ holds.
Furthermore, Lemma 6.1, part 4 gives us $\Delta n\left(w_{0}\right) \geqslant 2$, since the additional assumption in Lemma 6.1, part 4, called $(*)$ here, is fulfilled as the following argumentation shows: Assume $\Delta n\left(w_{0}\right)=1$. Thus $F_{0}\left(w_{0}\right) \neq F\left(w_{0}\right)$ must hold (otherwise we could use $E:=\emptyset$ for $(*))$.
We conclude that $\mathscr{N}_{3}$ on input $F_{0}\left(w_{0}\right)$ must have passed instructions (4a) or (4b) in "branchingB", because these are the only places in $\mathscr{N}_{3}$ where the input is changed.
Furthermore $\hat{\varphi}_{i}^{\prime}=\hat{\varphi}\left(w_{0}\right)$ from Lemma 6.1, part 4 corresponds to variable $\hat{\varphi}_{1}$ from "branchingB", i.e., $\hat{\varphi}\left(w_{0}\right)=\langle l \rightarrow 1\rangle$ for $l:=\operatorname{branchLitB}\left(F_{0}\left(w_{0}\right)\right)$, since $n\left(\hat{\varphi}_{0}\right) \geqslant 2$ holds (there is a 2 -clause $C \in F_{0}^{[2]}\left(w_{0}\right)$ with $l \in C$, and thus the 1 -clause-closure, performed by "eval" in instruction (2) of "branchingB", adds (at least) one additional variable to $\langle l \rightarrow 0\rangle$ ).
Now if "branchingB" has passed (4a) we can set $E:=B_{\bar{l}}^{[3]}\left(F_{0}\left(w_{0}\right)\right)$, and in case (4b) we set $E:=\emptyset$.
The previous Lemma 13.3 now gives $\sigma_{\tau_{2,3,3}}\left(d^{3}\left(w_{0}\right)\right) \geqslant 2-7 \alpha$. From that surplus we can use $2-8 \alpha$, since $1 \alpha$ must be saved for a (possible) "negative surplus" at the predecessor of $w_{0}$.

Because of $\rho(w) \leqslant 1$ we immediately get from Lemma 9.2, part 1 and Lemma 9.6 the estimation

$$
d^{3}(w) \geqslant(1-\alpha) \cdot\left(\Delta_{0} n(w), \Delta_{1} n(w)\right) \geqslant(1-\alpha, 1-\alpha) .
$$

13.2. The case " $A A$ "

Definition 13.2. For $w \in \operatorname{nds}\left(\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)\right)$ with "AA" $(w)$ let $\boldsymbol{\varphi}(\boldsymbol{w})$ be the parameter $\varphi$ of procedure "GenAut" (see Section 6.3.2) at the last call, so that there are literals $a, b$
with $N\left(\varphi(w), F_{0}(w)\right)=\{\{a, b\}\}$ and

$$
\begin{aligned}
& \hat{\varphi}_{0}(w)=[\langle a \rightarrow 0, b \rightarrow 0\rangle]_{F_{0}(w)}, \\
& \hat{\varphi}_{1}(w)=[\langle a \rightarrow 0, b \rightarrow 1\rangle \cup(w)]_{F_{0}(w)}, \quad \hat{\varphi}_{2}(w)=[\langle a \rightarrow 1\rangle \cup \varphi(w)]_{F_{0}(w)} .
\end{aligned}
$$

(In case $I(w) \mid=2$ one of these assignments is in fact not present in $\hat{\varphi}(w)$.)
The general estimation of $\delta z_{k}$ from Lemma 9.6 we have to refine for the "Generalized Autarkness branching" (remember Section 4.3) in those cases, where applying the 1-clause-closure (Definition 5.2) has "no additional effect." In fact we prove the following general result:

Consider a "test-system" $\left(\psi_{1}, \ldots, \psi_{p}\right)$ of partial assignments created by binary branching (corresponding to a binary tree where each inner node is labeled by the "branching variable").

Extend the $\psi$ to $\psi_{i}^{\prime}$ such that the additional variables are taken from a fixed set $V$ of variables (apart from that the extensions are arbitrary).

If now for each $\psi_{i}^{\prime}$ the 1 -clause-closure (with respect to a certain clause-set $F$ ) does not add new variables, and also the empty clause is not created, then each $\psi_{i}^{\prime}$ only effects 2-clauses which contain some variables from $V$.

Lemma 13.5. Consider $F \in 3-\mathscr{C L S}$ and $V \subseteq \mathscr{V}$.
Consider a "test system" $\left(\psi_{1}, \ldots, \psi_{p}\right)$ of partial assignments generated by the following rule, starting with the trivial test system ( $\emptyset$ ):

- If $\left(\psi_{1}, \ldots, \psi_{m}\right)$ already has been generated, choose $1 \leqslant i \leqslant m$ and generate

$$
\left(\psi_{1}, \ldots, \psi_{i-1}, \psi_{i+1}, \ldots, \psi_{m}, \psi_{i} \cup\langle v \rightarrow 0\rangle, \psi_{i} \cup\langle v \rightarrow 1\rangle\right)
$$

for a variable $v \notin \operatorname{Var}\left(\psi_{i}\right)$.
Consider (finally) any system $\left(\psi_{1}^{\prime}, \ldots, \psi_{p}^{\prime}\right)$ of partial assignments fulfilling

$$
\forall i \in\{1, \ldots, p\}: \psi_{i} \subseteq \psi_{i}^{\prime} \wedge \operatorname{Var}\left(\psi_{i}^{\prime}\right) \backslash \operatorname{Var}\left(\psi_{i}\right) \subseteq V
$$

Assume
(*) $\forall i \in\{1, \ldots, p\}:\left(\psi_{i}^{\prime} * F\right)^{[0,1]}=\emptyset$.
Then for all $i \in\{1, \ldots, p\}$ we have:
(i) $\left\{C \in F^{[2]}: \operatorname{Var}\left(\psi_{i}^{\prime}\right) \cap \operatorname{Var}(C) \neq \emptyset\right\} \subseteq\left\{C \in F^{[2]}: \operatorname{Var}(C) \cap V \neq \emptyset\right\}$.
(ii) If especially $V=\operatorname{Var}(\varphi)$ for some $\varphi \in \mathscr{P} \mathscr{A} \mathscr{S} \mathscr{S}$ holds: $\delta z_{k}\left(F, \psi_{i}^{\prime} * F\right) \leqslant$ $\delta z_{k}(F, \varphi * F)$.

Proof. Part (ii) follows immediately from part (i) by Lemma 9.4, part 1.
Assume there is a 2-clause $C \in F^{[2]}$ with $\operatorname{Var}\left(\psi_{i}^{\prime}\right) \cap \operatorname{Var}(C) \neq \emptyset$ and $\operatorname{Var}(C) \cap V=\emptyset$.
It follows $\operatorname{Var}\left(\psi_{i}\right) \cap \operatorname{Var}(C) \neq \emptyset$.
Let $C=\{l, x\}$ with $\operatorname{Var}(l) \in \operatorname{Var}\left(\psi_{i}\right)$.

Due to the construction of $\left(\psi_{1}, \ldots, \psi_{p}\right)$ there is $\psi_{i^{\prime}}$ with $\psi_{i^{\prime}}(l)=0$. Because of assumption $(*)$ (concerning 1-clauses) we have $\psi_{i^{\prime}}^{\prime}(x)=1$, and thus also $\psi_{i^{\prime}}(x)=1$ holds (using $\operatorname{Var}(x) \notin V)$.

Now by the same argumentation (but with $x$ instead of $l$ ) there must also be $\psi_{i^{\prime \prime}}$ fulfilling $\psi_{i^{\prime \prime}}(x)=0$ and $\psi_{i^{\prime \prime}}(l)=1$.

Due to the construction of the test-system $\left(\psi_{1}, \ldots, \psi_{p}\right)$ the following is true:
If there are $\psi_{j_{1}}$ and $\psi_{j_{2}}$ with $\psi_{j_{1}}(a)=0, \psi_{j_{1}}(b)=1$ and $\psi_{2}(a)=1, \psi_{2}(b)=0$ for any literals $a, b, a \neq \bar{b}$, then there must be $\psi_{j_{3}}$ with $\psi_{j_{3}}(a)=\psi_{j_{3}}(b)=0$.

Hence we get a contradiction to $(*)$ (concerning the 0 -clause).
Lemma 13.6. For a node $w \in \operatorname{nds}\left(\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)\right)$ with "AA" $(w)$ we have $\sigma_{\tau_{2,3,3}}\left(d^{3}(w)\right) \geqslant \alpha$.
Proof. To start with, first note that due to instruction (3) in "branchingA" we have $n(\varphi(w)) \geqslant 2$.

Let $N\left(\varphi(w), F_{0}(w)\right)=\{\{a, b\}\}$. There is $\{a, b, c\} \in F_{0}(w){ }^{[3]}$ with $\varphi(c)=0$ and

$$
[\langle a \rightarrow 0, b \rightarrow 0\rangle]_{F_{0}(w)} \supseteq\langle a \rightarrow 0, b \rightarrow 0, c \rightarrow 1\rangle
$$

Thus in case $|I(w)|=2$ we know $\Delta n(w) \geqslant(3,3)$ and therefore we can apply Lemma 13.2, yielding the assertion.

For the remainder of the proof assume $|I(w)|=3$ (and so $I(w)=\{0,1,2\}$ ).
With respect to $\Delta n$ and $v$ we have the following estimations (see instructions (2) and (3b) of "GenAut", and apply Lemma 11.1, part 2(b)):

$$
\begin{align*}
& \Delta_{0} n(w) \geqslant 3  \tag{1}\\
& \Delta_{1} n(w) \geqslant 2+n(\varphi(w)) \geqslant 4  \tag{2}\\
& \Delta_{2} n(w) \geqslant 1+n(\varphi(w)) \geqslant 3  \tag{3}\\
& \Delta_{0} n(w)=3 \wedge n(\varphi(w))=2 \Rightarrow v_{0}(w) \geqslant 2  \tag{4}\\
& \Delta_{1} n(w)=2+n(\varphi(w)) \Rightarrow v_{1}(w) \geqslant 2  \tag{5}\\
& \Delta_{2} n(w)=1+n(\varphi(w)) \Rightarrow v_{2}(w) \geqslant 2 \tag{6}
\end{align*}
$$

In case $n(\varphi(w)) \geqslant 3$ Lemma 13.1, parts 2(a) and 2(b), and (5), (6) give

$$
\begin{aligned}
\tau\left(d^{3}(w)-\alpha\right) \leqslant & \tau((3 \cdot(1-2 \alpha)-\alpha \cdot(2-1), 5 \cdot(1-2 \alpha)-\alpha \cdot(2-2) \\
& 4 \cdot(1-2 \alpha)-\alpha \cdot(2-2))-\alpha)=1.48 . .<\tau_{2,3,3}
\end{aligned}
$$

The case $n(\varphi(w))=2$ remains.
In this case procedure "GenAut" cannot have entered the "loop" in (3b) but must have executed (3a) immediately.

Furthermore

$$
\varphi(w)=\langle l \rightarrow 0, x \rightarrow 1\rangle
$$

holds for some 2-clause $\{l, x\} \in F_{0}(w)^{[2]}$ with $\#_{l}^{2}(w)=\#_{l}^{2}(w)=1$ and $\rho(w)=2$, due to instruction (3) in "branchingA" and Lemma 11.2, parts 1(a) and 1(b) (branchLitA $\left.\left(F_{0}(w)\right) \in\{l, \bar{l}\}\right)$.

Because of $\rho(w)=2$, Lemma 9.2, part 1 yields for $i \in I(w)$

$$
\begin{equation*}
\zeta_{i}(w)=\delta_{i} z_{k}(w)-\min \left(v_{i}(w), 2\right) \tag{7}
\end{equation*}
$$

Sub-case I: $\Delta n(w)=(3,4,3)$.
Here we can apply Lemma 13.5, part (ii) (and Lemma 11.1, part 2(a) as well as Lemma 9.3, part 2) and get

$$
\delta_{i} z_{k}(w) \leqslant \delta z_{k}\left(F_{0}(w), \varphi(w) * F_{0}(w)\right)
$$

while by Lemma 11.3 we obtain

$$
\delta z_{k}\left(F_{0}(w), \varphi(w) * F_{0}(w)\right) \leqslant 1+2 \cdot 1=3
$$

Altogether we have (using (4)-(6)):

$$
\begin{aligned}
\tau\left(d^{3}(w)-\alpha\right) & \leqslant \tau((3-\alpha \cdot(3-2), 4-\alpha \cdot(3-2), 3-\alpha \cdot(3-2))-\alpha) \\
& =1.43 . .<\tau_{2,3,3}
\end{aligned}
$$

For the rest of the proof the estimation $\delta_{i} z_{k}(w) \leqslant 2 \cdot \Delta_{i} n(w)$ from Lemma 9.6 suffices for (7).

Sub-case II: $\Delta n(w) \geqslant(3,5,3)$.

$$
\begin{aligned}
\tau\left(d^{3}(w)-\alpha\right) & \leqslant \tau((3-\alpha \cdot(6-2), 5-\alpha \cdot(10-1), 3-\alpha \cdot(6-2))-\alpha) \\
& =1.48 . .<\tau_{2,3,3}
\end{aligned}
$$

The (better) sub-cases $\Delta n(w) \geqslant(3,4,4)$ and $\Delta n(w) \geqslant(4,4,3)$ are handled analogously.

Before turning to case "AN" we complete in the next subsection our list of cases which yield a surplus of at least $\alpha$.

### 13.3. Sufficient conditions for a surplus of at least $\alpha$

The next lemma combines the estimations from Lemmas 9.2 and 11.4 (omitting the straight-forward proofs).

Lemma 13.7. For $w \in \operatorname{nds}\left(\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)\right)$ with "AN" $(w)$ and $i \in I(w)=\{0,1\}$ we have

1. $\rho(w)=2 \Rightarrow \zeta_{i}(w) \leqslant \#_{i}(w)+2 \Delta_{i} n(w)-2-\min \left(v_{i}(w), 2\right)$,
2. $\rho(w)=3 \wedge \Delta_{i} n(w) \geqslant 2 \Rightarrow \zeta_{i}(w) \leqslant \#_{i}(w)+3 \Delta_{i} n(w)-4$.

Lemma 13.8. For $w \in \operatorname{nds}\left(\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)\right)$ with " $\mathrm{AN} "(w)$ and $\Delta n(w) \geqslant(2,2)$ we have $\sigma_{\tau_{2,3,3}}\left(d^{3}(w)\right) \geqslant \alpha$.

Proof. Because of Lemma 13.2 we assume $\Delta_{0} n(w)+\Delta_{1} n(w) \leqslant 5$. Lemma 11.2 part 1 gives $\#_{i}(w) \leqslant \Delta_{i} n-1$ for $i \in I(w)$.

Case I: $\Delta n(w)=(2,2)$.
By Lemma 11.2 part $2(\mathrm{~b})$ we have $v_{0}(w), v_{1}(w) \geqslant 2$. Thus Lemma 13.7 part 1 gives

$$
\tau\left(d^{3}(w)-\alpha\right) \leqslant \tau((2,2)-2 \alpha)=1.48 . .<\tau_{2,3,3} .
$$

Case II: $\Delta_{0} n(w)+\Delta_{1} n(w)=5$.
By Lemma 13.7 parts 1 and 2 we get $\zeta_{i}(w) \leqslant \#_{i}(w)+3 \Delta_{i} n(w)-4$. Altogether:

$$
\tau\left(d^{3}(w)-\alpha\right) \leqslant \tau(2-5 \alpha, 3-7 \alpha)=1.49 . .<\tau_{2,3,3}
$$

Using Lemmas $13.3,13.6,13.8$, and the selection condition for the branching literal in "branchLitA" (see Section 6.3.1) we immediately get:

Lemma 13.9. For $w \in \operatorname{nds}_{1}\left(\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)\right)$ s.t. there is a variable $v$ occurring maximally often and in every sign at least once, i.e., fulfilling

$$
\exists v \in \operatorname{Var}(w):\left(\#_{v}^{2}+\#_{\bar{v}}^{2}\right)(w)=\rho(w) \wedge \min \left(\#_{v}^{2}(w), \#_{\bar{v}}^{2}(w)\right) \geqslant 1
$$

we can infer $\sigma_{\tau_{2,3,3}}\left(d^{3}(w)\right) \geqslant \alpha$.
13.4. The case " $A N$ "

We complete our estimations for $\zeta_{i}$ in case "AN" as follows, again combining Lemma 9.2 and Lemma 11.4 (and again omitting the easy proofs).

Lemma 13.10. For $w \in \operatorname{nds}\left(\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)\right)$ with "AN" $(w), \rho(w) \geqslant 3$ and $\Delta_{1} n(w)=1$ we have 1. $\zeta_{0}(w) \leqslant 2 \Delta_{0} n(w)-\min \left(v_{0}(w), 2\right)$,
2. $\zeta_{1}(w) \leqslant \min (\rho(w), 6)-1$.

Lemma 13.11. Consider $w \in \operatorname{nds}\left(\mathscr{T}_{V_{3}}\left(F_{0}\right)\right)$ with "AN" $(w)$. Assume $w^{1}$ is not a leaf of $\mathscr{T}_{N_{3}}\left(F_{0}\right)$. Then

$$
\tau\left(d^{3}\left[w, w^{1}, \max \left(\min \left(\sigma_{\tau_{2,3,3}}\left(d^{3}\left(w^{1}\right)\right), \alpha\right), 0\right)\right](w)\right)<\tau_{2,3,3}
$$

holds.
Proof (Outline). We consider two main cases: $\rho(w)=2$ (case I) and $\rho(w) \geqslant 3$ (case II).

Since in case II "enough" variables disappear, it is the easier case and can be handled by means of Lemma 13.10.

If in case I not "enough" variables vanish, and not "enough" new 2-clauses are created in the branch $w \rightarrow w_{1}$, then we have to look more carefully at the special situation (in cases I.1, I.2, I.3):

We have two occurrences $\{l(w), a\},\{l(w), b\} \in F_{0}(w)^{[2]}$ of the branching literal $l(w)$ in the 2 -clauses of $F_{0}(w)$. If these two clauses are the only occurrences of $\operatorname{Var}(a)$ and
$\operatorname{Var}(b)$, then we can improve our (general) bound $\delta_{0} z_{k}(w) \leqslant 4$ in branch $w \rightarrow w^{0}$ by $\delta_{0} z_{k}(w)=2$ (case I.1).

Otherwise (I.2, I.3) we can apply Lemma 13.9 to $w^{1}$ (since the one new 2-clause brings a complementary literal into play), getting a surplus $\sigma_{\tau_{2,3,3}}\left(d^{3}\left(w^{1}\right)\right) \geqslant \alpha$.

Proof. Due to Lemma 13.8 we assume $\Delta_{1} n(w)=1$, and thus by Lemmas 11.1 and 11.2 we have

$$
\begin{aligned}
& \hat{\varphi}_{1}(w)=\langle l(w) \rightarrow 1\rangle, \quad \#_{1}(w)=0, \quad N_{1}(w) \subseteq N_{1}^{r}(w) \\
& \#_{0}(w)=\rho(w), \quad \Delta_{0} n(w) \geqslant \rho(w)+1
\end{aligned}
$$

Case I: $\rho(w)=2$. Lemma 13.7, part 1 and Lemma 11.2, part 2(a) give

$$
\begin{align*}
\zeta_{0}(w) & \leqslant 2 \Delta_{0} n(w)-2-\min \left(v_{0}(w), 2\right)  \tag{1}\\
\zeta_{1}(w) & \leqslant 2-\min \left(v_{1}(w), 2\right) \leqslant 1  \tag{2}\\
d_{0}(w) & \geqslant \Delta_{0} n(w) \cdot(1-2 \alpha)+\left(2+\min \left(v_{0}(w), 2\right)\right) \cdot \alpha  \tag{3}\\
& \geqslant 3(1-2 \alpha)+4 \alpha=3-2 \alpha  \tag{4}\\
d_{1}(w) & \geqslant 1-\alpha \tag{5}
\end{align*}
$$

If $\Delta_{0} n(w) \geqslant 4$, then (3) and (5) give $d^{3}(w) \geqslant(4-5 \alpha, 1-\alpha)$ and thus $\tau\left(d^{3}(w)\right)<$ $\tau_{2,3,3}$.
Thus we assume $\Delta_{0} n(w)=3$ in the following (and hence in fact $v_{0}(w) \geqslant 2$ is the case).
If $v_{1}(w) \geqslant 2$, then by (2) and (4) we have

$$
\tau\left(d^{3}(w)\right) \leqslant \tau(3-2 \alpha, 1)=1.494 . .<\tau_{2,3,3} .
$$

So let us assume $v_{1}(w)=1$ for the rest of case I. Now we have to consider $F_{0}\left(w^{1}\right)$ in detail. To begin with just note (remember Lemma 5.1, part 3(d))

$$
N_{1}(w)=N_{1}^{r}(w), \quad F_{0}\left(w^{1}\right)^{[2]}=\left(\hat{\varphi}_{1}(w) * F_{0}(w)\right)^{[2]}
$$

Using $l:=l(w)$ there are 2-clauses $\{l, a\},\{l, b\} \in F_{0}(w)$ with

$$
\hat{\varphi}_{0}(w)=\langle l \rightarrow 0, a \rightarrow 1, b \rightarrow 1\rangle .
$$

Lemma 5.1, part $4(\mathrm{~g})$ yields

$$
\#_{l}\left(F_{0}(w)\right)=\#_{l}^{2}\left(F_{0}(w)\right)=v_{1}(w)=1 .
$$

Let $\{\bar{l}, x, y\} \in F\left(w_{0}\right)$ the $\bar{l}$-occurrence in $F_{0}(w)$. Lemma 5.1, part 4(f)i gives

$$
\{l, \bar{x}\},\{l, \bar{y}\} \in F_{0}(w)^{[2]}, \Rightarrow\{\bar{l}, x, y\}=\{\bar{l}, \bar{a}, \bar{b}\}
$$

and thus

$$
F_{0}\left(w^{1}\right)^{[2]}=\left(F_{0}(w)^{[2]} \backslash\{\{l, a\},\{l, b\}\}\right) \cup\{\{\bar{a}, \bar{b}\}\}
$$

from which we conclude $\rho\left(w^{1}\right) \leqslant 2$.

Case I.1: $\left(\#_{a}^{2}+\#_{\bar{a}}^{2}\right)\left(F_{0}(w)\right)=\left(\#_{b}^{2}+\#_{\frac{2}{b}}^{2}\right)\left(F_{0}(w)\right)=1$.
Now

$$
F_{0}\left(w^{0}\right)^{[2]} \supseteq F_{0}(w)^{[2]} \backslash\{\{l, a\},\{l, b\}\}
$$

holds. It follows $\delta_{0} z_{k}(w)=2$, yielding (recall Lemma 9.2)

$$
\begin{aligned}
& \zeta_{0}(w) \leqslant \delta_{0} z_{k}(w)-\min \left(v_{0}(w), 2\right)=0: \\
& \tau\left(d^{3}(w)\right) \leqslant \tau(3,1-\alpha)=1.497 . .<\tau_{2,3,3}
\end{aligned}
$$

Case I.2: $\left(\#_{a}^{2}+\#_{\bar{a}}^{2}\right)\left(F_{0}(w)\right)=2$.
Due to the selection condition in "branchLitA" we have $\#_{\bar{a}}\left(F_{0}(w)\right)=0, \Rightarrow$ $\#_{a}\left(F_{0}(w)\right)=2$. Hence there is a 2-clause $\{a, u\} \in F_{0}(w)$ with $\operatorname{Var}(u) \neq \operatorname{Var}(l)$, and we know

$$
\{a, u\},\{\bar{a}, \bar{b}\} \in F_{0}\left(w^{1}\right)
$$

with $\rho\left(w^{1}\right)=2$. Now we are enabled to apply Lemma 13.9 , getting $\sigma_{\tau_{2,3,3}}\left(d^{3}(w)\right) \geqslant \alpha$.
Finally, using (4), (5):

$$
\tau\left(d^{3}\left[w, w^{1}, \alpha\right](w)\right) \leqslant \tau(3-2 \alpha, 1-\alpha+\alpha)<\tau_{2,3,3}
$$

Case I.3: $\left(\#_{b}^{2}+\#_{\bar{b}}^{2}\right)\left(F_{0}(w)\right)=2$. Analogously to case I.2.
Case II: $\rho(w) \geqslant 3$.
By Lemma 13.10 and Lemmas 11.1, 11.2 we obtain the estimations

$$
\begin{aligned}
d_{0}^{3}(w) & \geqslant \Delta_{0} n(w) \cdot(1-2 \alpha)+\alpha \cdot \min \left(v_{0}(w), 2\right) \\
& \geqslant(\rho(w)+1) \cdot(1-2 \alpha)+2 \alpha \\
d_{1}^{3}(w) & \geqslant 1-\alpha \cdot \min (\rho(w)-1,5) \\
\Rightarrow & d^{3}(w) \geqslant t(\rho(w)):=((\rho(w)+1) \cdot(1-2 \alpha)+2 \alpha, 1-\alpha \cdot \min (\rho(w)-1,5))
\end{aligned}
$$

Calculating $\quad \tau(t(3))=\tau_{2,3,3}, \quad \tau(t(4))=1.46 . ., \quad \tau(t(5))=1.44 . . . \quad \tau(t(6))=1.44 . . \quad$ and $(\rho(w) \geqslant 7 \Rightarrow t(\rho(w))>t(6))$, the proof of Lemma 13.11 is finished.

### 13.5. The case " $B$ "

The last part in the series of Lemmas 13.7 and 13.10 is
Lemma 13.12. For $w \in \operatorname{nds}\left(\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)\right)$ with " B " $(w)$ and for $i \in I(w)$

$$
\zeta_{i}(w) \leqslant \Delta_{i} n(w)+i-1-\min \left(v_{i}(w), 5\right)
$$

holds.
Lemma 13.13. Consider $w \in \operatorname{nds}\left(\mathscr{T}_{V_{3}}\left(F_{0}\right)\right)$ with " $\mathrm{B} "(w)$. Assume $w^{1}$ is not a leaf of $\mathscr{T}_{\sqrt{3}}\left(F_{0}\right)$. Then we have

$$
\tau\left(d^{3}\left[w, w^{1}, \max \left(\min \left(\sigma_{\tau_{2,3,3}}\left(d^{3}\left(w^{1}\right)\right), \alpha\right), 0\right)\right](w)\right) \leqslant \tau_{2,3,3}
$$

Proof ((Rough) Outline). Since the "normal case" "BN" $(w)$ has been constitutional for the bound (recall Section 11), the critical cases are " $\mathrm{BB}_{0} "(w)$ and " $\mathrm{BB}_{1} "(w)$.

In these cases $\mathscr{N}_{3}$ adds blocked 3-clauses with the aim to create additional new 2-clauses after branching (two new 2-clauses are already assured by the reduction process (remember Section 5) and the choice of the branching literal).

In fact these new 3-clauses become eliminated after branching (in the branch where only two new 2-clauses have been created) or become 2-clauses (in the other branch(!)) since they all contain the branching literal.

If all these new 3-clauses (really) yield new and additional 2-clauses we have no problems. More difficult are the cases where these 2 -clauses either are already present (i.e., are not "new"), or do coincide with those two new 2-clauses mentioned above or among one another (i.e., they are not "additional").

In these "overlapping" cases (finally) the surplus established by Lemma 13.9 compensates the missing new 2-clause.

Proof. First we consider the combinatorial situation in some detail.
By Lemma 5.1, part 4(e) we see, using $l:=l(w)$ :

$$
\hat{\varphi}_{0}:=\hat{\varphi}_{0}(w)=\langle l \rightarrow 0, x \rightarrow 1\rangle, \quad \hat{\varphi}_{1}:=\hat{\varphi}_{1}(w)=\langle l \rightarrow 1\rangle
$$

where

$$
\{l, x\} \in F_{0}:=F_{0}(w)
$$

is the $l$-occurrence in $F_{0}^{[2]}$. Due to Lemma 5.1, part 4(f)i there is also

$$
\{l, y, z\} \in F_{0}^{[3]}
$$

where by Lemma 5.1, parts $4(\mathrm{e})$ and $4(\mathrm{~g}) \operatorname{Var}(x) \notin \operatorname{Var}(\{y, z\})$ holds.
Since $\{l, x\}$ is not blocked for $x$ w.r.t. $F_{0}$ (see Section 6.4.1), there is

$$
\{\bar{x}, u, v\} \in F_{0}^{[3]}
$$

with $\operatorname{Var}(l) \notin \operatorname{Var}(\{u, v\})$, and Lemma 5.1, part 4(h) gives $\{u, v\} \neq\{y, z\}$. Hence

$$
\begin{equation*}
N\left(\hat{\varphi}_{0}, F_{0}\right) \supseteq\{\{u, v\},\{y, z\}\}, \quad\left|N\left(\hat{\varphi}_{0}, F_{0}\right)\right| \geqslant 2 . \tag{1}
\end{equation*}
$$

Now let us look at the $\bar{l}$-occurrences in $F_{0}$. Because of $\rho\left(F_{0}\right)=1$ and using Lemma 5.1, part 4(f)ii we have $\#_{\bar{l}}\left(F_{0}\right) \geqslant 2$, and thus there exist

$$
\{\bar{l}, a, b\},\{\bar{l}, c, d\} \in F_{0}^{[3]}
$$

with $\{a, b\} \neq\{c, d\}$. Lemma 5.1, part 4(e) yields $x \notin\{a, b, c, d\}$ (however $\bar{x} \in\{a, b, c, d\}$ is possible). We conclude

$$
\begin{equation*}
N\left(\hat{\varphi}_{1}, F_{0}\right) \supseteq\{\{a, b\},\{c, d\}\}, \quad\left|N\left(\hat{\varphi}_{1}, F_{0}\right)\right| \geqslant 2 . \tag{2}
\end{equation*}
$$

(By the way, (of course) Lemma 5.1, part 4(g) is also used here.)

Now we turn to the estimation of $d^{3}(w)$. Lemma 13.12 gives

$$
\begin{align*}
d_{0}^{3}(w) & \geqslant \Delta_{0} n \cdot(1-\alpha)+\alpha \cdot\left(1+\min \left(v_{0}, 5\right)\right)  \tag{3}\\
& \geqslant 2 \cdot(1-\alpha)+\alpha \cdot(1+2)=2+\alpha,  \tag{4}\\
d_{1}^{3}(w) & \geqslant \Delta_{0} n \cdot(1-\alpha)+\alpha \cdot \min \left(v_{1}, 5\right)  \tag{5}\\
& \geqslant 1 \cdot(1-\alpha)+\alpha \cdot 2=1+\alpha \tag{6}
\end{align*}
$$

where $v_{0 / 1}:=v_{0 / 1}(w)$ and $\Delta_{0 / 1} n:=\Delta_{0 / 1} n(w)$.
If $\Delta_{0} \geqslant 3$, then (3) and (6) yield

$$
\tau\left(d^{3}(w)\right) \leqslant \tau(3 \cdot(1-\alpha)+\alpha \cdot(1+1), 1+\alpha)=\tau(3-\alpha, 1+\alpha)=1.45 . .<\tau_{2,3,3}
$$

Furthermore, in case $\Delta_{1} \geqslant 2$ we obtain by (4) and (5)

$$
\tau\left(d^{3}(w)\right) \leqslant \tau(2+\alpha, 2 \cdot(1-\alpha)+\alpha)=\tau(2+\alpha, 2-\alpha)=1.41 . .<\tau_{2,3,3}
$$

Thus we assume $\Delta_{0}=2$ and $\Delta_{1}=1$ in the sequel. By Lemma 11.1, part 2(b) it follows

$$
N_{i}(w) \subseteq N_{i}^{r}(w)
$$

for $i \in I(w)$. Moreover (see Lemma 5.1, part 3(d)):

$$
F_{0}\left(w^{i}\right)=\left(F_{0} \backslash\{\{l, x\}\}\right) \cup N_{i}^{r}(w)
$$

In case "BN" $(w)$ (3) and (5) just give

$$
\tau\left(d^{3}(w)\right) \leqslant \tau(2+2 \alpha, 1+2 \alpha)=\tau_{2,3,3}
$$

So let us assume " $\mathrm{BB}_{0} "(w)$ or " $\mathrm{BB}_{1} "(w)$ is the case. Note that in our situation we can describe these cases as follows:

$$
\begin{align*}
& " \mathrm{BB}_{0} "(w) \Leftrightarrow N\left(\hat{\varphi}_{0}, F_{0}\right)=\{\{u, v\},\{y, z\}\},  \tag{7}\\
& " \mathrm{BB}_{1} "(w) \Leftrightarrow N\left(\hat{\varphi}_{0}, F_{0}\right) \supset\{\{u, v\},\{y, z\}\} \wedge N\left(\hat{\varphi}_{1}, F_{0}\right)=\{\{a, b\},\{c, d\}\} . \tag{8}
\end{align*}
$$

Case I: " $\mathrm{BB}_{0} "(w)$. Here we have

$$
F:=F(w)=F_{0} \cup B_{\bar{l}}\left(F_{0}\right)^{[3]} .
$$

If $\#_{l}\left(F_{0}\right) \geqslant 3$ would be the case, then there would be $\left\{l, x^{\prime}, y^{\prime}\right\} \in F^{[3]}$ with $\left\{x^{\prime}, y^{\prime}\right\} \neq$ $\{x, y\}$ and $\left\{x^{\prime}, y^{\prime}\right\} \in N\left(\hat{\varphi}_{0}, F_{0}\right)$, and by Lemma 5.1, part 4(h) also $\left\{x^{\prime}, y^{\prime}\right\} \neq\{u, v\}$ would hold, contradicting case I (see (1)).

So we conclude $\#_{l}\left(F_{0}\right)=2$, and therefore

$$
B_{\bar{l}}\left(F_{0}\right)=B_{\bar{l}}\left(F_{0}\right)^{[3]}=\{\{\bar{l}, \bar{x}, \bar{y}\},\{\bar{l}, \bar{x}, \bar{z}\}\} .
$$

Because of $\rho\left(F_{0}\right)=1$ and $\{l, x\} \in F_{0}$ we have $\{\bar{x}, \bar{y}\},\{\bar{x}, \bar{z}\} \notin F_{0}$, and thus

$$
N_{1}(w) \supseteq\{\{a, b\},\{c, d\},\{\bar{x}, \bar{y}\},\{\bar{x}, \bar{z}\}\} .
$$

Now Lemma 5.1, part 4(i) (stating the absence of blocked 3-clauses in $F_{0}$ ) gives

$$
\left|N_{1}(w)\right| \geqslant 4, \Rightarrow v_{1} \geqslant 4
$$

and thus by (4), (5) we get

$$
\tau\left(d^{3}(w)\right) \leqslant \tau(2+\alpha, 1+3 \alpha)=1.496 . .<\tau_{2,3,3}
$$

The remaining case is Case II: " $\mathrm{BB}_{1} "(w)$. We have

$$
F=F_{0} \cup B_{l}\left(F_{0}\right)^{[3]}
$$

If ("just by chance") $v_{1} \geqslant 3$ holds, then (again) $\tau\left(d^{3}(w)\right) \leqslant \tau(2+2 \alpha, 1+2 \alpha)=\tau_{2,3,3}$ is the case. So we assume $v_{1}=2$, i.e.,

$$
N_{1}^{r}(w)=\{\{a, b\},\{c, d\}\} .
$$

Hence $\#_{\bar{l}}\left(F_{0}\right)=2$ must hold, and we infer (recall (2)):

$$
\begin{equation*}
B_{l}\left(F_{0}\right)=\{\{l, \bar{a}, \bar{c}\},\{l, \bar{a}, \bar{d}\},\{l, \bar{b}, \bar{c}\},\{l, \bar{b}, \bar{d}\}\} \cap \mathscr{C} \mathscr{L} . \tag{9}
\end{equation*}
$$

Here two things could happen:
(i) in case $\{a, b\} \cap\{c, d\} \neq \emptyset$ some of these clauses would in fact be 2-clauses; and
(ii) in case $\{a, b\} \cap \overline{\{c, d\}} \neq \emptyset$ some of these clauses would in fact be no clauses (!) (therefore we added " $\cap \mathscr{C} \mathscr{L}$ ").
Case (i) is easy to handle, since in our situation we simply have $\{a, b\} \cap\{c, d\}=\emptyset$ : Assume $\{a, b\} \cap\{c, d\} \neq \emptyset$. W.l.o.g.: $a=c$.
Now Lemma 5.1, part 4(f)i gives $\{l, \bar{a}\} \in F_{0}$, thus $\{l, \bar{a}\}=\{l, x\}$, but this is impossible since $\{l, x\}$ is not blocked for $l$ w.r.t. $F_{0}$ (see Section 6.4.1) - contradiction.

Case (ii) is more complicated. We will show that now either $v_{0} \geqslant 5$ with

$$
\tau\left(d^{3}(w)\right) \leqslant \tau(2+4 \alpha, 1+\alpha)=1.497 . .<\tau_{2,3,3}
$$

or $\sigma_{\tau_{2,3,3}}(w) \geqslant \alpha$ with

$$
\tau\left(d^{3}\left[w, w^{1}, \alpha\right](w)\right) \leqslant \tau(2+2 \alpha, 1+\alpha+\alpha)=\tau_{2,3,3}
$$

(or both) must hold. To that end assume $v_{0} \leqslant 4$ and $\sigma_{\tau_{2,3,3}}(w)<\alpha$.
Now Lemma 13.9 assures $\{a, b\} \cap \overline{\{c, d\}} \neq \emptyset$, and thus

$$
B_{l}\left(F_{0}\right)=B_{l}\left(F_{0}\right)^{[3]}, \quad\left|B_{l}\left(F_{0}\right)\right|=4
$$

Furthermore, Lemma 13.9 yields

$$
\{\bar{a}, \bar{b}, \bar{c}, \bar{d}\} \cap \operatorname{Lit}\left(F_{0} \backslash\{\{l, x\}\}\right)=\emptyset
$$

since otherwise we had, say, $\{\bar{a}, e\} \in F_{0}$ and thus $\{a, b\},\{\bar{a}, e\} \in F_{0}\left(w^{1}\right)$.

We conclude (recall $x \notin\{a, b, c, d\}$ )

$$
\hat{\varphi}_{0} * B_{l}\left(F_{0}\right) \subseteq N_{0}(w)
$$

In case $x \notin\{\bar{a}, \bar{b}, \bar{c}, \bar{d}\}$ we had $\left|\hat{\varphi}_{0} * B_{l}\left(F_{0}\right)\right|=4$. Lemma 5.1, part 4(i) gives $\{y, z\} \notin$ $\hat{\varphi}_{0} * B_{l}\left(F_{0}\right)$, and thus we had $\left|N_{0}(w)\right| \geqslant 4+1=5$ contradicting $v_{0} \leqslant 4$.

So, finally, $x \in\{\bar{a}, \bar{b}, \bar{c}, \bar{d}\}$ must hold. W.l.o.g.: $x=\bar{a}$, i.e.,

$$
\{l, x\}=\{l, \bar{a}\}
$$

and

$$
\{\{\bar{b}, \bar{c}\},\{\bar{b}, \bar{d}\}\} \subseteq N_{0}(w)
$$

Since we assumed $\left|N\left(\hat{\varphi}_{0}, F_{0}\right)\right| \geqslant 3$ and $v_{0} \leqslant 4$, one of $\{\bar{b}, \bar{c}\},\{\bar{b}, \bar{d}\}$ must already be present in $N\left(\hat{\varphi}_{0}, F_{0}\right)$ :

$$
\{\{\bar{b}, \bar{c}\},\{\bar{b}, \bar{d}\}\} \cap N\left(\hat{\varphi}_{0}, F_{0}\right) \neq \emptyset
$$

Since by Lemma 5.1, part 4(i) we have $\{l, \bar{b}, \bar{c}\},\{l, \bar{b}, \bar{d}\} \notin F_{0}$, it follows

$$
\{\bar{x}, \bar{b}, \bar{c}\} \in F_{0} \vee\{\bar{x}, \bar{b}, \bar{d}\} \in F_{0}
$$

W.l.o.g.: $\{\bar{x}, \bar{b}, \bar{c}\} \in F_{0}$. Thus

$$
\{\bar{x}, \bar{b}, \bar{c}\},\{\bar{x}, b\} \in \hat{\varphi}_{1} * F
$$

$\left(\{\bar{x}, b\}=\hat{\varphi}_{1} *\{\bar{l}, a, b\}\right)$, and now Lemma 5.1, part 6 establishes

$$
\{\bar{x}, \bar{c}\} \in F_{0}\left(w^{1}\right) \vee\{\bar{b}, \bar{c}\} \in F_{0}\left(w^{1}\right)
$$

However we have $\{c, d\} \in F_{0}\left(w^{1}\right)$ as well, contradicting Lemma 13.9.

### 13.6. The final step

Lemma 13.14. For all $F_{0} \in 3-\mathscr{C L} \mathscr{S}_{r}$ there is a distance function $d$ for $\mathscr{T}_{r_{3}}\left(F_{0}\right)$ with

1. $\left.\tau_{\max }\left(d, \mathscr{T}_{\mathbb{N}_{3}}\left(F_{0}\right)\right)\right) \leqslant \tau_{2,3,3}$,
2. $\sum d\left(\operatorname{root}\left(\mathscr{T}_{N_{3}}\left(F_{0}\right)\right)\right) \leqslant n\left(F_{0}\right)-c$, where $c:=1-\alpha$.

Proof. Lemma 10.5 yields (using $\omega_{0}=\operatorname{root}\left(\mathscr{T}_{N_{3}}\left(F_{0}\right)\right)$ ):

$$
\sum d^{3}\left(\omega_{0}\right) \leqslant n\left(F_{0}\right)+\alpha \cdot 5-\alpha \cdot 0-3 \cdot(1-\alpha)=n\left(F_{0}\right)+8 \alpha-3
$$

where $m_{k}(w) \geqslant n(w)-\alpha \cdot n(w)=n(w) \cdot(1-\alpha) \geqslant 3 \cdot(1-\alpha)$ for $w \in \operatorname{nds}\left(\mathscr{T}_{N_{3}}\left(F_{0}\right)\right)$ follows by Lemma 9.1, part 6(c) and Lemma 5.1, part 4(a).

Performing the balancings of $d^{3}$ according to Lemmas 13.4, 13.11 and 13.13 (see Lemma 12.1), getting $d$, increases the maximal sum by at most $(2-8 \alpha)+\alpha=2-7 \alpha$. Thus

$$
\sum d\left(\omega_{0}\right) \leqslant n\left(F_{0}\right)+8 \alpha-3+2-7 \alpha=n\left(F_{0}\right)-(1-\alpha)
$$

Lemmas $13.3,13.4,13.6,13.11$ and 13.13 together with 12.1 give $\tau_{\max }\left(d, \mathscr{T}_{T_{3}}\left(F_{0}\right)\right) \leqslant$ $\tau_{2,3,3}$.

Now the $\tau$-Lemma 8.2 together with Lemma 13.14 and $2^{-c}=0.5448$.. proves Theorem 2.

## 14. Final remarks

### 14.1. Blocked clauses and Extended Resolution

Extended Resolution, introduced in [32], allows the extension of the set $F_{0}$ of premises by repeated applications of $F_{i} \rightarrow F_{i+1}=F_{i} \cup\{\{\bar{l}, \bar{a}, \bar{b}\},\{l, a\},\{l, b\}\}$ for $\operatorname{Var}(l)$ $\notin \operatorname{Var}\left(F_{i}\right)$. For the known "difficult" formulas or clause-sets (e.g. pigeonhole formulas and formulas corresponding to graphs via the Tseitin-construction [32]) Extended Resolution admits polynomial-size proofs and hence till today no super-polynomial lower bound for Extended Resolution is known.

By observing that the clauses $\{\bar{l}, \bar{a}, \bar{b}\},\{l, a\},\{l, b\}$ are just blocked clauses (for $l$ respectively $\bar{l}$ and for every order of addition), we can easily generalize this concept by allowing the addition of arbitrary blocked clauses. In this way we get a more symmetric concept of extensions, and also it is possible now to add (blocked) new clauses without new variables (as used in $\mathscr{N}_{3}$ ).

Definition 14.1. $E \in \mathscr{C L S S}$ is called a simple blocked extension for $F \in \mathscr{C L S}$ if there is an order $E=\left\{C_{1}, \ldots, C_{m}\right\}$ such that
$\forall 1 \leqslant i \leqslant m: C_{i}$ is blocked w.r.t. $F \cup\left\{C_{1}, \ldots, C_{i-1}\right\}$
holds. A simple ( $\boldsymbol{K}, \boldsymbol{K}^{\prime}$ )-resolution proof $\mathscr{P}$ of $C$ from $F \in \mathscr{C} \mathscr{L} \mathscr{S}$ for $K, K^{\prime} \in \mathbb{N}_{0} \cup\{+\infty\}$ and $C \in \mathscr{C} \mathscr{L}$ is a resolution proof of $C$ from $F \cup E$, where $E$ is a simple blocked extension for $F$ with clause-length at most $K$, and with at most $K^{\prime}$ new variables (in total):
$-E \in K-\mathscr{C L S}$,
$-|\operatorname{Var}(E) \backslash \operatorname{Var}(F)| \leqslant K^{\prime}$.
The length of $\mathscr{P}$ is its ordinary length as resolution proof. $\mathscr{P}$ is called tree-like if it is tree-like as resolution proof.

The correctness of this concept of proofs for the deduction of $\perp$ follows from Lemma 3.1 (but note that simple blocked extensions are not conservative with respect to general implication).

In [18] this concept is studied in a more general form, called "Generalized Extended Resolution" ${ }^{40}$ which allows also (implicit) eliminations of blocked clauses, making the notion of extension independent of the order of addition. Among others an exponential

[^23]lower bound for $(\infty, 0)$-resolution proofs is shown for the Pigeonhole Principle. To obtain from that a (sub)exponential lower bound for $\mathscr{N}_{3}$, two difficulties must be overcome:

- blocked clauses are introduced in $\mathscr{N}_{3}$ at all nodes of the computation tree, not only at the root,
- and furthermore the dynamical addition and elimination of clauses (allowing to add more blocked clauses) has to be handled.
A lower bound for $(\infty, \infty)$-resolution seems to be intractable at this time, since simple $(3, \infty)$-resolution already contains Extended Resolution. ${ }^{41}$

We conclude this subsection by showing that simple tree-like $(3,0)$-resolution can not be simulated by resolution:

Lemma 14.1. Simple treelike (3,0)-resolution cannot (even for 3-clause-sets) be simulated polynomially by resolution.

Proof. Let $\left(F_{n}\right)_{n \in \mathbb{N}}$ be any sequence of unsatisfiable 3-clause-sets such that there is no polynomial bound on the length of resolution proofs for $\left(F_{n}\right)$, but there are polynomially bounded extended resolution proofs for $\left(F_{n}\right)$. (For example consider the Pigeonhole Formulas transformed into $3-\mathscr{C} \mathscr{S}$ 號 the standard way.)

Since tree-like Extended Resolution polynomially simulates Extended Resolution, ${ }^{42}$ for each $n$ there is a sequence $\left(E_{i}^{n}\right)_{i \in\left\{1, \ldots, m_{n}\right\}}$ of applications of the extension rule, i.e., for all $1 \leqslant i \leqslant m_{n}$

$$
\begin{aligned}
& E_{i}^{n}=\left\{\left\{x_{i}^{n}, a_{i}^{n}, b_{i}^{n}\right\},\left\{\overline{x_{i}^{n}}, \overline{a_{i}^{n}}\right\},\left\{\overline{x_{i}^{n}}, \overline{b_{i}^{n}}\right\}\right\} \\
& \operatorname{Var}\left(x_{i}^{n}\right) \notin \operatorname{Var}\left(F_{n}\right) \cup \operatorname{Var}\left(\bigcup_{k<i} E_{k}^{n}\right), \\
& \operatorname{Var}\left(\left\{a_{i}^{n}, b_{i}^{n}\right\}\right) \subseteq \operatorname{Var}\left(F_{n}\right) \cup \operatorname{Var}\left(\bigcup_{k<i} E_{k}^{n}\right)
\end{aligned}
$$

holds, such that there are polynomial (in $\ell\left(F_{n}\right)$ ) tree-like resolution proofs of $\perp$ from $F_{n} \cup E_{n}$, where $E_{n}:=\bigcup_{i \leqslant m_{n}} E_{i}^{n}$.

Take a variable $y$ not contained in any $F_{n} \cup E_{n}$, and define

$$
E_{n}^{\prime}:=\left\{\left\{x_{i}^{n}, y\right\}\right\}_{1 \leqslant i \leqslant m_{n}} .
$$

$F_{n}^{\prime}:=F_{n} \cup E_{n}^{\prime}$ has the same complexity w.r.t. resolution as $F_{n}$. On the other hand $F_{n}^{\prime}$ has a short simple tree-like $(3,0)$-resolution proof:

The simple blocked extension $E_{n}^{\prime \prime}$ for $F_{n}^{\prime}$ is obtained as follows:

1. First add $\{y\}$ (blocked for $y$ ).

[^24]2. (a) Add $\left\{x_{1}^{n}, a_{1}^{n}, b_{1}^{n}\right\}$ (blocked for $x_{1}^{n}$ ).
(b) Add $\left\{\overline{x_{1}^{n}}, \overline{a_{1}^{n}}, \bar{y}\right\}$ and $\left\{\overline{x_{1}^{n}}, \overline{b_{1}^{n}}, \bar{y}\right\}$ (blocked for $\overline{x_{1}^{n}}$ ).
3. In the same way add all $\left\{x_{i}^{n}, a_{i}^{n}, b_{i}^{n}\right\},\left\{\overline{x_{i}^{n}}, \overline{a_{i}^{n}}, \bar{y}\right\}$ and $\left\{\overline{x_{i}^{n}}, \overline{b_{i}^{n}}, \bar{y}\right\}$ for $2 \leqslant i \leqslant m_{n}$. $E_{n}^{\prime \prime}$ does not contain new variables due to the dummy variables in $E_{n}^{\prime}$.

And by Unit-resolution we obtain $E_{n}$ from $E_{n}^{\prime \prime} .{ }^{43}$

### 14.2. Comments to our method for estimating the size of trees

The next lemma motivates that for the purpose of estimating

$$
(*) \quad \# \operatorname{lvs}(T) \leqslant \tau_{\max }(d, T)^{\sum d(\operatorname{root}(T))}
$$

(recall Section 8) this upper bound is the better the closer the $\tau$-values are lying together and thus for a good estimation the job is to balance the different $\tau$-values over the tree:

Lemma 14.2. For any tree $T$ up to a positive factor there is exactly one distance function $d_{T}$ with $\# \operatorname{lvs}(T)=\tau_{\max }\left(d_{T}, T\right)^{\sum d_{T}(\operatorname{root}(T))}$. $d_{T}$ is characterized by the condition that for every path from the root to a leaf the sum of distances is the same, and that $\tau(d(w))$ is constant on inner nodes.

For the choice of the $\tau$-function we have the following justification:

Lemma 14.3. The $\tau$-function is the (pointwise) minimal function $\tau: \mathscr{B} \mathscr{T} \rightarrow[1,+\infty$ ) such that for all trees $T$ and all distance functions d for $T$ formula $(*)$ is valid.

Finally we note that in our handling of $\zeta$ we used in fact only very general properties of the $z_{k}$-measures, so that the distance function $d^{3}$ in a generalized framework could be useful also for other applications.

### 14.3. General complexity of SAT-decision

Here we consider the general time complexity of SAT-decision for subclasses of $\mathscr{C L S}$, more strictly speaking the exponential (or "mathematical") part of the time complexity, abstracting from polynomial factors.

Definition 14.2. For $\mathscr{K} \subseteq \mathscr{C L S}$ and $\mu: \mathscr{K} \rightarrow \mathbb{R}_{+}$we define the power coefficient $\boldsymbol{\alpha}(\mathscr{K}, \boldsymbol{\mu})$ as the infimum of exponents $\alpha$ which bound (up to a polynomial in $\ell(F)$ ) by

[^25]$2^{\alpha \cdot \mu}$ the time complexity of deciding SAT for $\mathscr{K}$ (by multi-tape Turing-machines):
\[

$$
\begin{aligned}
\boldsymbol{\alpha}(\mathscr{K}, \boldsymbol{m}):= & \inf \left\{\alpha \in \mathbb{R}_{+}: \exists_{\mathrm{TM}} \mathscr{M}^{\text {polynomial } P}\right. \\
& \text { bound } \left.\left.\left(P(\ell(F)) \cdot 2^{\alpha \cdot \mu(F)}\right)_{F \in \mathscr{K}}\right]\right\} .^{44} \text { decides SAT for } \mathscr{K} \text { with time- }
\end{aligned}
$$
\]

Due to the polynomial factor $P(\ell(F))$ power coefficients do not depend on the special coding and the special model of computation (when considering at least 2-tape TMs (cf. [26], 2.8.9)). In contrast to the notion of "power indices" from [14], the notion of power coefficients is designed for the consideration of those classes $\mathscr{K}$, for which there is a polynomial time and linear size reduction $t: \mathscr{C L S} \rightarrow \mathscr{K}$, i.e., $t$ is computable in polynomial time w.r.t. $\ell(F)$ and there is a constant $c$ such that for all $F \in \mathscr{C L S}$

$$
t(F) \stackrel{\text { sat }}{\equiv} F \quad \text { and } \quad \ell(t(F)) \leqslant c \cdot \ell(F)
$$

holds.

### 14.3.1. The known upper bounds for power coefficients

1. (a) $\alpha(\mathscr{C L} \mathscr{S}-3, n) \leqslant \log _{2} \tau(9,9,9)=0.17610$.., where $\mathscr{C L} \mathscr{S}-3$ is the class of clausesets with every variable occurring at most three times [22];
(b) $\alpha(\mathscr{C L L S}-(1, \infty), n) \leqslant \log _{2} \tau(3,3,3)=0.52832$.., where $\mathscr{C L S}-(1, \infty)$ is the class of clause-sets in which every variable appears in one sign at most once (for the other sign there are no restrictions) [22,23].
2. (a) $\alpha(3-\mathscr{C L S}, n) \leqslant \log _{2} \tau_{2,3,3}=0.58921$.. (Theorem 2), which can be improved somewhat to $\alpha(3-\mathscr{C L S}, n) \leqslant \log _{2} 1.49625$.. $=0.58135$.. by refining the case "BN" [20, 30];
(b) $\alpha(p-\mathscr{C L S}, n) \leqslant \log _{2} \tau(1, \ldots, p-1)<1+\log _{2}\left(1-2^{-p}\right)$ for $p \geqslant 2$. ([23, 25]; the generalization of $\mathscr{N}_{3}$ (and of the improved bound!) to $p-\mathscr{C L C S}$ should be possible but is not an obvious task);
(c) $\alpha(p-\mathscr{C L} \mathscr{S}, n) \leqslant 1-\varepsilon(p) / p$ ([27]), where $0<\varepsilon(p)<1 / 2$ is the solution of $1-\varepsilon / p=H_{2}(\varepsilon)$ for the binary entropy function $H_{2}(\varepsilon)=-\varepsilon \cdot \log _{2} \varepsilon-(1-\varepsilon)$. $\log _{2}(1-\varepsilon)$, which is better than (b) for $p \geqslant 5\left(\lim _{p \rightarrow \infty} \varepsilon(p)=1 / 2\right)$.
3. Using $c(F):=|F|, c^{i}(F):=c\left(F^{[i]}\right)$ and $c^{*}(F):=\sum_{i=3}^{n(F)}(i-2) \cdot c^{i}(F)$ it is known that
(a) $\alpha\left(\mathscr{C L S}, c^{*}\right)=\alpha\left(3-\mathscr{C L S}, c^{*}\right) \leqslant \log _{2} \tau(1,4)=0.46495$.. ([1] and Lemma 14.6);
(b) $\alpha(\mathscr{C L L S}, c) \leqslant \log _{2} \tau(6,7,6,7)=0.30896 .$. [12].
4. $\alpha(\mathscr{C L} \mathscr{L}, \ell) \leqslant 1 / 10$ [22].
14.3.2. Two variants for the number $n$ of variables, counting only "hard" variables By well-known techniques we obtain the following two lemmas.

Lemma 14.4. $\alpha(\mathscr{C L S}, n)=\alpha\left(3-\mathscr{C L S}, n^{\prime}\right)=\alpha\left(\mathscr{C L S}, n^{\prime}\right)$, where for $F \in \mathscr{C L S}$ we $d e$ fine $n^{\prime}(F):=\left|\left\{v \in \operatorname{Var}(F): \#_{v}(F) \cdot \#_{\bar{v}}(F) \geqslant 2\right\}\right|$ as the number of variables which occur in one sign at least once in $F$ and in the other sign at least twice.

[^26]Lemma 14.4 gives $\alpha\left(\mathscr{C L S}, n^{\prime}\right) \leqslant 1$, generalizing the polynomial decidability of $\mathscr{C L S}$-2. Analogously, the following lemma generalizes the polynomial decidability of $2-\mathscr{C L S}$ :

Lemma 14.5. $\alpha\left(3-\mathscr{C L S S}, n^{*}\right)=\alpha(3-\mathscr{C L S}, n)$, where for $F \in 3-\mathscr{C L S}$ we define $n^{*}(F)$ as the number of variables of $F$ occurring in both signs in the 3-clauses of $F$.

### 14.3.3. 3-coloring and " $(3,2)$-SSS"

Here we discuss (shortly) the close relation between 3-SAT and 3-coloring.
In [2] the notion of " $(a, b)-S S S "$ " ("SSS" stands for "Symbol System Satisfiability") is introduced. An $(a, b)$-SSS instance consists of:

- a set $V$ of vertices with $n:=|V|$ elements,
- for each vertex a list of $\leqslant a$ colors,
- and a set of constraints, where a constraint is a list $\left(\left(v_{1}, i_{1}\right), \ldots,\left(v_{r}, i_{r}\right)\right)$ of pairs of vertices and colors with $r \leqslant b$ components.
The meaning of such a constraint is: vertex $v_{1}$ is not colored with color $i_{1}$ or $\ldots$ or vertex $v_{r}$ is not colored with color $i_{r}$. The problem is to decide whether there is a coloring of the vertices fulfilling all constraints. The class of these (decision) problems is denoted by " $(a, b)$-SSS".
$(2, p)$-SSS is (up to renaming) identical with $p-\mathscr{C L S},{ }^{45}$ while $(k, 2)$-SSS is a natural (and useful) generalization of the $k$-coloring problem. As in Definition 14.2 we define the power coefficients $\boldsymbol{\alpha}((\boldsymbol{a}, \boldsymbol{b})$-SSS, $\mathbf{n})$, using the number $n$ of vertices in $(a, b)$-SSS instances.

Lemma 14.6. $\alpha((3,2)-S S S, n)=\alpha\left(3-\mathscr{C L S}, c^{3}\right)$ (recall 3 in Section 14.3.1). The measure $c^{3}$ is extended to whole $\mathscr{C L S}$ by $c^{*}$, for which we obtain: $\alpha\left(3-\mathscr{C L S}, c^{*}\right)=$ $\alpha\left(\mathscr{C L S}, c^{*}\right)$.

Proof. For $\alpha((3,2)-\mathrm{SSS}, n) \leqslant \alpha\left(3-\mathscr{C} \mathscr{L} \mathscr{S}, c^{*}\right)$ we transform a (3,2)-SSS instance in the natural way into a 3 -clause-set (the variables are the pairs $(v, i)$ ), and observe that there are at most $n$ clauses of length 3 .

And for the other direction transform a 3-clause-set according to Lemma 1 of [1] into a $(3,2)$-SSS instance (the nodes are the clauses, the colors the position of the literals in the clauses) and eliminate all nodes corresponding to $\leqslant 2$-clauses via Lemma 2 of [1].

Finally $c^{*}$ is invariant w.r.t. the standard transformation $\mathscr{C L S} \rightarrow 3-\mathscr{C L S}$.
14.4. Leaving 3-CLS to obtain faster 3-SAT-decision when the variables occur on the average less than 5.9 times

With the help of the algorithm $\mathscr{L}: \mathscr{C L S} \rightarrow\{0,1\}$ from [22], realizing $\alpha(\mathscr{C L S}, \ell) \leqslant$ $1 / 10$, we are able to improve the bound $1.5045^{n}$ from Theorem 2 for all $F \in 3-\mathscr{C L S}$ fulfilling $\ell(F) / n(F) \leqslant c_{0}:=10 \cdot \log _{2} \tau_{2,3,3}=5.8921$.. as follows.

[^27]Denote by $\mathscr{N}_{3}^{\prime}: 3-\mathscr{C L S} \rightarrow\{0,1\}$ the algorithm from Section 6, completed by reducing the input $\left(F_{0} \mapsto r\left(F_{0}\right)\right)$ and excluding the trivial case $\perp \in r\left(F_{0}\right)$.

Then our combined algorithm $\mathscr{C}_{3}$ is given by
PROCEDURE $\mathscr{C}_{3}\left(F_{0} \in 3-\mathscr{C} \mathscr{L} \mathscr{S}\right):\{0,1\}$;
BEGIN
IF $F=\top$ THEN RETURN 1
ELSE IF $\perp \in F$ THEN Return 0
ELSE IF $\ell(F) / n(F) \leqslant c_{0}$ THEN RETURN $\mathscr{L}(F)$
ELSE
RETURN $\mathscr{N}_{3}^{\prime}(F)$
END $\mathscr{C}_{3}$.
Theorem 4. The 3-SAT-algorithm $\mathscr{N}_{3}^{\prime}: 3-\mathscr{C L S} \rightarrow\{0,1\}$ decides $3-S A T$ with the following time bound $\left(F_{0} \in 3-\mathscr{C L S}, \ell:=\ell\left(F_{0}\right), n:=n\left(F_{0}\right)\right)$ :

$$
\begin{aligned}
\log _{2} \# \operatorname{lvs}\left(\mathscr{T}_{6_{3}}\left(F_{0}\right)\right) & \leqslant \min \left(\log _{2} \tau_{2,3,3} \cdot n, 1 / 10 \cdot \ell\right) \\
& =\left\{\begin{array}{ll}
1 / 10 \cdot \ell & \text { for } \ell / n \leqslant c_{0} \\
\log _{2} \tau_{2,3,3} \cdot n & \text { else }
\end{array} .\right.
\end{aligned}
$$
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[^0]:    * E-mail: kullmann@mi.informatik.uni-frankfurt.de.
    ${ }^{1}$ Supported by DFG-Leibniz-Programm Schn 143/5-1.

[^1]:    ${ }^{2}$ The report [24] is published in [25], where the authors additionally introduced the notion of "Autarkness" for the concept behind this improvement. Independently the same bound was also discovered in Luckhardt [23] using a slightly more elementary algorithm and a more compact analysis. The latter seems to us of importance for further progress in this field.
    ${ }^{3}$ Or "DPLL-like algorithms".

[^2]:    ${ }^{4}$ Containing only reduced formulas and thus abstracting from the polynomial reduction process.
    ${ }^{5}$ For $t=\left(t_{1}, \ldots, t_{n}\right)$ with $t_{i}>0$ we define $\tau(t)$ as the solution of $\sum_{i=1}^{n} \tau(t)^{-t_{i}}=1, \tau(t)>0$. The $\tau$-function is our basic tool for estimating the size of the computation tree. It enables to valuate a whole branching and seems to be also the right tool for that purpose in heuristic algorithms (instead of the use of products and sums like in [10] or [13]). See [19].

[^3]:    ${ }^{6}$ [29] treats the case, that in the first "worst case" the new 2-clauses are not variable-disjoint to the existing ones or to each other, by an exhaustive case distinction and including the immediately following branching into the calculation: This incisive complication is eliminated in our algorithm due to of our improved analysis (see Section 1.2.4 in the next). In the second "worst case" new 2-clauses are not counted.

[^4]:    ${ }^{7}$ If this case would be guaranteed for the whole tree, one gets (at least) the bound $\sqrt{2}^{n}$.
    ${ }^{8}$ And if this case would generally hold, the bound $\tau(3,1)^{n}=1.465 .{ }^{n}$ would be established.

[^5]:    ${ }^{9}$ Although this is only an "illusion," since the 2-clauses counted by $z$ are not materially fixed, this picture is very helpful.

[^6]:    ${ }^{10}$ W.r.t. $\tau(\Delta n)$, where $\Delta n$ stands for the whole tuple of differences, each single difference corresponding to one branch of the branching we consider at this point.
    ${ }^{11} d^{3}\left(F, F^{\prime}\right)$ depends on $F$ and $F^{\prime}$ in a more general way than being a difference of measure values for clause-sets.
    ${ }^{12}$ This generalizes the consideration of variable disjoint 2-clauses in [29] (there $k=1$ ).

[^7]:    ${ }^{13}$ If these new 2-clauses in fact vanished at an intermediate point, we distinguish three cases: If they vanished inside the respective $P$ they already have been taken into account, but if they vanish outside of the respective $P$ then either they are replaced by new 2-clauses or their loss must be compensated with the help of a bigger $\Delta n$ (for this case we need the boundedness of the number of new 2-clauses which are taken into account).
    ${ }^{14}$ Also it is necessary that all sums of distances along a path from the root to a leaf are the same. But this condition is, in our context, more or less "automatically" fulfilled.
    ${ }^{15}$ I.e., $\rho$ is attained for $l$.

[^8]:    ${ }^{16}$ We are only able to handle linear bounds, because we need a constant weight for the (approximation of the) number of 2 -clauses in the combined measure.

[^9]:    ${ }^{17}$ In essence the patent is claimed for the (standard) method of transforming arbitrary propositional formulas into $3-\mathrm{CNF}$, already mentioned in [32]!

[^10]:    ${ }^{18}$ In [23, 25] $k=0$ was optimal, in [29] $k=1$ and here $k=2$.

[^11]:    ${ }^{19}$ A predecessor is [28], where the concept has been formulated in terms of eliminating branches in DPLL-algorithms under certain circumstances.

[^12]:    ${ }^{20}$ See the discussion of differences between [23] and [25] in [22].
    ${ }^{21}$ More precisely: $\forall C \in F: \varphi(C) \neq 1 \Rightarrow \varphi * C \in F$.
    ${ }^{22}$ I.e., $F$ is divided into the subproblems $\varphi_{0} * F, \ldots, \varphi_{m} * F$.
    ${ }^{23}$ For 3-SAT decision in this way the bound $1.618 . .^{n}=\tau(2,1)^{n}$ (see Definition 8.3) is established, improving the trivial bound $1.839 . .^{n}=\tau(3,2,1)^{n}$ for 3-SAT-decision (which is still the best known for counting satisfying assignments).

[^13]:    ${ }^{24}$ Naturally, we then have to branch and the branching is the worse the bigger the number of new 2-clauses is.

[^14]:    ${ }^{25}$ That is: $\varphi|(\operatorname{Var}(\varphi) \cap \operatorname{Var}(\psi))=\psi|(\operatorname{Var}(\varphi) \cap \operatorname{Var}(\psi))$.

[^15]:    ${ }^{26}$ i.e., $\operatorname{ds}_{T}(w):=\left\{w^{\prime} \in \operatorname{nds}(T): w^{\prime}>w \wedge \neg \exists_{w^{\prime \prime} \in \operatorname{nds}(T)}\left[w<w^{\prime \prime}<w^{\prime}\right]\right\}$.
    ${ }^{27} \operatorname{nds}_{k}(T):=\left\{w \in \operatorname{nds}(T):\left|\operatorname{ds}_{T}(w)\right| \geqslant k\right\}, \operatorname{lvs}(T):=\operatorname{nds}(T) \backslash \operatorname{nds}_{1}(T), \# \operatorname{lvs}(T):=|\operatorname{lvs}(T)|$.
    ${ }^{28} \forall w \in \operatorname{nds}_{1}(T): \sum_{w^{\prime} \in \operatorname{ds}_{T}(w)} p_{w^{\prime}}(w)=1$
    ${ }^{29} p(w):=\prod_{v \in \operatorname{nds}(T), v<w} p_{w}(v)$

[^16]:    ${ }^{30}$ Perhaps "potential" would be a somewhat better choice.
    ${ }^{31} \mathrm{ds}_{T}(w)=\left\{w^{\prime}\right\}$.
    ${ }^{32}$ Measures $\mu=\sum d$ induced by distance functions are 0 on all leaves, while for distance functions $d=\Delta \mu$ induced by measures the sum of $d$-values on all paths from the root to a leaf is the same - now for measures $\mu$ and distance functions $d$ with these properties we have $\Delta \sum d=d$ and $\sum \Delta \mu=\mu$.

[^17]:    ${ }^{33}$ Or (implicitly) elsewhere in the literature.

[^18]:    ${ }^{34}$ According to Lemma 8.4 a "mean value" of the $\tau$-values of the single branchings $w$ and $w^{\prime}$.

[^19]:    ${ }^{35}$ Also in these cases the new clauses provided by Generalized Autarkness are useful, but only for restricting the costs for providing the budgets.

[^20]:    ${ }^{36}$ One reason is that $\delta z_{i}$ does not fulfill the "triangle equality" $\delta z_{i}\left(F, F^{\prime}\right)=\delta z_{i}\left(F, F^{\prime \prime}\right)+\delta z_{i}\left(F^{\prime \prime}, F^{\prime}\right)$ as it would be the case for $\delta z_{k}=\Delta \mu$, but only the triangle inequality (see Lemma 9.3).

[^21]:    ${ }^{37}$ Furthermore, the results of this section hold for example for an arbitrary $\rho: 3-\mathscr{C L S} \rightarrow \mathbb{R}_{+}$which only has to fulfill monotonicity: $F \subseteq F^{\prime} \Rightarrow \rho(F) \leqslant \rho\left(F^{\prime}\right)$. And the results also do not depend on the notion of (3-)clause-sets.

[^22]:    ${ }^{38}$ We will not prove the optimality of our choice of the parameters since it does not matter for the bound.
    ${ }^{39}$ For a "bad" node $w$ with a "good" successor $w^{\prime}$ we are not able to fix the type of $w^{\prime}$ (for example, if we know $\rho\left(w^{\prime}\right) \geqslant 2$, then nevertheless we can have " $\mathrm{AN}^{\prime}(w)$, " $\mathrm{AA} "(w)$ or " $\left.\mathrm{D} "(w)(!)\right)$ and thus, when using composite branching tuples we had to consider all compositions of the branching tuple at $w$ with the branching tuples of all the different cases at $w^{\prime}$, since replacing in a composite branching tuple one of the component tuples by a tuple with a better $\tau$-value can nevertheless impair the total $\tau$-value(!) - however when shifting surplus' we only have to guarantee that in all cases for $w^{\prime}$ the needed surplus is available, which can be done by looking at those cases alone (no combination with the node which needs "support" is needed), and thus can be used also for different types of nodes $w$.

[^23]:    40 " $\left(K, K^{\prime}\right)$-resolution" (without the adjective "simple") refers to this more general concept.

[^24]:    ${ }^{41}$ In fact they are (polynomially) equivalent as shown in [18].
    ${ }^{42}$ Lemma 4.4.8 from [15] proves that tree-like Frege Systems polynomially simulate Frege Systems, while Lemma 4.5 .8 from [15] says that Extended Resolution and Extended Frege Systems polynomially simulate each other. Now it is not hard to see that the proof of Lemma 4.5 .8 also shows that tree-like Extended Resolution polynomially simulates tree-like Extended Frege Systems, and that the construction of Lemma 4.4.8 also gives that Extended tree-like Frege Systems polynomially simulate Extended Frege Systems.

[^25]:    ${ }^{43}$ If the reader is disturbed by the fact that $F_{n}^{\prime}$ contains blocked clauses, he may use instead: $E_{n}^{\prime}:=\left\{\left\{x_{i}^{n}, y\right\},\left\{\overline{x_{i}^{n}}, y\right\},\left\{a_{i}^{n}, b_{i}^{n}, y\right\}: 1 \leqslant i \leqslant m_{n}\right\} \cup\{\{\bar{y}, v\},\{\bar{v}, w\},\{\bar{w}, y\}\}$. To see that $F_{n}^{\prime}=F_{n} \cup E_{n}^{\prime}$ has the same complexity for resolution as $F_{n}$, apply the autark assignment $\langle y \rightarrow 1, v \rightarrow 1, w \rightarrow 1\rangle$ and note that clauses eliminated by some autark assignment can be eliminated from any resolution proof of $\perp$.
    The simple blocked extension $E_{n}^{\prime \prime}$ for $F_{n}^{\prime}$ is now $E_{n}^{\prime \prime}:=\left\{\left\{x_{i}^{n}, \bar{y}\right\},\left\{\overline{x_{i}^{n}}, \overline{a_{i}^{n}}, \bar{y}\right\},\left\{\overline{x_{i}^{n}}, \overline{b_{i}^{n}}, \bar{y}\right\}: 1 \leqslant i \leqslant m_{n}\right\}$.

[^26]:    ${ }^{44} \inf \emptyset=+\infty$.

[^27]:    ${ }^{45}$ Of course with respect to $\mathscr{S} \mathscr{A} \mathscr{T}$.

