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#### Abstract

For some general linear integral operator equations, we investigate consequent initial value problems by using the theory of reproducing kernels. A new method is proposed which - in particular - generates a new field among initial value problems, linear integral operators, eigenfunctions and values, integral transforms and reproducing kernels. In particular, examples are worked out for the integral equations of Lalesco-Picard, Dixon and Tricomi types.
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## 1 Introduction

Despite the fact that initial value problems for differential equations, and consequent integral equations, have already a long and rich history, there is still the need in different cases to find out additional and more suitable spaces where their solutions can be interpreted and used in an appropriated way. Sometimes, finding new

[^0]frameworks for those solutions leads even to the discover of completely new solutions which could not be reached in a somehow more "classical" and known setting. This is just one of the reasons why it is still well appropriate to continue to perform research in such a classical field. Moreover, additional knowledge about the solutions is also very welcome -even in cases where we know already a great variety of solutions. This is the case of the study of different kinds of stability which is, e.g., highly relevant when we would like to apply numerical methods. Within this spirit, we would like to consider initial value problems in linear integral operator equations by using reproducing kernel Hilbert space machinery [1, 12, 13, 14].

Having those general goals in mind, in [4] the authors proposed a general method for the existence and construction of the solution of the following initial problem

$$
\begin{equation*}
\left(\partial_{t}+L_{x}\right) u_{f}(t, x)=0, \quad t>0 \tag{1}
\end{equation*}
$$

satisfying the initial value condition

$$
\begin{equation*}
u_{f}(0, x)=f(x) \tag{2}
\end{equation*}
$$

for some general linear operator $L_{x}$ on a certain function space, and on some domain, by using the theory of reproducing kernels.

Here, we consider a general linear integral equation

$$
\begin{equation*}
I_{x} u(x)=0 \tag{3}
\end{equation*}
$$

and we assume that the eigenfunctions $L_{v}$ and values $v$ are known; that is,

$$
\begin{equation*}
I_{x} L_{v}(x)=v L_{v}(x) \tag{4}
\end{equation*}
$$

Then, note that the functions

$$
\begin{equation*}
\exp (-v t) L_{v}(x) \tag{5}
\end{equation*}
$$

are the solutions of the operator equation

$$
\begin{equation*}
\left(\partial_{t}+I_{x}\right) u(t, x)=0 . \tag{6}
\end{equation*}
$$

In order to consider a fully general sum, in the case that $v$ are positive reals, we shall consider the kernel form, for a nonnegative continuous function $\rho$,

$$
\begin{equation*}
\mathscr{K}_{t}(x, y ; \rho)=\int_{0}^{+\infty} \exp \{-v t\} L_{v}(x) \overline{L_{v}(y)} \rho(v) d v \tag{7}
\end{equation*}
$$

Of course, in here, we are considering the integral with absolutely convergence for the kernel form.

The fully general solutions of the equation (6) may be represented in the integral form

$$
\begin{equation*}
u(t, x)=\int_{0}^{+\infty} \exp \{-v t\} L_{v}(x) F(v) \rho(v) d v \tag{8}
\end{equation*}
$$

for the functions $F$ satisfying

$$
\begin{equation*}
\int_{0}^{+\infty} \exp \{-v t\}|F(v)|^{2} \rho(v) d v<\infty \tag{9}
\end{equation*}
$$

Then, the solution $u(t, x)$ of (6) satisfying the initial condition

$$
\begin{equation*}
u(0, x)=F(x) \tag{10}
\end{equation*}
$$

will be obtained by $t \rightarrow+0$ in (8) with a natural meaning. However, this point will be very delicate and we will need to consider some deep and beautiful structure. Here, (7) is a reproducing kernel and in order to analyze the logic above, we will need the theory of reproducing kernels within an essential (and beautiful) way. Indeed, in order to construct natural solutions of (1)-(2), we will need a new framework and function space.

## 2 Preliminaries on linear mappings and inversions

In order to analyze the integral transform (8) and in view to set the basic background for our purpose, we will need the essence of the theory of reproducing kernels.

We are interested in the integral transforms (8) in the framework of Hilbert spaces. Of course, we are interested in the characterization of the image functions, the consequent isometric identity like the Parseval identity and the inversion formula, basically. For these general and fundamental problems, we have a unified and fundamental method and concept in the general situation. Namely, following $[12,13,14]$, we shall recall a general theory for linear mappings in the framework of Hilbert spaces.

Let $\mathscr{H}$ be a Hilbert (possibly finite-dimensional) space. Let $E$ be an abstract set and $\mathbf{h}$ be a Hilbert $\mathscr{H}$-valued function on $E$. Then, we shall consider the linear transform

$$
\begin{equation*}
f(x)=(\mathbf{f}, \mathbf{h}(x))_{\mathscr{H}}, \quad \mathbf{f} \in \mathscr{H}, \tag{11}
\end{equation*}
$$

from $\mathscr{H}$ into the linear space $\mathscr{F}(E)$ comprising all the complex valued functions on $E$. In order to investigate the linear mapping (11), we form a positive definite quadratic form function $K(x, y)$ on $E \times E$ defined by

$$
K(x, y)=(\mathbf{h}(y), \mathbf{h}(x))_{\mathscr{H}} \quad \text { on } \quad E \times E .
$$

A complex-valued function $k: E \times E \rightarrow \mathbb{C}$ is called a positive definite quadratic form function on the set $E$, or shortly, positive definite function, when it satisfies the property that, for an arbitrary function $X: E \rightarrow \mathbb{C}$ and any finite subset $F$ of $E$,

$$
\begin{equation*}
\sum_{x, y \in F} \overline{X(x)} X(y) k(x, y) \geq 0 \tag{12}
\end{equation*}
$$

By the fundamental theorem, we know that for any positive definite quadratic form function $K$, there exists a uniquely determined reproducing kernel Hilbert space admitting the reproducing property.

Then, we obtain the following fundamental result.
Proposition 1 (cf. [12, 13, 14]).
(A) The range of the linear mapping (11) by $\mathscr{H}$ is characterized as the reproducing kernel Hilbert space $H_{K}(E)$ admitting the reproducing kernel $K(x, y)$ whose characterization is given by the two properties: $(i) K(\cdot, y) \in H_{K}(E)$ for any $y \in E$ and, (ii) for any $f \in H_{K}(E)$ and for any $x \in E,(f(\cdot), K(\cdot \cdot x))_{H_{K}(E)}=f(x)$.
(B) It holds

$$
\|f\|_{H_{K}(E)} \leq\|\mathbf{f}\|_{\mathscr{H}}
$$

Here, for any member $f$ of $H_{K}(E)$ there exists a uniquely determined $\mathbf{f}^{*} \in \mathscr{H}$ satisfying

$$
f(x)=\left(\mathbf{f}^{*}, \mathbf{h}(x)\right)_{\mathscr{H}} \quad \text { on } E
$$

and

$$
\|f\|_{H_{K}(E)}=\left\|\mathbf{f}^{*}\right\|_{\mathscr{H}} .
$$

(C) We have the inversion formula in (11) in the form

$$
\begin{equation*}
f \mapsto \mathbf{f}^{*} \tag{13}
\end{equation*}
$$

in $(B)$ by using the reproducing kernel Hilbert space $H_{K}(E)$.
However, in general, this formula (13) is not obvious. Consequently, case by case, we need different arguments to analyse it. See [13] and [14] for the details and applications. Recently, however, we obtained a very general inversion formula, based on the so-called Aveiro Discretization Method in Mathematics (cf. [2]), by using the ultimate realization of reproducing kernel Hilbert spaces that is introduced simply in the last section. In this paper, however, in order to give prototype examples with analytical nature, we shall consider the following global inversion formula in the general situation with natural assumptions.

Here we consider a concrete case of Proposition 1. In order to derive a general inversion formula widely applicable in analysis, we assume that $\mathscr{H}=L^{2}(I, d m)$ and that $H_{K}(E)$ is a closed subspace of $L^{2}(E, d \mu)$. Furthermore, below we assume that $(I, \mathscr{I}, d m)$ and $(E, \mathscr{E}, d \mu)$ are both $\sigma$-finite measure spaces and that

$$
\begin{equation*}
H_{K}(E) \hookrightarrow L^{2}(E, d \mu) \tag{14}
\end{equation*}
$$

Suppose that we are given a measurable function $h: I \times E \rightarrow \mathbb{C}$ satisfying $h_{y}=$ $h(\cdot, y) \in L^{2}(I, d m)$ for all $y \in E$. Let us set

$$
\begin{equation*}
K(x, y) \equiv\left\langle h_{y}, h_{x}\right\rangle_{L^{2}(I, d m)} \tag{15}
\end{equation*}
$$

As we have established in Proposition 1, we have

$$
\begin{equation*}
H_{K}(E) \equiv\left\{f \in \mathscr{F}(E): f(x)=\left\langle F, h_{x}\right\rangle_{L^{2}(I, d m)} \text { for some } F \in \mathscr{H}\right\} \tag{16}
\end{equation*}
$$

Let us now define

$$
\begin{equation*}
L: \mathscr{H} \rightarrow H_{K}(E)\left(\hookrightarrow L^{2}(E, d \mu)\right) \tag{17}
\end{equation*}
$$

by

$$
\begin{equation*}
L F(x) \equiv\left\langle F, h_{x}\right\rangle_{L^{2}(I, d m)}=\int_{I} F(\lambda) \overline{h(\lambda, x)} d m(\lambda), \quad x \in E \tag{18}
\end{equation*}
$$

for $F \in \mathscr{H}=L^{2}(I, d m)$, keeping in mind (14). Observe that $L F \in H_{K}(E)$.
The next result will serve to the inversion formula.
Proposition 2 (cf. [13]). Assume that $\left\{E_{N}\right\}_{N=1}^{\infty}$ is an increasing sequence of measurable subsets in E such that

$$
\begin{equation*}
\bigcup_{N=1}^{\infty} E_{N}=E \tag{19}
\end{equation*}
$$

and that

$$
\begin{equation*}
\int_{I \times E_{N}}|h(\lambda, x)|^{2} d m(\lambda) d \mu(x)<\infty \tag{20}
\end{equation*}
$$

for all $N \in \mathbb{N}$. Then we have

$$
\begin{equation*}
L^{*} f(\boldsymbol{\lambda})\left(=\lim _{N \rightarrow \infty}\left(L^{*}\left[\chi_{E_{N}} f\right]\right)(\boldsymbol{\lambda})\right)=\lim _{N \rightarrow \infty} \int_{E_{N}} f(x) h(\boldsymbol{\lambda}, x) d \mu(x) \tag{21}
\end{equation*}
$$

for all $f \in L^{2}(I, d \mu)$ in the topology of $\mathscr{H}=L^{2}(I, d m)$. Here, $L^{*} f$ is the adjoint operator of $L$, but it represents the inversion with the minimum norm for $f \in H_{K}(E)$.

Moreover, in this Proposition 2, we see that -in a very natural way- the inversion formula may be given in the strong convergence in the space $\mathscr{H}=L^{2}(I, d m)$.

## 3 Main result

Following the general theory in Section 2, we shall now build our results. Without loss of generality, we will assume that $v$ is on the positive real line.

Then, we form the reproducing kernel

$$
\begin{equation*}
\mathscr{K}(x, y ; \rho)=\int_{0}^{+\infty} L_{v}(x) \overline{L_{v}(y)} \rho(v) d v, \quad t>0, \tag{22}
\end{equation*}
$$

and consider the reproducing kernel Hilbert space $H_{\mathscr{K}(\rho)}\left(\mathbb{R}^{+}\right)$admitting the kernel $\mathscr{K}(x, y ; \rho)$. Here, we assume that the kernel form converges in the absolute sense. In particular, note that

$$
\mathscr{K}_{t}(x, y ; \rho) \in H_{\mathscr{K}(\rho)}\left(\mathbb{R}^{+}\right), \quad y>0
$$

Then, we obtain the main theorem in this paper:
Theorem 1. For any member $f \in H_{\mathscr{K}(\rho)}\left(\mathbb{R}^{+}\right)$, the solution $u_{f}(t, x)$ of the initial value problem, for $t>0$,

$$
\begin{equation*}
\left(\partial_{t}+I_{x}\right) u_{f}(t, x)=0 \tag{23}
\end{equation*}
$$

satisfying the initial value condition

$$
\begin{equation*}
u_{f}(0, x)=f(x) \tag{24}
\end{equation*}
$$

exists and it is given by

$$
\begin{equation*}
u_{f}(t, x)=\left(f(\cdot), \mathscr{K}_{t}(\cdot, x ; \rho)\right)_{H_{\mathscr{K}(\rho)}\left(\mathbb{R}^{+}\right)} . \tag{25}
\end{equation*}
$$

Here, the meaning of the initial value (24) is given by

$$
\begin{align*}
\lim _{t \rightarrow+0} u_{f}(t, x) & =\lim _{t \rightarrow+0}\left(f(\cdot), \mathscr{K}_{t}(\cdot, x ; \rho)\right)_{H_{\mathscr{K}(\rho)}\left(\mathbb{R}^{+}\right)} \\
& =(f(\cdot), \mathscr{K}(\cdot, x ; \rho))_{H_{\mathscr{K}(\rho)}\left(\mathbb{R}^{+}\right)} \\
& =f(x), \tag{26}
\end{align*}
$$

whose existence is ensured and the limit is the uniformly convergence on any subset of $\mathbb{R}^{+}$such that $\mathscr{K}(x, x ; \rho)$ is bounded.

The uniqueness property of the initial value problem is depending on the completeness of the family of functions

$$
\begin{equation*}
\left\{\mathscr{K}_{t}(\cdot, x ; \rho): x \in \mathbb{R}^{+}\right\} \tag{27}
\end{equation*}
$$

in $H_{\mathscr{K}(\rho)}\left(\mathbb{R}^{+}\right)$.
Before starting with the proof of the Theorem some remarks are in order. In our theorem, the complete property of the solutions $u_{f}(t, x)$ of (23) and (24) satisfying the initial value $f$ may be derived by the reproducing kernel Hilbert space admitting the kernel

$$
\begin{equation*}
k(x, t ; y, \tau ; \rho):=\left(\mathscr{K}_{\tau}(\cdot, y ; \rho), \mathscr{K}_{t}(\cdot, x ; \rho)\right)_{H_{\mathscr{K}(\rho)}\left(\mathbb{R}^{+}\right)} . \tag{28}
\end{equation*}
$$

In our method, we see that the existence problem of the initial value problem is based on the eigenfunctions and we are constructing the desired solution satisfying the desired initial condition. For a larger knowledge for the eigenfunctions we can consider a more general initial value problem.

Furthermore, by considering the linear mapping of (25) with various situations, we will be able to obtain various inverse problems looking for the initial values $f$ from the various output data of $u_{f}(t, x)$.

Proof (of Theorem 1). In first place, note that the kernel $\mathscr{K}_{t}(x, y ; \rho)$ satisfies the operator equation (23) for any fixed $y$, because the functions

$$
\exp \{-v t\} L_{v}(x)
$$

satisfy the operator equation and it is the summation. Similarly, the function $u_{f}(t, x)$ defined by (25) is the solution of the operator equation (23).

Secondly, in order to see the initial value problem, we note the important general property

$$
\begin{equation*}
\mathscr{K}_{t}(x, y ; \rho) \ll \mathscr{K}(x, y ; \rho) \tag{29}
\end{equation*}
$$

that is, $\mathscr{K}(x, y ; \rho)-\mathscr{K}_{t}(x, y ; \rho)$ is a positive definite quadratic form function. Moreover, we have

$$
H_{\mathscr{K}_{t}(\rho)} \subset H_{\mathscr{K}(\rho)}\left(\mathbb{R}^{+}\right)
$$

and for any function $f \in H_{\mathscr{K}_{t}(\rho)}$

$$
\|f\|_{H_{\mathscr{K}(\rho)}\left(\mathbb{R}^{+}\right)}=\lim _{t \rightarrow+0}\|f\|_{H_{\mathscr{X}_{t}(\rho)}}
$$

in the sense of non-decreasing norm convergence (see [1]). In order to see the crucial point in (26), note that

$$
\begin{aligned}
\| \mathscr{K}(y, x ; \rho) & -\mathscr{K}_{t}(y, x ; \rho) \|_{H_{\mathscr{K}(\rho)}\left(\mathbb{R}^{+}\right)}^{2} \\
& =\mathscr{K}(x, x ; \rho)-2 \mathscr{K}_{t}(x, x ; \rho)+\left\|\mathscr{K}_{t}(y, x ; \rho)\right\|_{H_{\mathscr{K}(\rho)}\left(\mathbb{R}^{+}\right)}^{2} \\
& \leq \mathscr{K}(x, x ; \rho)-2 \mathscr{K}_{t}(x, x ; \rho)+\left\|\mathscr{K}_{t}(y, x ; \rho)\right\|_{H_{\mathscr{K}_{t}(\rho)}} \\
& =\mathscr{K}(x, x ; \rho)-\mathscr{K}_{t}(x, x ; \rho),
\end{aligned}
$$

that converses to zero as $t \rightarrow+0$. We thus obtain the desired limit property in the theorem.

Finally, the uniqueness property of the initial value problem follows from (25) easily.

## 4 Examples

At first, we shall consider the typical and famous Lalesco-Picard equation:

$$
\begin{equation*}
y(x)-\lambda \int_{-\infty}^{\infty} e^{-|x-t|} y(t) d t=0, \quad \lambda>0 . \tag{30}
\end{equation*}
$$

Then, we know the general solution

$$
\begin{equation*}
y(x)=C_{1} \exp (x \sqrt{1-2 \lambda})+C_{2} \exp (-x \sqrt{1-2 \lambda}), \quad 0<\lambda<\frac{1}{2}, \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
y(x)=C_{1} \cos (x \sqrt{1-2 \lambda})+C_{2} \sin (x \sqrt{1-2 \lambda}), \quad \frac{1}{2}<\lambda, \tag{32}
\end{equation*}
$$

(see [7, 11]).

From the results, we can consider the four eigenfunctions and eigenvalues groups; so, without loss of generality, we shall consider the case, for

$$
\begin{equation*}
y_{\lambda}(x)=\exp (-x \sqrt{1-2 \lambda}) \tag{33}
\end{equation*}
$$

in which we have

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-|x-t|} y_{\lambda}(t) d t=\frac{1}{\lambda} y_{\lambda}(x), \quad 0<\lambda<\frac{1}{2} \tag{34}
\end{equation*}
$$

Therefore, by a suitable weight $\rho$, we shall consider the reproducing kernel

$$
\begin{equation*}
\int_{0}^{1 / 2} \exp (-y \sqrt{1-2 \lambda}) \exp (-x \sqrt{1-2 \lambda}) \rho(\lambda) d \lambda \tag{35}
\end{equation*}
$$

Note that we can consider many weights $\rho$, however, as the simplest case, we obtain the reproducing kernel

$$
\begin{align*}
K(x, y) & =\int_{0}^{1 / 2} \exp (-y \sqrt{1-2 \lambda}) \exp (-x \sqrt{1-2 \lambda}) \frac{1}{\sqrt{1-2 \lambda}} d \lambda \\
& =\frac{1}{x+y}\left(1-e^{-x} e^{-y}\right) \tag{36}
\end{align*}
$$

Now, we are interested in the integral transform

$$
\begin{equation*}
f(x)=\int_{0}^{1 / 2} F(\lambda) \exp (-x \sqrt{1-2 \lambda}) \frac{1}{\sqrt{1-2 \lambda}} d \lambda \tag{37}
\end{equation*}
$$

for the functions $F$ satisfying the conditions

$$
\begin{equation*}
\int_{0}^{1 / 2}|F(\lambda)|^{2} \frac{1}{\sqrt{1-2 \lambda}} d \lambda<\infty \tag{38}
\end{equation*}
$$

Note that for the kernel form

$$
\begin{equation*}
\frac{1}{z+\bar{u}}, \quad z=x+i y \tag{39}
\end{equation*}
$$

on the right half complex plane, this reproducing kernel is the Szegö kernel and for the image of the integral transform

$$
\begin{equation*}
f(z)=\int_{0}^{\infty} e^{-\lambda z} F(\lambda) d \lambda \tag{40}
\end{equation*}
$$

for the $L_{2}(0, \infty)$ functions $F(\boldsymbol{\lambda})$, we obtain the isometric identity

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\infty}^{+\infty}|f(i y)|^{2} d y=\int_{0}^{\infty}|F(\lambda)|^{2} d \lambda \tag{41}
\end{equation*}
$$

Here, $f(i y)$ means the Fatou's non-tangential boundary values of the Szegö space of analytic functions on the right hand half complex plane.

From the relation for analytic extension

$$
\begin{equation*}
K(z, \bar{u}) \ll \frac{1}{z+\bar{u}} \tag{42}
\end{equation*}
$$

(in the sense that the right hand side minus the left hand side is a positive definite quadratic form function), we see that the admissible reproducing kernel Hilbert spaces $H_{K}$ and $H_{S}$ have the inclusion relation as functions

$$
\begin{equation*}
H_{K} \subset H_{S} \tag{43}
\end{equation*}
$$

and we have the norm inequality, for any $f \in H_{K}$,

$$
\begin{equation*}
\|f\|_{H_{S}} \leq\|f\|_{H_{K}} \tag{44}
\end{equation*}
$$

The space $H_{K}$ is a subspace of the Szegö space $H_{S}$ and so we can use the Szegö space $H_{S}$ for the isometric identity and inversion formula. For extra details on these general properties, see [13]. As the conclusions, we see that the image $f(x)$ of the integral transform (37) is extensible analytically onto the right half complex plane as $f(z), z=x+i y$, and we obtain the norm inequalities

$$
\begin{equation*}
\int_{0}^{1 / 2}|F(\lambda)|^{2} \frac{1}{\sqrt{1-2 \lambda}} d \lambda \leq \frac{1}{2 \pi} \int_{-\infty}^{+\infty}|f(i y)|^{2} d y \tag{45}
\end{equation*}
$$

Furthermore, we obtain the inversion formula in the space satisfying (38)

$$
\begin{equation*}
F(\lambda)=\int_{-\infty}^{\infty} f(i y) \exp (-i y \sqrt{1-2 \lambda}) d y \tag{46}
\end{equation*}
$$

For other eigenfunctions, we can obtain similar results. For other weighted functions, we can obtain more complicated results; see [13] for consequent details.

Next, as a typical example of Volterra integral equations, we shall consider, the Dixon's equation

$$
\begin{equation*}
y(x)-\lambda \int_{0}^{x} \frac{y(t) d t}{x+t}=f(x), \quad \lambda>0 \tag{47}
\end{equation*}
$$

For the homogeneous case of $f \equiv 0$, we know the solutions

$$
\begin{equation*}
y(x)=C x^{\beta} ; \quad \beta>-1, \tag{48}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda=\frac{1}{I(\beta)} ; \quad I(\beta)=\int_{0}^{1} \frac{\xi^{\beta} d \xi}{1+\xi} \tag{49}
\end{equation*}
$$

(cf. [11], p. 136). Therefore, for the integral operator

$$
\begin{equation*}
\int_{0}^{x} \frac{y(t) d t}{x+t} \tag{50}
\end{equation*}
$$

we have the eigenfunctions and eigenvalues

$$
\begin{equation*}
y(t)=I(\lambda) t^{\lambda}, \quad \lambda>-1 \tag{51}
\end{equation*}
$$

Thus, we obtain the related reproducing kernel, for $0<x, y<1$, for example,

$$
\begin{align*}
K(x, y) & =\int_{-1}^{\infty} x^{\lambda} y^{\lambda} d \lambda \\
& =-\frac{1}{\ln x y} \frac{1}{x y} \tag{52}
\end{align*}
$$

The property of the integral transform

$$
\begin{equation*}
f(x)=\int_{-1}^{\infty} x^{\lambda} F(\lambda) d \lambda \tag{53}
\end{equation*}
$$

for the functions $F$ satisfying

$$
\begin{equation*}
\int_{-1}^{\infty}|F(\lambda)|^{2} d \lambda<\infty \tag{54}
\end{equation*}
$$

will be involved. However, we see that the image $f$ is extensible analytically onto the complex plane cutted by the half real line $(-\infty, 0]$.

By the complex conformal mapping $W=\log z$, the image $f(z)=f\left(e^{w}\right)$ of (53) may be discussed by the Szegö space on the strip domain

$$
\left\{\mathfrak{I} w<\frac{\pi}{2}\right\}
$$

At last, as a typical example of singular integral equations, we shall consider the Tricomi equation

$$
\begin{equation*}
y(x)-\lambda \int_{0}^{1}\left(\frac{1}{t-x}+\frac{1}{x+t-2 x t}\right) y(t) d t=f(x), \quad \lambda>0 . \tag{55}
\end{equation*}
$$

For the homogeneous case of $f \equiv 0$, we know the solutions

$$
\begin{equation*}
y(x)=C \frac{(1-x)^{\beta}}{x^{1+\beta}} ; \quad \tan \frac{\beta \pi}{2}=\lambda \pi, \quad-2<\beta<0 \tag{56}
\end{equation*}
$$

(cf. [11], p. 769). Therefore, for the integral operator

$$
\begin{equation*}
\int_{0}^{1}\left(\frac{1}{t-x}+\frac{1}{x+t-2 x t}\right) y(t) d t \tag{57}
\end{equation*}
$$

we have the eigenfunctions and eigenvalues

$$
\begin{equation*}
y(t)=\frac{1}{\lambda} \frac{(1-x)^{\frac{2}{\pi} \arctan \pi \lambda}}{x^{1+\frac{2}{\pi}} \arctan \pi \lambda} . \tag{58}
\end{equation*}
$$

Therefore, we obtain the related reproducing kernel, for $0<x, y<1$ and for example, for $0<\lambda<\infty$ :

$$
\begin{align*}
K(x, y) & =\int_{0}^{\infty} \frac{(1-x)^{\frac{2}{\pi} \arctan \pi \lambda}}{x^{1+\frac{2}{\pi} \arctan \pi \lambda}} \frac{(1-y)^{\frac{2}{\pi} \arctan \pi \lambda}}{y^{1+\frac{2}{\pi}} \arctan \pi \lambda} d \lambda \\
& =\frac{1}{2} \int_{0}^{1} \frac{(1-x)^{\xi}}{x^{1+\xi}} \frac{(1-y)^{\xi}}{y^{1+\xi}} \sec ^{2} \frac{\pi \xi}{2} d \xi \tag{59}
\end{align*}
$$

As typical integral equations, we stated the above three integral equations. However, we can consider many and many different integral equations, and the eigenfunctions structures will be mysterious deep and we are requested to analyze their structures and the corresponding integral transforms. Furthermore, we are particularly interested in kernel form integrals. To this end, the great book [11] presents a huge range of possibilities.

## 5 Concrete realization of the reproducing kernel Hilbert paces

In Section 4, we can consider many concrete forms of the reproducing kernels and among those we have very complicated structures of the related reproducing kernel Hilbert spaces. Even just from the point of view of the theory of reproducing kernels, their realizations will give interesting research topics that are requested separate papers.

We were able to realize the important reproducing kernel Hilbert spaces concretely and analytically. However, for many kernels their realizations will be complicated. Despite this difficulty, it is clear that the concrete forms of the reproducing kernels will be very important and interested by themselves.

Meanwhile, we are also interested in the kernel forms $\mathscr{K}_{t}$ and $k$. These calculations will create a new and large field in integral formulas.

As explained, we have to analyze and realize the corresponding reproducing kernel Hilbert spaces. However, we can also apply quite general formula by the Aveiro discretization method exposed in $[2,3]$. In these papers, numerical experiments are also given based on the following result:
Proposition 3. (Ultimate realization of reproducing kernel Hilbert spaces). In our general situation and for a uniqueness set $\left\{p_{j}\right\}$ for the reproducing kernel Hilbert space $H_{K}$ of the set E satisfying the linearly independence of $K\left(\cdot, p_{j}\right)$ for any finite number of the points $p_{j}$, we obtain

$$
\begin{equation*}
\|f\|_{H_{K}}^{2}=\left\|\mathbf{f}^{*}\right\|_{\mathscr{H}}^{2}=\lim _{n \rightarrow \infty} \sum_{j=1}^{n} \sum_{j^{\prime}=1}^{n} f\left(p_{j}\right) \widetilde{a_{j j^{\prime}}} \overline{f\left(p_{j^{\prime}}\right)} \tag{60}
\end{equation*}
$$

Here, $\widetilde{a_{j j^{\prime}}}$ is the element of the complex conjugate inverse of the positive definite Hermitian matrix formed by

$$
a_{j j^{\prime}}=K\left(p_{j}, p_{j^{\prime}}\right)
$$

In this Proposition, for the uniqueness set of the space, if the reproducing kernel is analytical, then, the criteria will be very simple by the identity theorem of analytic functions. For the Sobolev space cases, we have to consider some dense subset of $E$ for the uniqueness set. Meanwhile, the linearly independence will be easily derived from the integral representations of the kernels.

From the great mathematicians books [5, 6, 8, 9, 10], we can find many and many concrete problems among partial differential equations, eigenfunctions, integral transforms and reproducing kernels which are admitting the application of these results.
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