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Resumo Nos dias de hoje assistimos a uma grande evolução no mundo da tec-
nologia e das redes sem fios. Os dispositivos eletrónicos possuem cada
vez mais capacidades e recursos, o que torna os utilizadores também
cada vez mais exigentes. A necessidade de estar permanentemente
ligado a uma rede global leva a que cada vez existam mais pontos de
acesso à internet para as pessoas estarem em constante interação com
o mundo.
As redes veiculares surgiram para suportar aplicações de segurança
rodoviária e para melhorar o fluxo rodoviário nas estradas, mas agora
são também vistas como uma forma de proporcionar entretenimento
aos utilizadores presentes nos véıculos.

Apesar de todos os avanços na área de redes veiculares ainda existem
muitos desafios para serem resolvidos. A presença de infraestrutura
dedicada para as redes veiculares ainda não é muito vasta, o que leva
a ser necessário a utilização de hotspots Wi-Fi e de rede celular como
redes de acesso.
Para fazer toda a gestão da mobilidade e também para manter a ligação
do utilizador ativa é necessário utilizar um protocolo de mobilidade.
Tendo em conta também o grande número de pontos de acesso pre-
sentes ao alcance de um véıculo numa cidade por exemplo, seria útil
poder usufruir de todos os recursos dispońıveis de modo a melhorar
toda a rede veicular, quer para os utilizadores quer para os operadores.
O conceito de multihoming permite usufruir de todos os recursos viáveis
ao alcance de um véıculo, através de ligações simultâneas.

Esta dissertação tem como objetivos a integração de um protocolo de
mobilidade, o protocolo Network-Proxy Mobile IPv6, com uma abor-
dagem de multihoming por pacote, de modo a aumentar o desempenho
da rede véıcular através da utilização de mais recursos em simultâneo,
o suporte de comunicações em multi-hop, a capacidade de fornecer
acesso à internet para os utilizadores das redes veiculares, e a inte-
gração do protocolo desenvolvido num ambiente veicular, com as tec-
nologias de rede WAVE, Wi-Fi e celular.

Os testes realizados focaram-se nas caracteŕısticas de multihoming im-
plementadas e na utilização da rede veicular através uma rede IPv4 para
os utilizadores comuns. Os resultados obtidos mostram que a adição
de multihoming ao protocolo de mobilidade melhora o desempenho
da rede e oferece uma melhor gestão dos recursos dispońıveis. Além
disso, os resultados mostram também a correta operação do protocolo
desenvolvido num ambiente veicular.





Keywords Multihoming, Vehicular Ad-Hoc Networks, Mobility, IEEE 802.11p, Wi-
fi, Cellular Networks, N-PMIPv6

Abstract Nowadays there is a huge evolution in the technological world and in
the wireless networks. The electronic devices have more capabilities
and resources over the years, which makes the users more and more
demanding. The necessity of being connected to the global world leads
to the arising of wireless access points in the cities to provide internet
access to the people in order to keep the constant interaction with the
world.
Vehicular networks arise to support safety related applications and to
improve the traffic flow in the roads; however, nowadays they are also
used to provide entertainment to the users present in the vehicles. The
best way to increase the utilization of the vehicular networks is to give
to the users what they want: a constant connection to the internet.

Despite of all the advances in the vehicular networks, there were sev-
eral issues to be solved. The presence of dedicated infrastructure to
vehicular networks is not wide yet, which leads to the need of using the
available Wi-Fi hotspots and the cellular networks as access networks.

In order to make all the management of the mobility process and to
keep the user’s connection and session active, a mobility protocol is
needed. Taking into account the huge number of access points present
at the range of a vehicle for example in a city, it will be beneficial to take
advantage of all available resources in order to improve all the vehicular
network, either to the users and to the operators. The concept of
multihoming allows to take advantage of all available resources with
multiple simultaneous connections.

This dissertation has as objectives the integration of a mobility proto-
col, the Network-Proxy Mobile IPv6 protocol, with a host-multihoming
per packet solution in order to increase the performance of the network
by using more resources simultaneously, the support of multi-hop com-
munications, either in IPv6 or IPv4, the capability of providing internet
access to the users of the network, and the integration of the devel-
oped protocol in the vehicular environment, with the WAVE, Wi-Fi and
cellular technologies.

The performed tests focused on the multihoming features implemented
on this dissertation, and on the IPv4 network access for the normal
users. The obtained results show that the multihoming addition to
the mobility protocol improves the network performance and provides
a better resource management. Also, the results show the correct
operation of the developed protocol in a vehicular environment.





Contents

Contents i

List of Figures v

List of Tables vii

Acronyms ix

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objectives and Contributions . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Document Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 State of the art 5
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Vehicular Ad-Hoc NETworks (VANETs) . . . . . . . . . . . . . . . . . . . 5

2.2.1 Characteristics of Vehicular Ad-Hoc NETworks (VANETs) . . . . . 6
2.2.2 Network Architectures . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.3 Specific Equipment . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.4 Addressing Essentials . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.5 Vehicular Ad-Hoc NETworks (VANETs) Applications and Services 10

2.3 Network Access Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.1 Dedicated Short-Range Communications (DSRC) Allocated Spectrum 11
2.3.2 IEEE 802.11 p (WAVE) . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.3 Multi-Technology Approach . . . . . . . . . . . . . . . . . . . . . . 14

2.4 Mobility Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.1 Mobile Internet Protocol version 6 (MIPv6) . . . . . . . . . . . . . 16

2.4.1.1 Basic Concepts and Terminology . . . . . . . . . . . . . . 16
2.4.1.2 Protocol Operation Method . . . . . . . . . . . . . . . . . 18

2.4.2 Proxy Mobile Internet Protocol version 6 (PMIPv6) . . . . . . . . . 19
2.4.2.1 Basic Concepts and Terminology . . . . . . . . . . . . . . 19
2.4.2.2 Protocol Operation Method . . . . . . . . . . . . . . . . . 20

2.4.3 NEtwork MObility (NEMO) . . . . . . . . . . . . . . . . . . . . . . 21

i



2.4.3.1 Basic Concepts and Terminology . . . . . . . . . . . . . . 22
2.4.3.2 Protocol Operation Method . . . . . . . . . . . . . . . . . 23

2.4.4 Network-Proxy Mobile Internet Protocol version 6 (N-PMIPv6) . . 24
2.4.4.1 Protocol Operation Method . . . . . . . . . . . . . . . . . 24

2.5 Multihoming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5.1 Stream Control Transmission (SCTP) . . . . . . . . . . . . . . . . . 27
2.5.2 Shim6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5.3 Multihoming extension for Host Identity Protocol (HIP) . . . . . . 29
2.5.4 Proxy-based Multihoming Extension for PMIPv6 . . . . . . . . . . 29

2.6 Chapter Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3 Mobility and Multihoming Base Work 31
3.1 Mobility Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Previous PMIPv6 Implementation . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 N-PMIPv6 Implementation Used as Starting Point . . . . . . . . . . . . . 33

3.3.1 Main Modifications . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.2 N-PMIPv6 Operation . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3.2.1 LMA Operation . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.2.2 MAG and mMAG Operation . . . . . . . . . . . . . . . . 36

3.3.3 N-PMIPv6 Network Abstraction . . . . . . . . . . . . . . . . . . . . 38
3.4 Multihoming Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5 Proposed Multihoming Architecture . . . . . . . . . . . . . . . . . . . . . . 40
3.6 Integration of multihoming with the Mobility Protocol PMIPv6 . . . . . . 42

3.6.1 PMIPv6 Main Modifications . . . . . . . . . . . . . . . . . . . . . . 42
3.6.2 Multihoming Framework . . . . . . . . . . . . . . . . . . . . . . . . 42

3.6.2.1 LMA New Entities and Operation . . . . . . . . . . . . . 43
3.6.2.2 MAG New Entities and Operation . . . . . . . . . . . . . 45
3.6.2.3 User Information Server (UIS) . . . . . . . . . . . . . . . . 45

3.7 Chapter Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4 Multihoming and N-PMIPv6 Integration 47
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Mobility Connection Manager . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.2.1 Connection Manager Operation . . . . . . . . . . . . . . . . . . . . 49
4.3 Integration of Multihoming with the Mobility Protocol N-PMIPv6 . . . . . 50

4.3.1 Multi-hop Support . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.2 IPv4 over IPv6 Internet Support . . . . . . . . . . . . . . . . . . . 54

4.3.2.1 Router Advertisement Messages Handler . . . . . . . . . . 56
4.3.3 Uplink Multihoming Base Support . . . . . . . . . . . . . . . . . . 58
4.3.4 Cellular Support . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.4 Network Mobility Protocol with Multihoming Support Overview . . . . . . 60
4.5 Multihoming Connection Manager Extensions . . . . . . . . . . . . . . . . 63
4.6 Integration of the Developed Features in Both Dissertations . . . . . . . . 65

ii



4.7 Chapter Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5 Implementation 67
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.2 Cross Compiling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3 Mobility Connection Manager . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.3.1 Packet Analyser and Interface Configuration Module . . . . . . . . 68
5.3.2 IEEE 802.11p/IEEE 802.11g Network Scan and Connection Module 69

5.4 Integration of the Multihoming Entities in N-PMIPv6 . . . . . . . . . . . . 70
5.4.1 Communication between different multihoming entities . . . . . . . 70
5.4.2 Radius Authentication Alternative Method . . . . . . . . . . . . . . 70
5.4.3 IEEE 802.11p Incompatibilities with PCAP Tool . . . . . . . . . . 71
5.4.4 Multihoming FM Entity Flow Analysis . . . . . . . . . . . . . . . . 71
5.4.5 IP Replication Process . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.5 Multi-hop Support and Encapsulated Flow Analysis . . . . . . . . . . . . . 72
5.6 IPv4 over IPv6 Internet Support . . . . . . . . . . . . . . . . . . . . . . . . 73
5.7 Uplink Multihoming Tunnels and Cellular Extensions on Multihoming Con-

nection Manager . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.8 Chapter Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

6 Evaluation of Developed Protocol 79
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.2 Testbeds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.2.1 Equipment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.2.2 Testbed implementation . . . . . . . . . . . . . . . . . . . . . . . . 81

6.2.2.1 Laboratory Testbeds . . . . . . . . . . . . . . . . . . . . . 82
6.2.2.2 Real World Testbed . . . . . . . . . . . . . . . . . . . . . 85

6.3 Methodologies and Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.4 Experimental Results of Lab Testbeds . . . . . . . . . . . . . . . . . . . . 88

6.4.1 Tests and Results on Lab Testbed 1 . . . . . . . . . . . . . . . . . . 89
6.4.2 Tests and Results on Lab Testbed 2 . . . . . . . . . . . . . . . . . . 93
6.4.3 Tests and Results on Lab Testbed 3 . . . . . . . . . . . . . . . . . . 96
6.4.4 Tests and Results on Real World Testbed 4 . . . . . . . . . . . . . 100

6.5 Chapter Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

7 Conclusions and Future Work 103
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

Bibliography 107

iii



iv



List of Figures

1.1 Vehicular Environment with Multihoming and Multi-hop . . . . . . . . . . 2

2.1 Three categories of VANET network architecture [1] . . . . . . . . . . . . . 7
2.2 On-Board Unit (On-Board Unit (OBU)): NetRider . . . . . . . . . . . . . 9
2.3 Warning Message Application on Vehicular Ad-Hoc NETworks (VANETs) 10
2.4 Dedicated Short-Range Communications (DSRC) channel allocation [2] . . 12
2.5 IEEE 802.11 p (WAVE) protocol stack [3] . . . . . . . . . . . . . . . . . . 13
2.6 MIPv6 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.7 PMIPv6 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.8 PMIPv6 Registration Signalling Flow . . . . . . . . . . . . . . . . . . . . . 22
2.9 NEMO Basic Mechanism [4] . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.10 N-PMIPv6 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.11 Shim6 Operation [5] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.1 N-PMIPv6 mobility protocol features developed on [6] . . . . . . . . . . . . 32
3.2 LMA operation flow diagram based on [6] . . . . . . . . . . . . . . . . . . 35
3.3 Mobile Access Gateway (MAG) and mobile MAG (mMAG) operation flow

diagram based on [6] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 N-PMIPv6 Network Abstraction based on [6] . . . . . . . . . . . . . . . . . 39
3.5 Multihoming Architecture[7] . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.6 Multihoming Framework[7] . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.7 Local Mobility Anchor (LMA) flow diagram . . . . . . . . . . . . . . . . . 44

4.1 Mobility Connection Manager Operation Flow Diagram . . . . . . . . . . . 49
4.2 Possible Multihoming Scenario in this Stage . . . . . . . . . . . . . . . . . 52
4.3 Multi-hop communications with two vehicles . . . . . . . . . . . . . . . . . 52
4.4 Multi-hop and Multihoming Network . . . . . . . . . . . . . . . . . . . . . 53
4.5 IPv4 Internet Access to Users on Vehicles . . . . . . . . . . . . . . . . . . . 55
4.6 RA handler flow process . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.7 RS handler flow process . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.8 Cellular Network Utilization Scenario . . . . . . . . . . . . . . . . . . . . . 59
4.9 Mobility Protocol with Multihoming Support Scenario . . . . . . . . . . . 61
4.10 Single-hop Signalling Flow and Operation Process . . . . . . . . . . . . . . 62

v



4.11 Multi-hop Signalling Flow and Operation Process . . . . . . . . . . . . . . 63
4.12 Cellular Extension to Multihoming Connection Manager Flow . . . . . . . 64

5.1 IPv6 Encapsulation Process . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2 Cellular connection between an mMAG and an MAG . . . . . . . . . . . . 76

6.1 WAVE Shared Medium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.2 Lab Testbed 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.3 Lab Testbed 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.4 Lab Testbed 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.5 Equipment Used on Real World Testbed . . . . . . . . . . . . . . . . . . . 85
6.6 Map of Real World Testbed . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.7 Real World Testbed 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.8 Throughput on Lab Testbed 1 with Equal Division Rule . . . . . . . . . . 90
6.9 Throughput on Lab Testbed 1 with Optimized Division Rule . . . . . . . . 90
6.10 Delay on Lab Testbed 1 with Equal Division Rule . . . . . . . . . . . . . . 91
6.11 Delay on Lab Testbed 1 with Optimized Division Rule . . . . . . . . . . . 91
6.12 Packet Loss on Lab Testbed 1 with Equal Division Rule . . . . . . . . . . . 92
6.13 Packet Loss on Lab Testbed 1 with Optimized Division Rule . . . . . . . . 93
6.14 Throughput on Lab Testbed 2 with Optimized Division Rule . . . . . . . . 94
6.15 Packet Loss on Lab Testbed 2 with Optimized Division Rule . . . . . . . . 95
6.16 Delay on Lab Testbed 2 with Optimized Division Rule . . . . . . . . . . . 96
6.17 6 Mbits/s IPv4 Flows in single-hop on Lab Testbed 3 with Optimized Divi-

sion Rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.18 12 Mbits/s IPv4 Flows in single-hop on Lab Testbed 3 with Optimized

Division Rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.19 IPv4 Flows in single-hop on Lab Testbed 3 with Optimized Division Rule . 98
6.20 6 Mbits/s IPv4 Flows in multi-hop on Lab Testbed 3 with Optimized Divi-

sion Rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.21 12 Mbits/s IPv4 Flows in multi-hop on Lab Testbed 3 with Optimized Di-

vision Rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.22 IPv4 Flows in multi-hop on Lab Testbed 3 with Optimized Division Rule . 100
6.23 IPv6 Flow on Real World Testbed 4 in Single-hop and Multi-hop . . . . . . 101

vi



List of Tables

6.1 Testbed Equipment Characteristics part 1 . . . . . . . . . . . . . . . . . . 80
6.2 Testbed Equipment Characteristics part 2 . . . . . . . . . . . . . . . . . . 81

vii



viii



Acronyms

AP Access Point

AR Access Router

BA Binding Acknowledgement

BCE Binding Cache Entry

BSS Basic Service Set

BU Binding Update

CSMA/CA Carrier Sense Multiple Access with Collision Avoidance

CCA Cooperative Collision Avoidance

CPU Central Processing Unit

CoA Care-of Address

CN Correspondent Node

DSRC Dedicated Short-Range Communications

D-ITG Distributed Internet Traffic Generator

DHCPD Dynamic Host Configuration Protocol Daemon

DNS Domain Name System

EWM Emergency Warning Message

FCC Federal Communications Commission

FCE Flow Cache Entry

FM Flow Manager

FN Foreign Network

ix



GPS Global Position System

HA Home Agent

Hostapd Host access point daemon

HN Home Network

HNP Home Network Prefix

HIP Host Identity Protocol

ICMP Internet Control Message Protocol

IM Information Manager

IEEE Institute of Electrical and Electronics Engineers

IETF Internet Engineering Task Force

IPv4 Internet Protocol version 4

IPv6 Internet Protocol version 6

ISP Internet Service Provider

ITS Intelligent Transportation Systems

LFN Local Fixed Node

LMA Local Mobility Anchor

MA Mobility Agent

MAC Media Access Control

MAG Mobile Access Gateway

mMAG mobile MAG

MANET Mobile Ad-Hoc NETwork

MIPv6 Mobile Internet Protocol version 6

MN Mobile Node

MNN Mobile Network Node

MN-HNP Mobile Node’s Home Network Prefix

MN-ID Mobile Node IDentifier

x



MNN Mobile Network Node

MNP Mobile Network Prefix

MR Mobile Router

NA Neighbor Advertisement

NAT Network Address Translation

NIS Network Information Server

NEMO NEtwork MObility

N-PMIPv6 Network-Proxy Mobile Internet Protocol version 6

NS Neighbor Solicitation

OAI Open Air Interface

OBU On-Board Unit

pps packets per second

PBA Proxy Binding Acknowledgement

PBU Proxy Binding Update

PMIPv6 Proxy Mobile Internet Protocol version 6

PoA Point-of-Attachment

PoAs Points-of-Attachment

PPP Point-to-Point Protocol

Proxy-CoA Proxy Care-of Address

QoS Quality of Service

RA Router Advertisement

REAP REAchability Protocol

RS Router Solicitation

RSSI Radio Signal Strength Indicator

RSU Road Side Unit

SBC Single-Board Computer

xi



SCTP Stream Control Transmission

TCP Transmission Control Protocol

TM Terminal Manager

UDP User Datagram Protocol

UIS User Information Server

ULID Upper-Layer IDentifier

UCE User Cache Entry

V2I Vehicle-to-Infrastructure

V2V Vehicle-to-Vehicle

VANET Vehicular Ad-Hoc NETwork

VMN Visiting Mobile Node

WAVE IEEE 802.11 p

WBSS WAVE Basic Service Set

Wi-Fi IEEE 802.11 a/g/n

WLAN Wireless Local Area Network

WSMP WAVE Short Message Protocol

xii



Chapter 1

Introduction

1.1 Motivation

Being connected is a necessity nowadays. People want to be connected in any place,
at any time, in order to chat, download files or simply surf on the internet. With cellular
networks of last generation this is possible in almost every place, but the high costs of
utilization and the velocity of the connection are still a problem. Another option is to use
the Wi-Fi hotspots deployed on the big cities to connect to the internet, but it has some
restrictions like the lack of handover capabilities and the short coverage area of the access
points.

Nowadays the vehicles may be used to give support to some safety vehicular applications
and to provide internet to the users through a vehicular network. They can connect to
other vehicles or to infrastructure and keep a constant internet connection to the users
inside the vehicles. The equipment placed inside the vehicles may have multiple network
interfaces of diverse technologies, such as WAVE, IEEE 802.11 a/g/n (Wi-Fi) and cellular.
There is already implemented a vehicular network in the city of Porto, Portugal, capable
of providing vehicular applications such as sensors related applications and internet access
to the people of the city.

With the widespread availability resources in our days, it is raised the question: ”Why
not take advantage of all available network resources instead of only use one Point-of-
Attachment (PoA) at a time?”. Multihoming appears to answer this question. The use
of multihoming provides a better use of the available resources allowing the devices to be
connected to more than one access network simultaneously, which brings benefits to the
user and to the operator.

To enable the dynamics of communication while moving, the vehicular networks need a
mobility protocol in order to make the management of the user’s mobility and to provide the
constant connectivity. Our purpose is to integrate multihoming in the mobility protocol,
making possible to take advantage of all the available network resources in range of a
vehicle, no matter what technology they use as long as it is supported by the equipment
placed in the vehicle.
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A mobility protocol capable of supporting full network mobility has been implemented
and tested in a previous work [6], and it was chosen to be the base mobility protocol in this
dissertation due to the successful tests on a real vehicular environment. A multihoming
architecture integrated with the PMIPv6 mobility protocol developed in our group [7]
was chosen to be integrated with the base mobility protocol in order to obtain a mobility
protocol with multihoming support.

There is already a full network mobility protocol implemented and working in the real
vehicular network, but that protocol does not have multihoming capabilities. The main
motivation of this dissertation is the implementation of a full network mobility proto-
col with multihoming support in order to take advantage of all available resources in a
vehicular environment, through different technologies, to improve the vehicular networks
performance. Figure 1.1 shows the envisioned scenario.

Figure 1.1: Vehicular Environment with Multihoming and Multi-hop

The main challenges present in this dissertation are related with the integration and
extension of the existing multihoming solution to different wireless networks, and its in-
tegration with the existing mobility protocol to vehicular networks, the addition of the
multi-hop communications integrated in the multihoming, and the extension to cellular
and to Internet Protocol version 4 (IPv4) communications to and through the Internet.
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1.2 Objectives and Contributions

Due to the high offer of access networks in a city, it is really profitable to take advantage
of all networks simultaneously. Besides, with more resources it is possible to provide better
service for the users of a network, and create more applications and services to run on the
vehicular networks. With this goal and the previous refereed challenges in mind, the present
dissertation has the following objectives:

• Study the proposed mobility protocol and the multihoming architecture:
in order to understand the necessary modifications needed to integrate both.

• Connection manager implementation: In order to test the mobility protocol
previously developed and to provide a base to the connection manager designed to
the multihoming scenarios.

• Network mobility protocol integrated with multihoming architecture: Adapt
the base mobility protocol to be integrated with the base multihoming architecture.

• Integrate the implemented protocol with real world networks and devices:
The protocol implemented has to be adapted to support mobility of IPv4 and IPv6
terminals, to provide internet access for the users inside the vehicles, to provide
multi-hop communications and to utilize cellular communications when necessary.

• Adaptation of the protocol to work in a vehicular scenario and with the
IEEE 802.11p technology: Both the vehicular networks and the IEEE 802.11p
technology have specific characteristics and the protocol need to be able to run over
a vehicular networks with the WAVE technology.

• Evaluation of the developed protocol Evaluate the functionality and perfor-
mance of the implemented protocol on laboratory and real world scenarios in order
to validate the protocol operation.

A first version of this work has already given way to a paper submitted in the 10th
Conference on Telecommunications, Conftele 2015. Two papers are being prepared at this
stage: one that considers the proposed and implemented features on the mobility protocol
with multihoming support, and another that considers the overall solution and results in
the road.

1.3 Document Organization

This document is organized as follows:

• Chapter 1: Presents the dissertation’s motivation, contextualization and objectives.
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• Chapter 2: Present the state of the art of the vehicular networks, mobility protocols
and multihoming implementations.

• Chapter 3: Describes the base mobility protocol and multihoming architecture
selected to be base work on this dissertation.

• Chapter 4: Provides an overview of the concept behind the work developed and
implemented in this dissertation.

• Chapter 5: Presents the technical implementation details in order to fulfil the
dissertation’s objectives.

• Chapter 6: Depicts the testbeds used to evaluate the implemented protocol, the
obtained results and a discussion on the feasibility of multihoming and mobility in
vehicular networks.

• Chapter 7: Summarizes the work performed in this dissertation, the main conclu-
sions and also suggests possible future improvements to continue the work.
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Chapter 2

State of the art

2.1 Introduction

In order to give a better comprehension of this document to the reader, the following
chapter presents the fundamental concepts which support the developed work and an
analysis of some related work in this area of study. The chapter is structured as follows.

Section 2.2 introduces the concepts and main features of VANETs. Furthermore, it
presents network architectures, the equipment used and strategies of addressing and mo-
bility management.

Section 2.3 presents some of the network access technologies which are used on VANETs.
It details the DSRC and WAVE technologies, and explains the idea of multi-technology
usage in order to take advantage of all available resources.

Section 2.4 provides an overview of the mobility protocols that are related to the area,
as well as the necessary definitions relevant to the mobility theme. It starts with the base
protocol, MIPv6, then analyses the PMIPv6 and NEMO protocols, and finishes with the
mobility protocol that is used as base for this work, N-PMIPv6.

Section 2.5 introduces the multihoming definitions and concepts as well as an overview
of the related work in this subject. The section focuses on the host multihoming type,
and provides an overview of the multihoming concepts and architectures. It starts with a
transport layer host multihoming protocol, the Stream Control Transmission (SCTP), it
then analyses the Shim6 protocol and the multihoming extension for Host Identity Protocol
(HIP), and it finishes with the proxy-based multihoming extension for PMIPv6.

Lastly, section 2.6 resumes and presents the main ideas described in the chapter.

2.2 Vehicular Ad-Hoc NETworks (VANETs)

Evolution is a natural characteristic of the humanity. The evolution in the areas of
wireless networks and automotive industry, along with the great necessity of people to be
connected nowadays, complemented with safety applications, provide the start of vehicular
networks. This type of wireless networks is composed by moving vehicles equipped with
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wireless interfaces of similar or different technologies [2], and have as major objectives to
provide connectivity to mobile users everywhere and enable Vehicle-to-Vehicle (V2V) and
Vehicle-to-Infrastructure (V2I) communications that support the Intelligent Transporta-
tion Systems (ITS). The ITS includes several traffic, security and prevention applications
related to vehicles and roads [1].

With the aim to give a base knowledge to the reader about vehicular networks, the
next sections explain some of the special characteristics, components and uses of this class
of wireless networks.

2.2.1 Characteristics of Vehicular Ad-Hoc NETworks (VANETs)

A VANET can be seen as a type of Mobile Ad-Hoc NETwork (MANET), in which
the vehicles are network nodes that can communicate between other vehicles or roadside
infrastructure. These networks are quite singular due to its features and challenges, as
follows [2][8]:

• Wide Computing Power: The network nodes are vehicles, consequently they
can support better communication, computing and sensing capabilities. These ca-
pabilities are embedded on the OBUs that are placed inside the car, thus the size
restrictions are not a problem.

• Absence of Significant Power Constraints: The OBU placed inside the vehicle
is continuously powered by the vehicle battery. Hereupon, the nodes of this network
do not have power issues.

• Predictable Mobility: Usually, the nodes in a mobile network can move around
freely, which makes the movement prediction a problem. Vehicles tend to have pre-
dictable movements, normally in the roads, and that makes possible to determine
the vehicle mobility based on the GPS information (speed, direction and mapping
information).

• Large Scale Network: Commonly an ad-hoc network is restrained to a limited
size. In this case, if every vehicles are equipped with an OBU, the network can be
extended over the entire road system and contain all the transportation system as
network nodes.

• Dynamic environment: As the network nodes are vehicles, the network topology
is in a constant change and the network has to be able to adapt to this dynamic
environment. Besides, the vehicular environment can have extreme configurations
such as high speeds, and low density of nodes on the highway or low speed and high
density of nodes in a city in the rush hour.

• Intermittent Connectivity: The nodes of the network are constantly changing
their position. Hereupon, the links between them and other nodes or infrastruc-
ture can connect and disconnect regularly, which contributes to the increase of the
dynamism of the vehicular environment.
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• Partitioned Network: Due to the high dynamism of the vehicular networks, there
will be large spaces between vehicles, which leads to isolated groups of nodes. The
network is, therefore, subject to frequent fragmentation.

2.2.2 Network Architectures

Considering the vehicular environment and the major purposes of the VANETs, the
network architecture should grant communications between nearby vehicles, and commu-
nications between the vehicles and fixed roadside infrastructure. According to Wang et all
[1] and Lee et all [9], the architecture of VANETs can be summarized in three categories
as shown in figure 2.1:

Figure 2.1: Three categories of VANET network architecture [1]

• Pure Cellular/WLAN Architecture: Vehicles use fixed infrastructure placed
near the roads, such as cellular or Wireless Local Area Network (WLAN) access
points (V2I communications), to routing purposes, collect information from sensors
or traffic and to connect to the internet. In order to ensure that the nodes will always
be connected, it is necessary a full road coverage with Road Side Units (RSUs), which
brings a huge cost to the network. Other major issue with this architecture comprises
the costs and limitations associated to the use of cellular networks.

• Pure Ad-Hoc Architecture: Since the coverage of cellular and wireless access
points is not the ideal for the Pure Cellular/WLAN Architecture due to costs or
geographic limitations, the vehicles can communicate only with other vehicles (V2V
communications), resulting in the Pure Ad-Hoc Architecture. The vehicles in this
architecture act like the nodes of a usual Ad-Hoc network and can route the data
between them using multi-hop communications. In this architecture there are only
communications among vehicles since it is an infrastructure-less architecture.

• Hybrid Architecture: To take advantage of the previous two architectures, this
architecture combines the use of cellular and wireless infrastructure (V2I) and the
use of Ad-Hoc communications between vehicles (V2V). The fixed infrastructure will
be placed strategically in the cities and roads in order to allow the vehicles to access
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the internet and disseminate data. A vehicle out of range of the RSUs can have
internet access and disseminate data through multi-hop, by connecting to a vehicle
in the range of an RSU. If there are not RSUs in range, or other vehicles connected
to them, the node can use cellular networks to acquire connection.

2.2.3 Specific Equipment

In the previous sections, reference was made to the OBUs and RSUs. These components
are the specific equipment present in a vehicular network along with the infrastructure of
cellular networks and wireless access points. OBUs are the equipments placed inside the
vehicles, and RSUs are the road side equipments placed strategically with the aim of
providing internet to the vehicles and increase the range of the network.

At component level, the RSUs and OBUs are identical with the exception that the
RSUs have a physical connection to fixed network by cable or fiber. As stated by Maria
Kihl [1], the OBUs and RSUs should have:

• Antennas: To receive and send information through different technologies, according
to the access network in use.

• GPS: Which will get information about the vehicle movement and position, and to
synchronize with the other nodes.

• Sensors: That collects diverse information about the vehicular and urban environ-
ment and information about the traffic, driving style, and others.

• Input/Ouput Interface: To interact with the users.

• Central Processing Unit (CPU): Which executes the applications and commu-
nication protocols and makes all the required data processing.

Our group have developed an OBU and RSU, called NetRider [10], presented in figure
2.2. These boards are part of laboratory testbeds that are used to develop and test some
new concepts and technologies, such as the work developed in this dissertation. The
hardware of the OBUs and RSUs is similar, but the antennas of the RSUs have higher
gains.

2.2.4 Addressing Essentials

As vehicular networks are classified as Ad-Hoc networks, it means that the nodes,
including the RSUs, organize themselves in a network. When a node joins the network, it
has to be assigned an IP address because, usually, the connectivity on an Ad-Hoc network
depends on mechanisms that use the IP address as node identifier. According to Mohsin
and Prakash [11], a protocol to assign IP addresses should fulfill the following criteria:
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Figure 2.2: On-Board Unit (OBU): NetRider

• Two or more nodes cannot have the same IP address in the network at the same
time.

• An IP address is assigned to a node only during its stay in the network. When the
node leaves the network, its IP address should become available to be assigned to
another node.

• The only acceptable case to deny an IP address to a node is when the whole network
runs out of available IP addresses, or due to security reasons.

• The protocol should handle network partitioning and merging. When two different
partitions merge, there is a possibility that two or more nodes have the same IP
address and it should be detected and fixed.

• Only authorized nodes can be configured and access the network.

These criteria will be taken into consideration in the developed solution. As stated
above, vehicular networks are classified as Ad-Hoc networks. Thus, the same addressing
methods of the Ad-Hoc networks can be used in the VANETs [2]. These methods are
divided into two main categories:

• Fixed Addressing: The node is assigned with a fixed address by some mechanism
as soon as it joins the network and keep the address while is connected.

• Geographical Addressing: Each node is characterized by its geographical position.
The node address changes according to its movement and it can contain many types
of information such as vehicle information, road identification, among others.
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The used method on the implemented solution is the Fixed Addressing, due to the
association of the interfaces of the nodes with the prefix of the IP address.

2.2.5 Vehicular Ad-Hoc NETworks (VANETs) Applications and
Services

The specific characteristics of the VANETs, mentioned in subsection 2.2.1, allow the
development of new services and applications to the network. Although the main purpose
of this type of networks is to increase road safety, it can be used to commercial purposes.
According to Yousefi et al [8], these applications and services can be grouped in two main
classes:

• Comfort Applications: Improves the passengers comfort and traffic efficiency.

• Safety Applications: Increase the safety of passengers by exchanging safety rel-
evant information via V2V communications. These applications can also be called
safety-critical applications due to its relevance on the safety of the users.

The main objective of comfort applications is to make the user travel more pleasant.
Nowadays, everyone wants to be connected to the internet. Thus, the vehicular network
will be used mainly to provide internet access to the users inside the vehicle in this class
of applications. Besides this main use, these applications can be utilized to improve the
traffic flow, thereby reducing congestion problems and travel time, and to assist the driver
during a travel.

Regarding to the safety applications, the main purpose is to exchange the information
rapidly on the network, in order to prevent accidents and to provide a better emergency
assistance in case of disaster. Figure 2.3 presents an example of a safety application
that sends warning messages in case of accident. According to Maria Kihl [2], the safety
applications can be divided in two subgroups, Cooperative Collision Avoidance (CCA) and
Emergency Warning Message (EWM).

Figure 2.3: Warning Message Application on VANETs

The objective Cooperative Collision Avoidance (CCA) application is to avoid collisions
between vehicles in any environment using V2V communications. This type of applications
requires very low delivery latencies to be efficient.

In the Emergency Warning Message (EWM) applications, vehicles send warning mes-
sages to other vehicles approaching the area about accidents or dangerous road conditions.
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In this type of applications, it is important that the message remains available for the
vehicles in the affected zone for a while.

2.3 Network Access Technologies

Due to the developments on the wireless networks technologies, there are several com-
munication standards that are suitable to be used as access technologies for vehicular
networks. The advantages and disadvantages of each standard depends on the type of ap-
plication running in the vehicular network and on the considered environment. To improve
the quality of the vehicular network, more than one access technology can be used in order
to make a better use of all the available resources in a city. In the next subsections, it will
be presented some standards and network technologies that can be used in VANETs.

2.3.1 Dedicated Short-Range Communications (DSRC) Allocated
Spectrum

The DSRC Allocated Spectrum is part of the Intelligent Transportation System (ITS).
In 1999, U.S Federal Communications Commission (FCC) allocated 75 MHz of the spec-
trum on the frequency of 5.9 GHz to be exclusively used for V2V and V2I communications.

The main objective was to enable public safety applications that save lives and improve
the traffic flow but it can be used for private services. The DSRC band is free of charge
for the users like the ones of the 2.4 and 5 GHz but have some usage rules, and the DSRC
spectrum is divided in seven channels of 10 MHz each [12]. Channel 178 is the control
channel and is restricted to emergency and safety communications. The two channels at
the edges of the spectrum are reserved for future advanced accident avoidance applications
and high-power public safety communication usages [2]. The remaining four channels are
service channels and can be used by any type of application. The DSRC channel allocation
can be seen in figure 2.4.

2.3.2 IEEE 802.11 p (WAVE)

Due to the features of the vehicular environments, a set of new requirements have
been imposed on today’s wireless communications. The IEEE 802.11 p (WAVE) standards
arose to deal with the high mobility and dynamism in the vehicular environment and with
the lossy wireless links present in the VANETs. These standards created by Institute of
Electrical and Electronics Engineers (IEEE) are a new amendment to the IEEE 802.11
standard, specifying extensions to IEEE 802.11a to adapt this standard to communicate
in the DSRC spectrum (5.9 GHz) and are composed by IEEE 802.11p and IEEE 1609.X
family. The IEEE 802.11p has as target the lower layers (Physical (PHY) and MAC layers),
while the IEEE 1609.X deals with the MAC layer and the higher layers. Figure 2.5 shows
the WAVE stack. At the protocol layer level, the WAVE standard supports the Internet
Protocol version 6 (IPv6) and WAVE Short Message Protocol (WSMP). The objective of
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Figure 2.4: DSRC channel allocation [2]

the coexistence of both protocols is to separate the high priority messages from the normal
network traffic. Messages from WSMP can be transmitted on the control and service
channels, while the IP datagrams can only be transmitted on service channels.

To better understand the WAVE standard, the MAC layer amendments will be de-
scribed first. The normal IEEE 802.11 MAC operations have a long duration to be suit-
able to the IEEE 802.11p. In the IEEE 802.11 standard a radio has to listen for beacons
from an PoA and then joins the Basic Service Set (BSS), that is a group of IEEE 802.11
stations anchored by an PoA and configured to communicate with each other [13], doing
its authentication and association through a set of steps. The IEEE 802.11p introduces the
term ”WAVE mode” [13], that allows the immediate communication between two vehicles
without the necessity of authentication and association, as long as they are operating in the
same channel. The wave standard also introduces a new BSS type, the WAVE Basic Ser-
vice Set (WBSS) [13]. A WAVE station uses an on demand beacon to advertise a WBSS.
This advertisement contains all the information about the service offered in the WBSS and
the information needed to configure itself to join the WBSS. Thus, the station can join a
WBSS by only receiving a WAVE advertisement. Furthermore, a station leaves a WBSS
when its MAC stops sending and receiving frames from that WBSS. The transmission
method on the MAC layer is based on the Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA).

Regarding to the physical layer, according to Jiang and Delgrossi [13], three main
changes have been made:

• Utilization of 10 MHz channels instead of the 20 MHz normally used by IEEE 802.11a,
because the guard interval at 20 MHz is not long enough to prevent inter-symbol
interference.
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Figure 2.5: IEEE 802.11 p (WAVE) protocol stack [3]

• Improvement of receivers performance, with focus on rejection of adjacent channels.

• Improvement of transmission mask, making them more stringent than the ones used
in the others IEEE standards.

According to the WAVE standard [14], the IEEE 1609.X family, responsible for the
higher layers of the WAVE standard, consists on the following five standards:

• IEEE P1609.0 - Architecture: Describes the WAVE architecture and services for
multi-channel.

• IEEE 1609.1 - Resource Manager: Specifies the services and interfaces of the
WAVE Resource Manager Application.

• IEEE 1609.2 - Security Services for Applications and Management Mes-
sages: Defines secure message formats and processing and the circumstances of use
of their use.

• IEEE 1609.3 - Networking Services: Defines network and transport layer services
to support secure WAVE data exchange.

• IEEE 1609.4 - Multi-Channel Operations: Provides enhancements to IEEE
802.11 MAC to support WAVE operations.

Regarding to the multi-channel operation and according to Du et al [3], the IEEE 1609.4
has four modes of operation:

• Continuous Access: The WAVE station always works on the control channel to
send and receive emergency and safety messages all the time.
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• Alternating Access: The WAVE station alternates between the control channel
and the service channel with a fixed duty-cycle.

• Immediate Access: The WAVE station changes to the service channel immediately
after the transmission of the safety message on the control channel is over.

• Extended Access: The WAVE station can use the service channel for a long time
when there is a high transmission demand for non-safety messages

This standard needs all devices to be synchronized and its synchronization is based on
Global Position System (GPS). The multi-channel operation is important to provide all
the services on the vehicular networks without prejudice any of them.

The main feature that makes this technology desired to be used in the vehicular net-
works is its larger range (up to 1Km in Line of Sight) and the absence of session estab-
lishment, which makes the connection to the networks faster (in the order of 10-20 msec)
than on other standards.

2.3.3 Multi-Technology Approach

In a world full of different wireless network technologies it is important to take ad-
vantage of the available resources. The OBU should be able to connect to the vehicular
infrastructure (RSU) via WAVE technology, and also to the Wi-Fi hotspots present in a
city and to the cellular network.

These three wireless network technologies have advantages and disadvantages at the
vehicular point of view, and the choice of the network access technology should be made
taking into account the several characteristics of each network and the services and users
requirements.

Nowadays it is extremely easy to find a Wi-Fi hotspot in a city. The main problems,
besides the costs related to the network utilization, are that the Wi-Fi technology has a
small range and the available Access Points (APs) are mostly concentrated in the main
areas of the cities.

Regarding to the cellular networks, their coverage is almost global currently. With
the recent developments on 4G and 4.5G, the bandwidth restrictions are not a problem,
which makes this network technology suitable to use. The huge problems of it are the high
latency and the relatively high costs for the users.

The WAVE technology was designed specially for vehicular networks, which makes this
technology the most desired to be used on these networks. Besides, this technology was
tested in our group on real-world scenarios with success [15].

Considering the three wireless network technologies and the respective features, the
ideal scenario of multi-technology utilization is to use the WAVE access points whenever
possible and in the absence of them, use the Wi-Fi access points due to its lower latency
and costs when the vehicles are stopped or moving slowly. In case of absence of WAVE
and Wi-Fi access points, it can use cellular networks to maintain the connection.
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Relatively to this dissertation, all the three network technologies will be considered and
used, and, if it is profitable to the user, all the three can be used at the same time. Cellular
networks remain as a last resort to keep the connection.

2.4 Mobility Protocols

Nowadays the world is in a constant movement, so the mobility demands are not re-
stricted to single terminals only. There is also the necessity of support the movement of a
entire network that changes its attachment point, maintaining the session of every user’s
devices active.

To support the mobility either of a single terminal or of an entire network, a mobility
protocol is needed in order to turn this movement seamless for the user. In the traditional
routing scheme, when a device disconnects from the internet and connects through a dif-
ferent network, it needs to be configured with a new IP address, network mask and default
router in order to receive packets.

The vehicular environment is extremely dynamic due to the constant movement of
the nodes and to their high velocities. Maintain seamless communications between the
vehicles and infrastructure is a difficult task. Besides, in a vehicular network, there is
a necessity to support a full network movement due to the fact that the vehicles act like
mobile routers and the users inside them are connected to the vehicle’s sub-network. When
the vehicle changes its point of attachment, the users inside the vehicles will change its
point of attachment too, and the mobility protocol should be able to support this entire
network mobility.

The mobility protocol is responsible for the location management, that consists in
the track and update of the current location of the mobile nodes, and for the handoff
management, that aims to maintain the active connections of the mobile node when it
changes its point of attachment. According to Kun Zhu et al. [16] a mobility protocol
suitable for vehicular networks should meet the following requirements:

• Seamless Mobility: Regardless of the vehicle’s location and wireless technology,
the user’s session and the service continuity should be guaranteed.

• Fast and Efficient Handover: In the vehicular environment there are different
network technologies. Therefore, the handover can be performed between access
points of the same technology, horizontal handover, or between different technologies,
vertical handover. Furthermore, the handover needs to be fast due to the specific
requirements of the delay-sensitive applications and services.

• IPv6 Support: An IP address for each node is needed in order to maintain the
connection, and IPv6 can provide a unique address for each node due to its large
address space. Besides, it provides better security and Quality of Service (QoS) to
the vehicular applications.
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• Multi-hop Communications: In order to extend the range of the vehicular net-
work, the multi-hop communication requirements should be supported by the mobil-
ity protocol.

• Scalability and Efficiency: Vehicular networks can be composed by a large number
of vehicles and thousands of devices connected to the network. A mobility protocol
highly scalable and efficient is needed to support this extremely dynamic environ-
ment.

Moreover, the mobility protocols can be divided in three main groups:

• Centralized Protocols: A single mobility anchor keeps mapping information be-
tween the hosts and its locations. Besides, there is a central node on the network
responsible for the routing of all packets.

• Distributed Protocols: The mobility functions are spread through multiple net-
works.

• Hybrid Protocols: Combination of the previous two approaches.

In this document it will be given focus to the centralized mobility protocols. The
following sections will present an overview of the existing mobility protocols in order to
understand which one is suitable to be applied in this dissertation.

2.4.1 MIPv6

The MIPv6 [17] protocol is a subset of the IPv6 that provides support to mobile con-
nections. This protocol was designed to authenticate mobile devices using IPv6 addresses
and is an update of the Internet Engineering Task Force (IETF) Mobile IP Standard [18].
Without the support for mobility in IPv6, the packets destined to a mobile node would
not be able to reach the node while it is in a foreign network.

MIPv6 allows nodes to remain reachable while moving through IPv6 internet. It in-
troduces the mobility header in the IPv6 protocol in order to exchange the necessary
information required to the efficient support of mobility management. Each device is al-
ways identified by its home address independently of its current point of attachment to the
internet and, when connected to a foreign network, the device sends its location informa-
tion to a home agent responsible to intercept packets destined for the device, and forward
those packets to the respective tunnels of the current location of the device.

2.4.1.1 Basic Concepts and Terminology

The next terminology and concepts are essential to understand the MIPv6 protocol
operation and concept [17].

Terminology:
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• Home Address: Permanent IPv6 address assigned to the mobile node when it is
connected to its home network.

• Mobile Node (MN): A node that can move from one attachment point to the
internet to another, while still being reachable through its home address.

• Correspondent Node (CN): Any mobile or stationary node that communicates
with the MN.

• Care-of Address (CoA): The address assigned to the mobile node at its current
point of attachment to the internet.

• Home Agent (HA): An entity responsible for intercepting the packets destined to
the MN’s home address, encapsulate and tunnel them to the MN actual registered
CoA.

• Home Network (HN): The network associated with the network link of the HA.

• Foreign Network (FN): The network in which the MN is connected when away
from its HN.

• Binding Cache: A cache that contains the number of bindings of the mobile nodes
maintained by the CNs and HAs. Each entry contains the MN home address, CoA
and the lifetime of the entry.

• Binding Update List: A list that contains an entry for every binding that the MN
has or is trying to establish with a specific node maintained by each MN.

Protocol messages:

• Router Solicitation (RS): This message is used by a host to trigger the local
routers information transmission of Router Advertisement (RA) messages.

• Router Advertisement (RA): This message can be sent periodically or in response
to a RS message. It contains the necessary information for the node to perform its
configuration in order to communicate in the network [19].

• Binding Update (BU): This message is used to inform the HA of the MN current
address that depends of its location (CoA) [17].

• Binding Acknowledgement (BA): This message is used by the HA, after per-
forming the association between the home address and the CoA of the MN, to validate
the binding process [17].
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2.4.1.2 Protocol Operation Method

The operation of MIPv6 protocol is based on four operation stages that will be detailed
below:

• Discovery: The FN agents announces their availability by sending periodically RA
messages in broadcast. The MN performs a scan to capture these messages or sends
a RS message to trigger the process.

• Registration: A mobile node sends a BU message to its HA with the information
obtained from the new point of attachment, causing a binding between the home
address and the new CoA to be registered. The HA stores this information on the
binding cache and sends a BA message to the MN in order to validate the registration.

• Binding: It is the association between the home address of the MN and its actual
CoA address, and has the duration of the lifetime of that association.

• Tunneling: Creation of the tunnel between the HA address and the respective MN’s
CoA in order for the HA to be able to forward all packets destined to the MN through
this tunnel. This operation is performed after the validation of the registration.

Figure 2.6: MIPv6 Architecture

Figure 2.6 presents the MIPv6 mobility protocol architecture. This protocol also pro-
vides a mechanism of route optimization that allows the CN to communicate directly with
the MN without resorting to the HA, thereby reducing the overhead and the end-to-end
delay.

This protocol provides the mobility support to a single device, but it cannot support
the mobility of an entire network. In a VANET it is necessary to move an entire network
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of devices connected inside a vehicle along with the vehicle movement through the diverse
access points. Moreover, this protocol requires interaction by all mobile nodes, which
consists in a problem to the vehicular network because the objective is to allow every
device to connect to the network broadcasted by the vehicle without specific software or
hardware running in it to connect to the network.

2.4.2 PMIPv6

Another approach to solve the IP mobility challenge is the PMIPv6 [20], a network-
based localized mobility management protocol. This approach, unlike the previous one,
does not require the mobile node to be involved in the process of exchanging signalling
messages between itself and the HA. It is used a proxy mobility agent in the network to
perform the necessary message’s exchange with the HA, and to do the mobility management
on behalf of the MN that is connected to this proxy mobility agent.

2.4.2.1 Basic Concepts and Terminology

The next terminology and concepts are essentials to understand the PMIPv6 protocol
operation and concept [20].

Terminology:

• Local Mobility Anchor (LMA): The LMA is one of the new entities introduced
by the PMIPv6 protocol. It is the entity that manages the mobile node’s binding
state and has the functional capabilities of a HA defined in the MIPv6 protocol [17].
It is responsible for maintaining the MN location and forward packets from and to
the MNs.

• Mobile Access Gateway (MAG): Entity responsible to perform the mobility
related signalling on behalf of the MN that is attached to it, and for tracking the
MN’s movement either to or from it, and report to the respective LMA.

• Proxy Care-of Address (Proxy-CoA): Global address of the egress interface of
the MAG and the endpoint of the tunnel between the LMA and the MAG. From
the point of the view of the LMA, this is the CoA of the MN and the LMA registers
this address in the Binding Cache Entry (BCE) for the specific MN.

• Mobile Node’s Home Network Prefix (MN-HNP): Prefix assigned to the link
between the MN and the MAG by the LMA.

• Mobile Node IDentifier (MN-ID): Unique identifier of the MN in the Proxy
IPv6 domain, such as the MAC address of one interface.

• Binding Cache: A cache placed in the LMA with BCEs.
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• Binding Cache Entry (BCE): Entry of the Binding Cache placed in the LMA
with information of the MN. Each entry contains the MN-ID, MAG Proxy-CoA and
MN-HNP.

• Binding Update List: Cache placed in the MAG with information about the
connected MNs.

Protocol messages:

• Proxy Binding Update (PBU): This message is sent by the MAG to the MN’s
LMA in order to indicate a new MN attached, and to establish a binding between
the MN-HNP assigned to one of the MN’s interfaces and its current Proxy-CoA.
Moreover, this message has a specific field to indicate if the MN’s attachment is a
new one or a handoff from another MAG, a field with the MN-ID and a field with
the MAG Proxy-CoA [20].

• Proxy Binding Acknowledgement (PBA): This message is sent by the LMA to
a MAG in response to a received PBU message received from that MAG. It contains
information about the MN-ID, the MAG address and the prefix assigned by the LMA
to the MN [20].

2.4.2.2 Protocol Operation Method

The PMIPv6 protocol aims to provide network-based IP mobility management support
to a MN, without the necessity of its participation in the mobility related signalling. Figure
2.7 presents the PMIPv6 architecture.

A MN inside the PMIPv6 domain performs the necessary authentication process. After
this process the MAG guarantees that the MN is always on its home network and obtains its
home network prefix, that is unique for every MN in the PMIPv6 domain. The registration
process in the PMIPv6 domain can be summarized as follows and figure 2.8 presents the
signalling call flow:

• A MN enters in a new PMIPv6 domain and attaches to the MAG. Then, the MAG
detects the attachment and performs the authentication procedure using an MN-ID.
After successful authentication, the MAG obtains the MN information and sends a
PBU to the MN’s LMA with the new node information.

• After the LMA receives the PBU message and verifies the authenticity of the PBU
sender, assigns a MN-HNP and creates a BCE entry for the specific MN. To finalize
this process, it sends a PBA message to the serving MAG with information about
the MN’s home network prefix and sets up a tunnel.

• Upon receiving the PBA message, the MAG sets up a tunnel to the LMA. Then, it
sends a RA message to the MN on the access link to advertise the MN-HNP.

20



Figure 2.7: PMIPv6 Architecture

• With the RA message, the MN can configure the IP address to use for packet delivery.

With this process, the LMA can route all the traffic destined to the MN through the
established tunnels and routes. The MN can change its point of attachment to another
MAG.

When the MN moves its attachment point to another MAG, the previous one sends
a De-Registration PBU to the LMA to inform the end of the connection. After receiving
this message, the LMA sends a PBA message to the MAG and waits a defined time before
it deletes the MN BCE. The new MAG will repeat the registration procedure when it
detects the new MN attachment. This process is called handover.

Although this protocol eliminates the need of interaction of the MNs in the signalling
process, it does not support mobility to a entire network because it only allows the nodes
to connected to fixed PoAs.

2.4.3 NEMO

Network Mobility [21] support is an extension of MIPv6 that aims to manage the
mobility of an entire network. This network mobility can be defined as an entire network,
connected to a router with mobility, which dynamically changes its point of attachment
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Figure 2.8: PMIPv6 Registration Signalling Flow

to the internet, moving as a unit along with the router changing the reachability of the
network in the internet topology.

2.4.3.1 Basic Concepts and Terminology

To present the NEMO protocol, it is necessary to introduce some new concepts and
terminology [22] first in addition to the previous presented in the MIPv6 section.

Terminology:

• Mobile Router (MR): A router capable of changing its point of attachment to the
internet without discontinuing the connections of the attached devices. This router
acts as a gateway between the attached mobile network and the internet, and has
one or more ingress and egress interfaces. The packets destined to the internet are
forwarded through the MR’s egress interface, while the packets destined to the mobile
network are forwarded through the MR’s ingress interface.

• Egress Interface: The network interface of the MR attached to the home link or
to the foreign link, depending on the MR’s location.

• Ingress Interface: The network interface of the MR attached to the mobile network.

• Mobile Network Prefix (MNP): Prefix of an IP address that identifies the entire
mobile network. Every nodes of the mobile network have an IP address with this
prefix.
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• Mobile Network Node (MNN): Any node connected to the mobile network,
that can be either a fixed node (Local Fixed Node (LFN)) or a mobile node (Visiting
Mobile Node (VMN)).

• Access Router (AR): Router responsible to provide internet access to the MR.

• Mobility Agent (MA): IP device that performs mobility functions.

2.4.3.2 Protocol Operation Method

In the NEMO operation, the MR is responsible to perform the necessary mobility
functions instead of the MN. Figure 2.9 presents the basic mechanism of NEMO protocol.

The MN is attached to the MR’s network and can move along with the MR. The
HA will bind an entire network prefix to the MR’s CoA, which means that, every packet
destined for that network will be forwarded to the MR.

Figure 2.9: NEMO Basic Mechanism [4]

Figure 2.9 - a) represents the case in which a LFN is connected on the MR’s network.
The operation in this case is performed according with the follow steps:

• The AR assigns the CoA to the MR.

• The MR exchanges the BU and BA messages with its HA in order to register the
MNP.

• The HA binds the MNP with the CoA of the MR, thereby creating its BCE.

• The MR sends the RA message with the MNP to the LFN.
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A data packet destined to the LFN first reaches the HA, and then the HA, forwards
the packet using the tunnel to the MR. Once in the MR, the packet is forwarded to the
LFN on the MR’s network.

Figure 2.9 - b) represents the case in which a VMN is connected on the MR’s network.
The main difference to the first case is the fact that the VMN registers the MNP with its
HA in addition to the registration of the MR with its MR.

A data packet destined to the VMN first reaches the VMN’s HA and is forwarded to
the MR’s HA. Then, the packet is forwarded to the MR, and the MR forwards it to the
VMN connected to the MR’s network.

With the NEMO, MIPv6 is able to support the mobility of an entire network, but it is
not suitable to be used on the extremely dynamic vehicular environment.

2.4.4 N-PMIPv6

N-PMIPv6 is a combination between the PMIPv6 and NEMO protocols in order to
support network mobility. According to Soto et al. [23], the joint use of PMIPv6 and
NEMO provides two main benefits:

• Transparent Network Mobility Support: The mobility management of the net-
work composed by diverse devices moving together is performed by the MRs.

• Transparent Localized Mobility Support Without Node Involvement: The
MRs, with the devices attached, can move to other PMIPv6 domains without chang-
ing the IP address.

The main novelty introduced by N-PMIPv6, comparing with PMIPv6, is the introduc-
tion of the mMAG entity in addition to the LMA and fixed MAG entities. The mMAG
entity [24] is a MR with a similar function to the MAG, previously defined in the PMIPv6
section. A mobile node connected to this entity is called MNN. Figure 2.10 presents the
N-PMIPv6 architecture.

2.4.4.1 Protocol Operation Method

The registration and handover procedures on N-PMIPv6 are performed according to
the following steps [24][4][23]:

• The mMAG sends a RS message to connect to the fixed MAG-1. When the fixed
MAG receives the message, it sends a PBU message with the mMAG-ID to the LMA.

• The LMA receives the PBU message from the MAG, assigns the Home Network
Prefix (HNP) to the mMAG and creates its BCE. When this process is done, the
LMA sends a PBA message to the MAG.

• Upon receiving the PBA message, the fixed MAG sends a RA message to the mMAG
containing the assigned HNP.
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Figure 2.10: N-PMIPv6 Architecture

• The mMAG receives the RA message, configures its IP address and then sends a
PBU message to the LMA with the MNN-ID.

• The LMA receives the PBU message from the mMAG, assigns the HNP to the MNN
and creates its BCE. The M flag, a new field added to the BCE in N-PMIPv6, is set
to indicate that the MNN is connected to a mobile network.

• Next, the LMA sends a PBA to the mMAG to confirm the registration. After the
reception of the PBA, the mMAG sends a RA message to the MNN with the assigned
HNP.

• If the mMAG moves to the fixed MAG-2, it is executed the same procedure described
in the previous steps. The main change on the mMAG’s BCE is the AR field, that
is updated from MAG-1 to MAG-2. The remaining fields of the mMAG’s BCE and
MNN’s BCE remain unaltered.

The N-PMIPv6 protocol is able to support either host and network mobility, and does
not require any modification or extension on the MN. It was the chosen protocol to be
the mobility base protocol on this dissertation due to its characteristics that satisfy the
VANETs needs. Also, a modified version of the protocol able to run on vehicular networks
has been previously implemented and submitted to real applications tests on our group in
a previous MSc Dissertation [6]. This modified version will be described in chapter 3.
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2.5 Multihoming

Nowadays, there are multiple access networks in the range of a mobile device in a city.
Furthermore, the actual mobile devices are equipped with multiple network interfaces. The
use of only one network interface to connect to the access network, or the use of only one
access network simultaneously does not take full advantage of all available resources in the
mobile device’s range.

With multihoming, the mobile devices can connect simultaneously to more than one
access network, in order to take advantage of all available resources. Multihoming can be
classified in two main types depending of the network end-node:

• Host Multihoming: The end-node in this type is a fixed or mobile device that can
have simultaneously more than one PoA [25].

• Site Multihoming: The end-node in this type is a site (such as an enterprise
network) that can get multiple IP connectivity simultaneously from several different
Internet Service Providers (ISPs) [26] [27].

In this dissertation, it will be given more emphasis to the host based multihoming
approach. A device equipped with multiple network interfaces and able to use them to
connect to different access networks is also called multi-homed device [28] [29]. The Host-
Multihoming allows end-devices to be simultaneously connected to more than one access
network, and therefore, it also allows to achieve some advantages relating to the normal
devices [30] [7]:

• Capability to perform Load Sharing.

• Increase of reliability.

• Increase of the QoS to the user.

• Best use and management of all available resources.

One of the most important parameter on the multihoming process is the percentage
of traffic that is sent through each interface. This parameter should be optimal in order
to take full advantage of all available resources and, consequently, improve the network
performance.

It is also possible to group the existing multihoming solutions to aggregate the network
bandwidths according with the protocol layer where they are applied [7]:

• MAC Layer: Mainly used when the communication is performed between two en-
tities directly connected.

• Network Layer: These solutions make the multihoming process transparent to the
upper layers. Thus, it is possible to use the transport protocols that already exist.
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• Transport Layer: Modification of the current existent transport protocols or de-
velopment of new ones with multihoming support.

• Application Layer: Introduction of a middleware between the transport and the
application layer to support multihoming.

The following sections present an overview of some existing host-multihoming ap-
proaches to provide a better understanding of the multihoming concept.

2.5.1 Stream Control Transmission (SCTP)

The SCTP is a transport layer protocol developed by IETF [31][32] with integrated
multihoming capabilities. It is a session-oriented protocol, which means that a relationship
is created between the endpoints of an SCTP association before the beginning of data
exchange and maintained until the end of the process. According to Stewart [32], SCTP
offers the following services to the users:

• Reliable transmission with detection of discarded, reordered, duplicated or corrupted
data, and retransmission when necessary.

• Allows data to be partitioned into multiple streams (multi-streaming), with the prop-
erty of independent sequence delivery. Thus, message loss in one stream will not affect
the other streams.

• Supports data exchange between exactly two endpoints, but these endpoints can be
identified by multiple IP addresses.

• Multihoming support at either one or both ends of an association to prevent network-
level connection loss.

In order to support multihoming, the SCTP endpoints exchange lists of multiple IP
addresses in combination with an SCTP port, during the initiation of the association
process. The endpoint can be reached through the IP addresses present in the list, and
the SCTP packets of the endpoint will be originated from the same IP addresses.

Although SCTP protocol has multihoming support, it is only used to support redun-
dancy. If the IP address to which it is sending data becomes unreachable, the SCTP
protocol will try to send to a secondary IP address with the retransmission process like
in Transmission Control Protocol (TCP). Due to this characteristic this solution is not
suitable to be applied on this dissertation.

The use of SCTP protocol is affected by several issues such as the handover manage-
ment, concurrent multipath transfer and cross-layer activities [33]. Also, it is difficult to
make applications adopt SCTP as their transport layer protocol, instead of the traditional
User Datagram Protocol (UDP) and TCP protocols [34].
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2.5.2 Shim6

The Shim6 protocol is a network layer protocol standardized by IETF [35]. In [5] the
authors describe the shim6 architecture for IPv6 multihoming, a solution that relies on
a sub-layer placed inside the network layer, called Shim6 sub-layer, along with two new
protocols, Shim6 [35] and REAchability Protocol (REAP) [36].

The proposed Shim6 architecture provides IPv6 multihoming without compromising
the scalability of the routing system, by using provider addresses that can be aggregated
[5]. This architecture is composed by three main components, and figure 2.11 presents an
overview of the Shim6 operation:

• Shim6 Sub-layer: Responsible for mapping and translating the addresses used for
packet exchange on the wire (the locator) to the constant address presented to upper
layers, and from it to the locators used as source addresses. This constant address
presented to the upper layers is also known as Upper-Layer IDentifier (ULID). This
new sub-layer is also responsible for the forwarding process, and is located between
the IP routing sub-layer and the IP endpoint sub-layer.

• Shim6 Protocol: Responsible for exchanging mapping information between two
communicating hosts. The mapping information contains the locators associated
with a pair of ULIDs.

• REAP Protocol: Responsible for monitoring and detecting failures in the existing
communicating paths and to find new valid locators combinations if necessary.

Figure 2.11: Shim6 Operation [5]
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This solution is not suitable to be used on this dissertation due to the fact that it needs
modifications either in the multihoming server and in the multihoming client. Also, with
this solution it is not possible to decide which traffic will be sent through each available
interface.

2.5.3 Multihoming extension for HIP

The HIP protocol [37] allows authorized hosts to securely establish and maintain shared
IP-layer state, in order to separate the identifier and locator roles of IP addresses. This
separation aims to provide continuity of communications across IP address changes.

The HIP proposes an alternative to the use of the IP addresses as locators (routing
labels) and identifiers (endpoint or host identifiers), which consist in the use of public
cryptographic keys as host identifiers, to which higher layer protocols are bound.

In this protocol it is defined locator as a PoA to the network that can also include
additional information, which affects the way that the packets are handled below the
logical HIP sublayer of the stack.

In host-multihoming configuration [38], a host has multiple locators simultaneously.
Using the locator parameter defined previously, a host can inform its peer of the multiple
locators at which it can be reached.

For example, when the mobile host changes its location, and consequently its IP address,
it generates a HIP control packet with the locator parameters and sends it to the currently
active peer hosts. The peer hosts are now aware of the multiple IP addresses in which the
mobile host can be reached [39].

This protocol is not suitable to be used in this dissertation, because it would be difficult
to develop a HIP approach to decide through which interface the desired traffic will be sent.

2.5.4 Proxy-based Multihoming Extension for PMIPv6

In order to provide multihoming support to the PMIPv6 mobility protocol, a proxy-
server has been placed in the network. It has information about the multiple network
interfaces of each end-user device, used to connect to the network [7][28]. This approach
has been defined and implemented in our group.

The main advantages of this approach are:

• Minimize the control traffic sent through the network, comparing with the previous
approaches.

• The adoption of this approach is simple because it only requires the proxy-server.

• Allow end-users devices to use scheduling techniques and efficient approaches to
estimate the characteristics of each connected interface to the network.

The proxy-server is deployed in a specific place in the network, and it is aware of all
interfaces of each device used to connect to the network. In order to make the process of
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traffic division efficient, it is necessary to accurately estimate the capacity of each connected
interface of a end-user. After these measurements, the proxy-server determines the best
percentages of traffic to be sent through each interface and performs the sending of the
traffic through the desired interface.

The biggest concern in this approach is the fact that multiple end-devices could be
disputed for the same proxy-server. The ideal place for the proxy-server in the network is
important to prevent the proxy-server bottleneck effect.

The multihoming approach chosen to be used in this dissertation uses this solution
as starting point due to the capability of perform the specific traffic division through
the connected interfaces and to the absence of modifications on the multihoming client.
However, it has many several functionalities and features that will be explained in the next
chapter.

2.6 Chapter Considerations

This chapter provided an introduction to the work already existing up to date on the
subject of this dissertation, more precisely on the themes of vehicular networks, mobility
and multihoming.

Regarding to the vehicular networks subject, it presented the main features of this type
of networks, the possible network architectures, the used equipment and some applications
of this class of networks. To complete this overview of the VANETs, it was also presented
the specific network access technology developed for vehicular communications, the WAVE
technology, and a multi-technology approach to these networks.

In the mobility context, it presented several mobility protocols that contributed to
create the base mobility protocol chosen to be integrated with multihoming on this disser-
tation. It gives to the reader a deep knowledge about the mobility protocols concept and
terminology that is useful to understand the concept and implementation described in this
document.

Finally, with respect to the multihoming subject, this chapter presented some multi-
homing solutions, with focus on host multihoming.

After this introduction to vehicular networks, mobility protocols and multihoming im-
plementations, the next chapter gives a deeper view of the chosen mobility protocol and
multihoming architecture to be the base work of this dissertation.
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Chapter 3

Mobility and Multihoming Base
Work

In a vehicular environment there are several PoAs of different technologies. Addition-
ally, the vehicular environment is extremely dynamic, and keeping the connection of the
users inside the vehicles while they are moving is a difficult task. The nodes of the vehic-
ular network must be able to connect to the different available PoAs, whether they are an
RSU, Wi-Fi PoA or cellular tower, and maintain the sessions of the users active, so that
they do not have any loss of connection during the journey.

The maintenance of the user’s sessions is left to the mobility protocol responsibility
while multihoming, more precisely the Host-Multihoming, can provide simultaneous con-
nection to different networks of different technologies to the end-devices, taking advantage
of the available network resources in the range of the devices. This chapter describes the
network mobility protocol N-PMIPv6 and the multihoming architecture used as base for
this dissertation.

Section 3.1 and the following presents the base mobility protocol chosen to be used on
this dissertation, as well as its features, operation process and entities.

Section 3.4 and the following presents the base multihoming approach adopted on this
dissertation, as well as its entities, architecture and integration with the PMIPv6 mobility
protocol.

Finally, section 3.7 provides an overview of the main ideas described in the chapter.

3.1 Mobility Protocol

When a vehicle moves from one PoA to another, it is necessary to move all the subnets
present in the vehicle. This requires a network mobility mechanism that supports both
vehicles and passengers mobility when connected to the vehicular network.

In a previous dissertation, Diogo Lopes [6] implemented a network mobility support for
VANETs, based on the N-PMIPv6 mobility protocol, that performs the following tasks:
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• Selects and connects to the best available network, using a connection manager to
automate the process.

• Provides internet access for the users through an IPv4 network.

• Supports different technologies: IEEE 802.11 a/g/n (Wi-Fi), IEEE 802.11 p (WAVE)
and cellular networks.

• Supports full network mobility.

In figure 3.1 it is possible to see the implemented features. The car is connected to
the bus through multi-hop and the bus is connected to an WAVE, Wi-Fi or cellular PoA.
Both vehicles are providing an IPv4 network to the users inside them in order to access to
the internet. In a certain time, the connection manager of the bus finds a more suitable
network and it is performed the handover between the PoAs. The protocol supports the
full network of the vehicles mobility along with the vehicles mobility.

Figure 3.1: N-PMIPv6 mobility protocol features developed on [6]

The N-PMIPv6 implemented by Diogo Lopes was developed taking as basis the PMIPv6
implementation modified in our group in a previous dissertation [40]. The N-PMIPv6
modified was chosen to be the base mobility protocol of this dissertation due to its features
optimized for VANETs, and also because it has been previously tested, optimized and
applied in a real testbed with success.

In order to give a better knowledge for the reader about the base mobility protocol of
this dissertation, this section aims to explain the main modifications and features done in
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the previous works [6]. Section 3.2 presents a summary of the main changes and extensions
made in the PMIPv6 implementation in order to support optimized network handover.
Section 3.3 introduces the N-PMIPv6 protocol taking into account the diverse modifications
made in order to support a full network mobility and to be adapted to vehicular networks,
and the operation method of each main entity.

3.2 Previous PMIPv6 Implementation

The PMIPv6 implementation used as base was the Open Air Interface (OAI) PMIPv6
[41], version 0.4.1, an open source implementation. This version was modified in a previous
work [40] to support the handover more efficiently. The main changes made were the
following:

• Modifications in the method that the LMA processes the MN handover between
MAGs.

• Modifications in the method of the register of a MN in a MAG in order to reduce
the handover delay.

This extended PMIPv6 was the base work of [6]. The next sections will explain the
N-PMIPv6 modified protocol operation method and components, as well as the main fea-
tures of the base mobility protocol of the present dissertation.

3.3 N-PMIPv6 Implementation Used as Starting Point

In this section it will be explained the operation method of the modified N-PMIPv6
[6] as well as the features of the entities and of the overall approach. First, it will be
summarized the main changes made in the previous work. Then, it will be described the
operation method of the entities that comprise the mobility protocol.

3.3.1 Main Modifications

Several extensions have been made in order for PMIPv6 to support full network mobil-
ity. In the PMIPv6 protocol the MAGs are static entities with pre-defined IP addresses.
Moreover, they must have a direct connection to the LMA, not allowing chains of MAGs.
If the MAG does not have mobility, the sub-networks associated to it will not have mobility
too. The main changes made in the previous work [6] were the following:

• Modification of the PMIPv6 MAG in order to become a mMAG and be able to
configure itself according to the PoA via which it is connected.

• LMA to recognize the mMAGs and create the tunnels to these as if they were normal
MAGs.
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• MAG entity to be able to know when it will behave as a static or mMAG.

• mMAGs have a RS filtering system in order to ignore its own RS messages.

• Support for IPv4 network on the mMAGs in order to give internet access to the users.

These modifications turned the base mobility protocol N-PMIPv6 ready to run on a
vehicular network with network mobility support. Next, it will be presented the protocol
entities and their operation.

3.3.2 N-PMIPv6 Operation

The N-PMIPv6 protocol architecture is composed by three main entities: the LMA,
the MAG and the mMAG. In this section it will be explained the operation of each one in
order to understand better the mobility protocol operation in a vehicular environment.

3.3.2.1 LMA Operation

The LMA entity is responsible for the management of the mobility and for keeping a
registration of the current location of each mMAG connected to the network. In PMIPv6
the users connects directly to the MAGs and the LMA makes a registration of each user.
In contrast, in the N-PMIPv6 protocol, the users can connect to the mMAGs and the
mMAGs connects to the MAGs or directly to the MAGs. Thus, the LMA will only register
the mMAGs, independently of the users attached in the mMAGs.

The MN on PMIPv6 will be the mMAGs on N-PMIPv6, replacing the usual users that
will be connected to a sub-network of the mMAG. On the point of view of the LMA, the
users connected on the network will be the mMAGs. Figure 3.2 presents the flow diagram
of the LMA.

The LMA operation is based on a finite state machine. The MAG entity is responsible
to detect the motion of the mMAGs and send a PBU message to inform and register the
node on the LMA. The LMA only has to receive and process the received PBU messages
sent by the MAGs.

When the program captures a PBU message, it has two paths to choose:

• If the mMAG that triggered the registration does not have a BCE, the LMA performs
the registration of the new mMAG.

• If the mMAG that triggered the registration already has a BCE, the LMA only
updates the mMAG’s BCE.

If the chosen option is the registration of a new mMAG, the LMA creates and fills the
new mMAG’s BCE according to the information available on the PBU message. Then, if
the tunnel necessary to communicate with the MAG does not exist, the LMA creates it and
configures the necessary routes to the mMAG. To finalize the registration of the mMAG,
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Figure 3.2: LMA operation flow diagram based on [6]
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a PBA message is sent to the MAG in order to confirm the registration and provide the
designated network prefix, and the mMAG’s BCE is added to the cache.

If the LMA receives a PBU message related to a mMAG that already has a BCE, it
checks if the PBU lifetime is larger than zero. If the lifetime of the PBU is larger than
zero, the LMA checks if the received PBU is from the MAG identified in the BCE, and
in case of confirmation, it only updates the BCE and sends a PBA to the MAG. In case
of the received PBU be from another MAG, it is performed the handover process between
two MAGs. In this situation, the LMA eliminates the previous BCE of the mMAG and
the old tunnel and routes from the previous MAG if the number of mMAGs is less or equal
to zero, and then registers the mMAG as if it were a new mMAG.

If the lifetime of the PBU is less or equal to zero, the LMA deletes the mMAG’s BCE,
and the tunnel to the MAG if it does not have more mMAGs registered on this MAG. To
finalize, the LMA sends a PBA to the MAG to confirm the elimination of the mMAG’s
entry.

A chaining of MAGs causes problems in the establishment of tunnels to the LMA due to
a verification performed. For example, in a multi-hop communication, if the LMA detects
that it already has a tunnel to the first MAG, when the mMAG connected to it, the MAG
does the request for a new tunnel and it will be discarded. In N-PMIPv6 this verification
was eliminated in order to provide multi-hop communications.

3.3.2.2 MAG and mMAG Operation

The MAG entity is responsible to detect the movement of the regular users and mMAGs,
and to communicate its current location to the LMA. The mMAG is a normal MAG
endowed with mobility. The operation method of the static or mobile entity is similar,
so the MAG entity need to be able to decide if it has to behave as a static or a mobile
MAG. The operation’s process and the decision of operation’s mode of the MAG entity
are presented in the figure 3.3.

The MAG and mMAG operation is also based on a finite state machine. The operation
process of the MAG and mMAG entities can be divided in two main parts:

• First the MAG entity has to decide if it will behave as a static or a mobile MAG.

• After this decision the operation process of both entities is similar, with the exception
that both entities capture RS and PBA messages, but only mMAG entity captures
RA messages.

Regarding to the first part of the operation process, to decide if it will behave as a
static or a mobile entity, the MAG checks its configuration file when it initiates. If it has
a pre-defined egress interface address, the MAG will run as a fixed MAG. Otherwise, if
there is no pre-defined address, the MAG will run as a mMAG.

After this decision, both entities will perform the MAG operation process. When a
MAG detects a node, it initiates the operation process and gets its MN-ID. In our case,
the MN-ID is the MAC address of its interfaces. Then, if the actual MAG or mMAG
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Figure 3.3: MAG and mMAG operation flow diagram based on [6]
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entity is the destination of the mMAG’s request, it has to be authenticated to be able
to communicate on the network. This validation if performed through a Radius server
[42]. The mMAG makes a request to the Radius sever and, through its MN-ID the Radius
server checks if the node is authorized or not. In case os a negative answer, the mMAG is
discarded. In case of a positive answer, the following paths can be taken:

• If the mMAG’s BCE does not exists, it will be performed the registration process of
a new mMAG.

• If the mMAG’s BCE exists but it is temporary, the registration process of the mMAG
is finished, creating the necessary routes and tunnels.

• If the mMAG’s BCE exists and it is definitive, the BCE is refreshed.

In the first case, after the mMAG’s authentication, the MAG sets up a temporary BCE
with the node information, sends a PBU to the LMA with this information and waits for
its response. If within a pre-defined time the MAG does not receive the PBA message in
response to the sent PBU, it clears the temporary BCE and the mMAG registration is
aborted.

If the PBA is received within the pre-defined time, the MAG goes back to the finite
state machine. This time, as the mMAG’s BCE is temporary, the operation process will
enter in the second case. First it checks if the received PBA is a response to the last PBU
sent, and if it is, it refreshes the mMAG’s BCE and makes it definitive. Then, it establishes
the tunnel to the LMA and creates a periodical task to send Neighbor Solicitation (NS)
messages to the mMAG, to verify if it is still reachable or not, and waits for the Neighbor
Advertisement (NA) from the node. To finalize, it sends a RA message to the mMAG
indicating the HNP assigned. The NS and NA messages have been removed by Diogo after
the dissertation conclusion.

When the MAG receives the periodical NA messages in response of the sent NS mes-
sages, it enters in the third case. As the mMAG’s BCE is definitive, the MAG only update
it and continues the NS task.

These three cases are performed either in the MAG and in the mMAG entity. Beyond
this, the mMAG entity also captures and analyses the RA messages. When the mMAG
performs the registration process on a MAG, it will receive a RA message in the end of
the process. When it receives the message, it will configure its interface with the assigned
prefix to be able to communicate in the network. If the MAG stops receiving NA messages
from a node, it assumes that the node is no longer reachable, it deletes the MN registration
and sends a PBU to the LMA to inform about the elimination of the specific node. Instead
of the NA messages, it will be used periodic RA messages to keep the connection of the
mMAGs.

3.3.3 N-PMIPv6 Network Abstraction

The MAG and mMAG processes are similar and, from the point of view of the LMA,
both are identical. If it is ensured that the mMAGs always obtain valid routes in any PoA
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(other MAGs), they will act as a normal MAG and the mobility of the attached users is
ensured.

Figure 3.4: N-PMIPv6 Network Abstraction based on [6]

It is possible to see this network as a cluster PMIPv6 network [6] with several hops.
Figure 3.4 presents the network abstraction of the N-PMIPv6 mobility protocol, and the
way that the several nodes on the network are being seen to the LMA centralized point of
view. With this abstraction, the N-PMIPv6 can support multi-hop connections through
several mMAGs, providing internet access to the users.

The mMAG is seen as a normal user to the MAG, connected and registered as usually.
This node will have the necessary routes and tunnels, either in the LMA and in the MAG,
to be reachable. The mMAG is then a normal operational MAG, and everything between
the LMA and the mMAG is only network routing.

The mMAG2 is seen as a normal user to the mMAG, and it will connect and register as
usually on the network. It will perform the same process as the mMAG in the MAG and,
after the process, it will become also a normal operational MAG. The mMAG2 can provide
connection to a normal user like if it was a normal MAG due to this network abstraction.
The network mobility between different MAGs and mMAGs is also ensured.

3.4 Multihoming Approach

On a vehicular environment, the vehicles can access multiple networks of diverse tech-
nologies simultaneously, to send and receive different types of information such as internet
access, safety or sensor gathering information. Usually, a user is connected to a network
only using a network interface and, when it wants to move to another network, it discon-
nects from the previous one and connects to the new network. With multihoming, a user
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can be connected to more than a network at the same time, using the same or different
network interfaces.

This concept brings some advantages in the communication process such as:

• Capability to perform load-balancing.

• Increase of available resources to a node on the network.

• Better QoS to the users.

• Better resource management, which brings economical advantages.

• Differentiation between different types of traffic.

A multihoming architecture for heterogeneous environments have been developed and
implemented in our group by Nelson Capela [7], and it will be used as the multihoming
approach in this dissertation. The selection of this approach is due to the fact that this
solution has been developed and tested on PMIPv6, a protocol quite similar to N-PMIPv6,
the base mobility protocol on this dissertation.

This multihoming architecture is based on an algorithm able to determine the best
traffic allocation considering the available interfaces, previously proposed by Nelson Capela
[29].

Nelson proposes a set of entities in [7] that provides the necessary information to the
algorithm of traffic allocation, and applies the rules of multihoming that result from the
algorithm. The next sections pretend to give an overview about these entities imple-
mentation, function, and how they are integrated on the mobility protocol, in order to
understand the base multihoming approach of this dissertation. Section 3.5 presents the
proposed multihoming architecture and its main entities. Section 3.6 presents the integra-
tion of the multihoming architecture with the PMIPv6 mobility protocol and the operation
process of the resulting protocol.

3.5 Proposed Multihoming Architecture

Multihoming provides a greater control on the type of the service provided and more
efficient use of the available network resources on the operators side. In this section it
will be presented the main entities of the multihoming architecture proposed in [7] and its
features. Figure 3.5 presents the architecture that supports the multihoming capabilities.

The multihoming architecture can be divided in three main parts, which are, the Core
Network, the Mobile Access Networks and the End-Users Mobile/Fixed Terminals. On
the other hand, each of these parts contains other architecture entities responsible for the
multihoming operation.

Regarding to the Core Network it contains:

• Terminal Manager (TM): Performs the management of the users interfaces.
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Figure 3.5: Multihoming Architecture[7]

• Flow Manager (FM): Identifies and relates the traffic flows of each terminal,
determine the amount of traffic sent through each interface of the terminal and apply
the obtained rule.

• Information Manager (IM): Obtains the necessary information to the multihom-
ing process.

• The PMIPv6 mobility protocol running as LMA.

The Mobile Access Networks is composed by:

• Points-of-Attachment (PoAs): Are the points where the terminals can be con-
nected.

• Network Information Server (NIS): Is in charge of store and provide the infor-
mation about the access networks.

• The PMIPv6 mobility protocol running as MAG.

At last, the End-Users Mobile/Fixed Terminals contain the User Information Server
(UIS), that is responsible to save and provide information about the terminal and its
connections features.

After this overview of the multihoming architecture, the integration of these entities on
the mobility protocol will be summarized.
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3.6 Integration of multihoming with the Mobility Pro-

tocol PMIPv6

This section presents the integration of this architecture on the mobility protocol, the
PMIPv6.

3.6.1 PMIPv6 Main Modifications

The PMIPv6 protocol is not ready to support multihoming by itself, because it does
not have the capability to associate the connection of multiple terminal’s interfaces simul-
taneously. The new capabilities developed by Nelson [7] were the following:

• Addition of the capability to associate several interfaces to a specific terminal.

• Implementation of an intelligent and dynamic process to split the traffic through the
interfaces of a terminal.

• Implementation of a mechanism to get information about the terminal, the traffic
characteristics and the network where the terminal is connected.

These new capabilities are provided by the multihoming architecture entities proposed
in section 3.5.

3.6.2 Multihoming Framework

The entities of the multihoming architecture have the ability to interact and commu-
nicate among them. In order to know how they interact with each other and the network
implementation, figure 3.6 presents the multihoming framework. Next, each entity func-
tionalities and integration will be explained.

Figure 3.6: Multihoming Framework[7]
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3.6.2.1 LMA New Entities and Operation

The LMA is the central point of the mobility and multihoming operations. With the
multihoming extension, the LMA will now have three new entities responsible for the
multihoming process. Besides these entities, the LMA will have new rules and routes in
order to perform the multihoming packets routing. Figure 3.7 presents the LMA operation
flow with multihoming support.

The LMA operation remains the same, compared with the presented operation in sec-
tion 3.3.2.1, but now it has the multihoming support provided by the three new entities.
In order to understand the global LMA with multihoming operation process, each of the
new entities will be analysed.

Terminal Manager (TM)

The TM performs the association between different connections and a specific user,
using a connection identifier list, and manages the process related with this association,
namely, the modifications, insertions or removals of networks and interfaces. A connection
identifier list is a list where the connection identifier is not the MAC address (like in the
PMIPv6) but is a unique identifier not related to the interface. This method is not being
used and is reserved for a future use. The association performed on the developed protocol
is made through the user prefix. The interfaces of a user are associated to its prefix.

As can be seen in figure 3.7, when a user connects one interface to a MAG, the PMIPv6
performs all the necessary operations and exchanges the necessary messages to register the
user on the LMA. If the interface is from a new user, the LMA adds a new entry in the
BCE with the user information, and the TM also adds a new entry in the User Cache
Entry (UCE) with information about the user and its interfaces. If the interface is from
an existent user, the TM only updates the terminal information. When the BCE of an
user interface is deleted on the LMA, the TM also deletes the user’s UCE if it is the last
interface of that user. Otherwise, the user’s UCE is only updated.

Flow Manager (FM)

The FM is the entity that defines, calculates and applies the multihoming rule. In
figure 3.7, the FM is responsible for all updates on the Flow Cache Entry (FCE) and on
the multihoming rule. The main functionalities of this entity are:

• Traffic Detection: The FM analyses the received packets filtered by the IP address
on the LMA. It creates or updates the FCE of the users according to the flows
that belong to each user, and this cache contains general information about the user
flows and custom information of each flow. Also, this entity is capable to apply flow
preferences, which is a good advantage for the operators.

• Optimization of the Multihoming Rule: The FM uses a multihoming algorithm
previously developed in [7] [29], that minimizes the time spent by the packets on the
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Figure 3.7: LMA flow diagram

44



network to calculate the best rule to be applied on how to divide the traffic through
the available interfaces of each user.

• Dynamism and traffic validation: The FM analysis of the network is dynamic
to deal with the constant modifications of the network characteristics.

Information Manager (IM)

The IM is responsible to obtain the updated and real information about the network
environment necessary to determine the multihoming rule. The FM uses the IM to obtain
the information which in turn uses the NIS.

3.6.2.2 MAG New Entities and Operation

The MAG with multihoming support acts like a normal MAG of PMIPv6 protocol,
which operation process is described in section 3.3.2.2. However, it has a new entity, the
NIS. Moreover, the MAG with multihoming support configures new rules and routes to
perform the multihoming traffic routing.

Network Information Server (NIS)

This entity is responsible to provide the necessary information to the IM, and to verify
the state of the access networks. To perform these tasks, it communicates with the IM
present on the LMA and with the UIS in the user terminal.

3.6.2.3 User Information Server (UIS)

This entity is integrated in the multihoming user, and can communicate with the NIS
in the MAG. It is used only to enable the selected measurement approach depending on
the access network chosen. Also, this entity collects and saves information in a database
about the user interfaces, and the available networks in range.

3.7 Chapter Considerations

Mobility is a need in a vehicular network. The users of the network must be able to
perform handover between PoAs, either of the same technology or of different technologies.

To turn the PMIPv6 base protocol in the N-PMIPv6 protocol, several changes were
made. The most significant one was the implementation of the mMAG entity, which
consists in several modifications on the PMIPv6 MAG in order to make it mobile to support
the network mobility, and also to make chains of mMAGs aiming to extend the range of
the network using multi-hop communications.

Another main feature added to the mobility protocol was the support of IPv4 network
to the users attached to the mMAGs, using IPv4-in-IPv6 tunnels in order to grant the
internet access. With the overview of the N-PMIPv6 mobility protocol that supports full
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network mobility and is able to run on a vehicular network finalized, it is time to analyse
the multihoming architecture that was chosen to be integrated with the mobility protocol.

With the use of multihoming, it is possible to take advantage of all available resources
in the range of a node. Nowadays, every device is already equipped with more than
one wireless network interface, and usually these devices only utilize one interface to be
connected to a network. The multihoming architecture presented in this chapter allows
end-devices to be connected to a network with more than one interface simultaneously,
in order to bring advantages to the user side, such as better QoS and resources, and
advantages to the operator side, such as load-balancing and a decrease of economic costs,
resulting on a better resource management.

Naturally, multihoming is related with mobility and the multihoming architecture pre-
sented in this chapter and developed by Nelson Capela [7] was developed based on a
mobility protocol, the PMIPv6. Due to the fact that this protocol is not ready to support
multihoming, several changes have been made and some entities have been added in order
to support the multihoming architecture.

Five main entities responsible for all the multihoming operation have been added to
the mobility protocol main components:

• On the LMA side, it was inserted the TM entity to associate the different connections
to a certain user, the FM entity to define and apply the multihoming rules, and the
IM entity to obtain the necessary information requested by the FM.

• On the MAG side, it was inserted the NIS entity, which is responsible to provide the
necessary information to the IM using also the UIS.

• On the user side, it was inserted the UIS entity with the function to enable the
utilization of the measurement approach.

After this overview of the multihoming architecture and of the full network mobility
protocol used both as base for this dissertation, the next chapter will describe the concept
and solutions implemented in order to integrate the multihoming architecture with the
N-PMIPv6 mobility protocol previously modified to work on vehicular networks. Also, it
will present the solutions to integrate the resulting platform with the vehicular environ-
ment.
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Chapter 4

Multihoming and N-PMIPv6
Integration

4.1 Introduction

Mobility is inherent to vehicular networks since the nodes of the network are vehicles
that move freely, and the users are people that can connect and disconnect of the network
in any place at any time. In this dynamic environment, there are several access networks
of different technologies spread around, and if a node of the network could be connected
to more than one point of attachment at the same time, it brings some advantages for the
users and for the operators.

The utilization of multihoming can provide the connection to more than one access
network simultaneously, making possible to take advantage of all available resources on
the vehicular environment.

These two components, mobility and multihoming, are essential to take the best per-
formance of a vehicular network, and to take advantage of all available resources. The
current network mobility protocol used in our group does not have multihoming support.
Therefore it is not possible to use all available resources in a city or in another vehicular
environment. On the other side, the PMIPv6 developed in our group is integrated with
multihoming, but it only works with a mobile user connected directly to a PoA. Therefore,
to develop a network mobility protocol integrated with multihoming support in a vehicular
environment, the following extensions have to be performed:

• Support full network mobility of the vehicles and of the users inside the vehicles.

• Use the multihoming support in order to take advantage of all available network
resources in the range of a node.

• Run in a vehicular network with Wi-Fi, WAVE and cellular as simultaneous access
network technologies.
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• Support communications in multi-hop, either on the mobility side and on the internet
user side.

• Provide internet via IPv4 network to the users inside the vehicles either in single-hop
or multi-hop connection.

• Connect to more than one PoA simultaneously, with the same interface or with
different interfaces of an OBU.

This chapter presents the concept of the integration of the multihoming architecture
proposed by Nelson Capela [7] with the full network mobility protocol developed by Diogo
Lopes [6] in order to implement the network mobility protocol integrated with multihoming
support, and also the concept of the integration of the developed protocol in a vehicular
network with the different available access network technologies. One important note on
the mobility protocol with multihoming is the fact that the multihoming support only
provides multihoming in downlink traffic to the users attached to the mMAGs.

4.2 Mobility Connection Manager

The first step of this dissertation was the implementation of a connection manager in
order to choose the best networks available and to configure the mMAG interface address
automatically.

The connection manager developed and implemented in this point aims to:

• Perform a scan to find all the available Wi-Fi and WAVE networks suitable to the
mobility protocol.

• Choose the best WAVE or Wi-Fi network in range and connect to the chosen network
by sending a RS message.

• Filter the received packets to capture only RA messages with the board running the
connection manager as destination.

• Analyse the received RA messages in order to obtain the necessary information to
configure the board network interface.

• Configure the interface which will be connected to the vehicular network and the
necessary default route.

In order to avoid problems with broadcast messages in the WAVE technology, the
connection manager developed sends the RS messages to the link local of the desired PoA.
So, the MAG or mMAG will only receive RS messages that are sent to them, and will
ignore the others.

This version of the connection manager was designed to test the mobility protocol and
provide basic support to multihoming. The necessary changes to have full support to
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multihoming were developed and implemented in another dissertation running in parallel
in our group. Furthermore, in order to fulfil the objective of this dissertation, two new
modules have been added to the multihoming connection manager, which will be explained
in another section.

4.2.1 Connection Manager Operation

When a node changes its point of attachment on the network, it is necessary to send
a RS message to the new MAG or mMAG in order to trigger the N-PMIPv6 protocol to
realize the handover process. In response, the node receives a RA message with information
to configure the interface. The connection manager performs all the necessary requirements
on this process. The flow diagram of the mobility connection manager implemented in this
dissertation can be seen in figure 4.1.

Figure 4.1: Mobility Connection Manager Operation Flow Diagram

The mobility connection manager performs simultaneously a Wi-Fi network scan, a
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WAVE network scan and the received packets analysis. It runs to manage the available
networks and to perform all the necessary configurations on the network mobile node.

Regarding to the Wi-Fi network scan task, the connection manager performs a period-
ical scan, with pre-defined periodicity, to find the suitable Wi-Fi networks to be used as
access networks in the N-PMIPv6 mobility protocol. If it finds a suitable Wi-Fi network,
it first checks if there is any suitable WAVE network available before connecting to the
Wi-Fi network. If there is any WAVE network, the connection manager will ignore the
Wi-Fi networks. Otherwise, the connection manager will send an RS message either to
connect to the Wi-Fi network if it is a new network or to maintain the connection if it is a
network that the node is already attached. The WAVE networks have priority to the con-
nection manager due to the fact of the WAVE technology has been developed specifically
to VANETs and has better performance on dynamic environments.

On the WAVE network scan task, the connection manager also performs a periodical
scan, with pre-defined periodicity, to find the suitable WAVE networks to be used as access
networks in the N-PMIPv6 mobility protocol. If the connection manager finds any suitable
WAVE network, it sends a RS message either to connect to the WAVE network if it is a new
network or to maintain the connection if it is a network that the node is already attached.

Finally, regarding to the received packet processing task, the connection manager first
performs a filtering by the type of received packets. If the received packet is a RA message,
next the connection manager performs a filtering by the destination Media Access Control
(MAC) address of the packet. If the RA message is destined to one of the board’s interfaces,
the connection verifies if it is from a new network. In case of positive verification, the
connection manager creates the IPv6 address of the board with the prefix information
received on the RA message and with the MAC of the interface in which the message
was received. When this address is ready, the connection manager configures the desired
interface, and sets up the necessary uplink routes to be connected on the network.

The pre-defined frequency on the WAVE network scan is bigger than on the Wi-Fi
network scan due to the fact that, when it is performed the scan in the Wi-Fi interface,
the data transmission to the users attached to the interface is interrupted.

With this operation process in mind, the implementation details of this approach will
be explained in the next chapter.

4.3 Integration of Multihoming with the Mobility Pro-

tocol N-PMIPv6

After the implementation of the mobility connection manager and the test of the previ-
ous developed N-PMIPv6 mobility protocol in [6], it was performed the integration of the
chosen multihoming approach entities [7] on the N-PMIPv6 mobility protocol modified in
[6].

On the LMA side, it has been integrated the TM, the FM and the IM entities. The LMA
flow diagram and the operation process remains the same as presented in section 3.6.2.1.
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The only modification is the absence of the verification on the tunnel establishment. If
there is another previous tunnel for a mMAG in a chain of MAGs/mMAGs the request to
create the new tunnel is discarded. On other words, if the LMA has a tunnel to a MAG
already created, when a mMAG connects to the MAG and requests a tunnel the request
is discarded.

Regarding to the MAG and mMAG entities, they have been integrated with the NIS
entity. The flow diagram and operation method remain the same as presented in section
3.3.2.2. The only modifications to this operation process are the configuration of the new
multihoming rules, routes and tunnels by the MAG/mMAG entity, the absence of NS and
NA messages, replaced by periodical RS messages to keep the connection alive, and the
new entity, NIS, that can communicate with the LMA to provide the necessary information
to the multihoming process and monitor the access networks.

After this integration, the mobility protocol with multihoming support is able to provide
multihoming in single-hop communications to a user connected with different network
interfaces to different PoAs. For example, it is possible to provide communications through
multiple access networks to a mMAG connected to a Wi-Fi PoA with a network interface,
and connected to a WAVE PoA (an RSU) with another network interface. But, since
in the WAVE technology there is no session establishment, it is important to connect to
two or more different WAVE RSUs with the same network interface of the mMAG. This
feature was implemented in our mobility protocol with multihoming support in another
dissertation running in parallel with this one. To make it possible, the registration of an
user’s interface on the BCE is associated with the serving MAG, creating two different
BCEs for the same user’s interface, differing only in the MAG associated to the user.

One of the main changes on the mobility protocol was the withdrawal of the handover
concept. In the case of the mobility protocol with multihoming support, the handover
concept does not exist because, the mMAG instead of disconnecting from a PoA to connect
to a new one, connects to both simultaneously. It only disconnects from one PoA when it
goes out of the range of the PoA.

In the developed protocol, the normal users are attached to the mMAGs in an IPv4
Wi-Fi network, so, if the mMAG has multihoming, the attached user will have it to. The
full network mobility protocol with multihoming support in this stage is able to:

• Provide multihoming capabilities to a mMAG connected to different PoA with dif-
ferent network interfaces.

• Provide multihoming capabilities to a mMAG connected to different PoA with the
same network interface.

• Provide multihoming using all the mMAG interfaces simultaneously.

Figure 4.2 presents an illustrative scenario supported by the developed protocol in this
stage. The vehicle (mMAG) is connected to a Wi-Fi hotspot (MAG), through the Wi-Fi
network interface, and to two WAVE RSUs (MAGs), through the same WAVE network
interface, simultaneously.
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Figure 4.2: Possible Multihoming Scenario in this Stage

In order to manage the access networks used by the mMAG and to configure its inter-
faces and routes according to the received RA packets, it is used a multihoming connection
manager. The multihoming connection manager, an extension of the mobility connection
manager, implemented in another dissertation running in parallel in our group, is able
to connect the mMAG to more than one network in simultaneous, in order to use the
multihoming support.

With this initial version of the mobility protocol with multihoming support working,
the next step was the implementation of the multi-hop support.

4.3.1 Multi-hop Support

When a vehicle is not in the range of any RSU or Wi-Fi hotspot, it can connect to the
network through the cellular network or, through another vehicle connected to one MAG.
Figure 4.3 shows a vehicle (mMAG-1) connected directly to a WAVE RSU and to a Wi-Fi
hotspot (MAGs), and another vehicle (mMAG-2) connected to the first one in multi-hop
communication.

Figure 4.3: Multi-hop communications with two vehicles
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The multi-hop is supported directly in the mobility protocol, due to the network ab-
straction explained in section 3.3.3. In the case of our mobility protocol with multihoming
support, the mMAG-2 connected in multi-hop will benefit from the multihoming process
of the mMAG-1. The traffic destined to mMAG-2 will be divided through the two MAGs
connected to the mMAG-1, in a process similar to the traffic division in the first hop using
the IP tables. After the division, the mMAG-1 forwards all the traffic destined to the
mMAG-2 through the WAVE interface connected to the mMAG-2. It is important to refer
that in communications between OBUs (or mMAGs) it is only used WAVE technology.
The enforcement of the traffic path is performed using the IPtables rules in order to mark
the packets. After the packets marked, the traffic is routed in a normal way, following the
defined rule.

If a user has more than one network interface registered in the UCE, the multihoming
process can replicate the IP address of one interface in the others in order to divide a
data flow through the several interfaces. This replication is executed in the mMAG by the
UIS, when the LMA requests it. With this process the multi-hop communications on the
mobility side are supported in the mobility protocol with multihoming support without
major modifications in its concept.

Figure 4.4: Multi-hop and Multihoming Network
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In figure 4.4, when the mMAG-1 connects to the two MAGs, the LMA and the MAGs
create the necessary tunnels to communicate with each other. After the registration of the
mMAG-1 on LMA, and the set up of the necessary routes and tunnels, the mMAG-1 is
ready to act as a normal MAG to the other nodes on the network. When the mMAG-2
connects to the mMAG-1, the LMA and the mMAG-1 create the necessary tunnels to
communicate in multi-hop. The packets destined to the mMAG-2 are sent through the
tunnel created between the LMA and mMAG-1. When the mMAG-1 receives the packets,
it forwards them to the mMAG-2. The traffic sent through the tunnel, between the LMA
and the mMAG-1, is divided through the two previous tunnels created between the LMA
and the MAGs.

The LMA analyses the traffic to the mMAG-2 before and after the encapsulation of
the packets in the multi-hop tunnel. Therefore, the packets destined to the mMAG-2 will
be analysed and marked to the multi-hop tunnel and, when they are already encapsulated
and about to be sent in the tunnel, the LMA captures the packets again, encapsulates
them through one of the single-hop tunnels, according to the pre-defined multihoming rule
(decision performed per packet), and sends the packets through the single-hop tunnels. The
FM entity has been modified in this dissertation to support the analysis of encapsulated
packets, in order to provide single and multi-hop communications and to support the
modification of the input interface to the output IPv6 tunnels.

4.3.2 IPv4 over IPv6 Internet Support

One of the objectives of this dissertation is to provide internet via IPv4 network to the
users inside the vehicles in single-hop or multi-hop connection, while the vehicular network
is multihomed. Since our mobility protocol with multihoming support only provides IPv6
mobility, and the majority of user’s devices still only supports IPv4 networking, it was
necessary to implement a method to provide internet access to the user’s IPv4 terminals.

When a mMAG connects to several PoAs simultaneously, the mobility protocol with
multihoming support ensures the maintenance of all node’s connections. The adopted
method to provide IPv4 internet to the users is composed by:

• IPv4-in-IPv6 tunnelling system between the LMA and the mMAGs, either in single-
hop or multi-hop. The IPv4-in-IPv6 tunnels are used to forward the packets from
the internet to the mMAGs and from the IPv4 networks on mMAGs to the internet.

• Network Address Translation (NAT) server placed on the LMA entity to convert the
requests of the mMAGs network’s users into LMA requests to the internet. All the
network is seen, from the point of view of the internet, as a unique user [43]. When
the LMA receives the packets from the internet, it resets the original address, and
sends the packets to the destined users through the established tunnels.

The mobility of the IPv4 users is assured, as long as they remain in the same mMAG
network. In the case of mobility of the IPv4 users between different mMAGs, the session
continuity is not ensured by the developed protocol.
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In order to implement the IPv4 network support, it has been modified the handler func-
tion of the RA messages due to the use of more than one network interface simultaneously,
it has been implemented a NAT server running in the LMA machine and modified the
analysis of the packets by the FM entity. Figure 4.5 presents the IPv4 network support
process.

Figure 4.5: IPv4 Internet Access to Users Inside the Vehicles

When the mMAG-1 connects to the network, it is created an bidirectional IPv4-in-
IPv6 tunnel from the LMA to the mMAG-1. To exchange packets between the internet
and the mMAG-1 IPv4 network, both entities use the created tunnel. For the multi-hop
mMAG-2 the process is similar. The LMA performs the necessary routing process to send
the captured packets to the mMAGs through the created IPv4-in-IPv6 tunnels. After the
encapsulation of the IPv4 in an IPv6 packet, the routing process of the mobility protocol
with multihoming support is responsible to forward the packets to the desired mMAGs and
MAGs, through the previous IPv6-in-IPv6 tunnels created by the mobility protocol. This
is the main issue that has been overcome in this dissertation related to the IPv4-in-IPv6
support.

The FM entity has been modified to support the analysis of the packets encapsulated.
Now, the entity has to be able to analyse the IPv4 packet encapsulated in an IPv6 packet
in the case of single-hop communications between the users attached to mMAG-1 and the
internet, and to analyse the IPv4 packet doubly encapsulated in IPv6 packets in the case
of multi-hop communications between the users attached to mMAG-2 and the internet.

In case of multi-hop communications, the packets are double analysed. The FM entity
captures and analyses the IPv4 packets encapsulated in IPv6 packets, and forward them
to the respective tunnel using the routing rules and tables. After the encapsulation of the
single-hop tunnel, the IPv4 packets doubly encapsulated with two IPv6 headers are once
again captured and analysed to be sent to the desired tunnel interfaces.

In the next section it will be explained the modifications performed in the RA messages
handler in order to provide internet access to the users attached to the mMAGs.
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4.3.2.1 Router Advertisement Messages Handler

With multihoming, a mMAG can have multiple simultaneous egress interfaces. As
stated before, an egress interface is the network interface of the mMAG attached to the
MAGs or mMAGs in the multi-hop case. The mobility protocol only supports one egress
interface at each time. Therefore, in order to utilize multiple egress interfaces simultane-
ously, a structure has been created to save the information of all egress interfaces. This
structure contains the following fields:

• Flag to determine if the interface is in use as egress interface.

• The egress interface name.

• The egress interface address obtained on the RA message.

• Pre-defined time-out variable to set the flag off when the utilization of the interface
as egress interface expires.

As the mMAGs are equipped with two different interfaces able to perform multihoming,
an array of these structures with two positions have been created. The WAVE interface
and the Wi-Fi interface use one specific position of the array, and the cache of that egress
interface will be stored in the defined position. The operation process in the case of
receiving an RA message is present in figure 4.6.

When the mMAG receives an RA message, it extracts the information of the message,
such as the prefix and the addresses. Next, it will obtain the IPv6 uplink interface of the
node, configured by the connection manager.

If the RA has been received in the WAVE interface, the handler fills the egress cache
of WAVE technology in the specific array position. Next it switches the egress interface
of the mobility protocol to the WAVE interface and address and configures the IPv4-in-
IPv6 tunnel between the WAVE interface and the LMA. The LMA also configures an
IPv4-in-IPv6 tunnel between it and the mMAG’s WAVE interface.

If the RA has been received in the Wi-Fi interface, the handler fills the egress cache of
Wi-Fi technology in the specific array position too. Next it switches the egress interface
of the mobility protocol to the Wi-Fi interface and address and configures the IPv4-in-
IPv6 tunnel between the Wi-Fi interface and the LMA. The LMA also configures an
IPv4-in-IPv6 tunnel between it and the mMAG’s Wi-Fi interface.

To finalize, the handler checks if the uplink IPv4 route is through the same interface
as in the IPv6 uplink route, a dynamic route configured by the connection manager. In
case of positive answer it does not change the IPv4 uplink route. Otherwise, it changes
the IPv4 uplink route to the same interface as in the IPv6 uplink route.

The egress entries have a pre-defined time-out to switch the usage flag to off. In case
that the mMAG does not receive RA messages through a certain interface for more time
than the pre-defined time-out, the interface is considered disabled on the mobility point of
view.
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Figure 4.6: RA handler flow process

The tunnel creation on the LMA side is made when the user registers a new interface
on the UCE. To avoid the problem of having two tunnels in the LMA with the same local
and remote address, which is impossible despite of the tunnel mode being different, it was
used an alternative IP address pre-configured on the mMAG’s interfaces to support the
IPv4-in-IPv6 tunnels. The new IP addresses are built according with the follow formula:

2001 : USERID :: TECH : BOARDID (4.1)

The USERID field corresponds to the second field of the IPv6 prefix given to a certain
user. The TECH field can have the value one, two or three. It is one in case of a WAVE
interface, two in case of a Wi-Fi interface and three in case of a cellular interface. Finally,
the BOARDID is the specific number of the NetRiders that can be obtained in a file placed
on the board’s file system. With this method it is assured that each mMAG’s interface
will have a unique IP address.
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4.3.3 Uplink Multihoming Base Support

In order to provide a base support to uplink multihoming at the tunnel level, it was
necessary to create the tunnels between the mMAG and the LMA on the mMAGs side
according to the interfaces in use on the downlink multihoming. When the mMAG receives
RA messages through the WAVE and the Wi-Fi interfaces simultaneously, it creates two
IPv4-in-IPv6 tunnels to the LMA. In the actual mobility protocol with multihoming
support, only one of those tunnels is used to send the IPv4 packets to the LMA, but both
tunnels may be used in a future implementation of uplink multihoming.

Figure 4.7: RS handler flow process

Besides the IPv4-in-IPv6 tunnels, it was also necessary to create the IPv6 tunnels to
a mMAG in single-hop using downlink multihoming through the two different interfaces,
when that mMAG has another mMAG attached in multi-hop. The creation of the uplink
IPv6 tunnels is made in the reception of the RS messages, because the tunnels will only be
used if the mMAG has another mMAG attached. Moreover, upon receiving an RS message,
the handler can check the egress interface cache to know which interfaces are being used
on the mobility. The RS handler was modified to fulfil this task and its flow diagram is
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presented in figure 4.7.
Upon receiving an RS message, process it and create the necessary tunnels and routes,

the handler checks if the other interface, other than the destination interface of the RS,
is in use on the mobility side. If the other interface is in use, the handler also creates the
IPv6 tunnel between that interface and the LMA if the tunnel does not exists. Otherwise,
if the other interface is not in use and the IPv6 tunnel between the mMAG and the LMA
exists, the handler deletes the tunnel.

With the multiple IPv6 and IPv4-in-IPv6 tunnels between the mMAGs and the LMA
dynamically created and deleted on the mMAG entities, the mobility protocol with mul-
tihoming support implemented in this dissertation is now able to provide a base structure
to support uplink multihoming.

4.3.4 Cellular Support

In order to provide internet and communication capabilities to the users everywhere,
at any moment, the cellular network is used as a backup network. The cellular network
is configured to be used only when there is no other suitable network (WAVE or Wi-Fi
network) in the range of the vehicle, due to its high costs of utilization.

Figure 4.8 presents a possible scenario when the utilization of the cellular network is
necessary to keep the sessions of the users. In this scenario the vehicle is connected to the
WAVE RSU and then moves along to the Wi-Fi hotspot, using cellular network between
the WAVE and Wi-Fi PoAs.

Figure 4.8: Cellular Network Utilization Scenario

When the connection manager only finds one network in the range of the mMAG, and
the Radio Signal Strength Indicator (RSSI) of that network falls below a certain threshold,
the connection manager starts sending RS messages to the cellular MAG until it finds a
new suitable network above the defined RSSI threshold, whichever the network technology.
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When the LMA receives a PBU sent by the cellular MAG, related to a mMAG with
the cellular flag usage active, it performs a forced update on the multihoming rule to send
all the traffic destined to the mMAG through the cellular interface. In order to implement
this support, the FM entity was modified to recognize when it has to force the usage of the
cellular interface through a flag sent in the PBU messages, and a new extension was added
to the multihoming connection manager in order to send RS messages to the cellular MAG
and to configure the mMAG cellular interface and routes when it is necessary.

4.4 Network Mobility Protocol with Multihoming Sup-

port Overview

This section aims to present a simplified overview of the developed network mobility
protocol with multihoming support in this dissertation. It takes an example scenario as
starting point in order to demonstrate the message exchanged and operations processed in
the mobility protocol entities. Figure 4.9 presents the scenario used as example.

Considering only the connection between the mMAG-1 and the two MAGs in order
to use multihoming, it is possible to observe in figure 4.10 the signalling flow and the
operation process.

The mMAG-1’s connection manager performs a periodic scan in the network and
chooses the best networks to connect. After this scan, it sends an RS message to the
desired MAGs in order to create the connection.

When the MAGs receive the RS message, they will create or update, if it is a periodic
RS to keep the connection, the BCE of the RS source mMAG-1 interface. Next, the MAGs
will send a PBU message to the LMA to complete or update the mMAG-1 registry. When
the LMA receives the PBU messages, first it will update or create the BCE of the mMAG-1
interface and next it will create or update the UCE of mMAG-1. To complete the process,
the LMA updates the multihoming rule, updates or creates the FCE of mMAG-1, creates
the necessary IPv6-in-IPv6 and IPv4-in-IPv6 tunnels and routes, and sends a PBA message
to the MAGs. The BCE of each interface will have a different serving MAG in the case of
the scenario presented in figure 4.9, either the mMAG uses the same interface or different
interfaces to connect to the MAGs.

Upon receiving the PBA messages, the MAGs configure the necessary routes and tun-
nels to provide communications between the mMAG-1 and the LMA, and send an RA
message to the mMAG-1. According to the received RA messages, the mMAG-1 will con-
figure the interfaces addresses, the uplink route and will create the necessary IPv4-in-IPv6
tunnels to provide IPv4 internet access to the users attached to its network. Moreover, the
mMAG-1 will configure the necessary additional IP addresses to support the IPv4-in-IPv6
tunnels.

All the received messages in the entities of the developed protocol are processed and
analysed sequentially. So, a received message in the middle of another message analysis
will not affect the operation process.
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Figure 4.9: Mobility Protocol with Multihoming Support Scenario

Considering now only the connection between the mMAG-2 and the mMAG-1 in order
to use multi-hop communications, it is possible to observe in figure 4.11 the signalling flow
and the operation process.

Due to the network abstraction explained in section 3.3.3, after the registration of the
mMAG-1 on the network, it will act as a normal MAG to the nodes that will connect to it.
When the mMAG-2 connects to the mMAG-1, the operation process will be identical to
the connection between the mMAG-1 and the MAGs, described previously. As previously
stated, the multi-hop communications only use the WAVE technology. So, if a mMAG in
multi-hop connects to two different mMAGs in single-hop, the only difference between its
BCE in the LMA is the serving MAG entry.

The presented scenario provides a simplistic overview of the developed protocol op-
eration. It presents the utilization of multihoming to the mMAG-1 in single-hop, the
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Figure 4.10: Single-hop Signalling Flow and Operation Process
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Figure 4.11: Multi-hop Signalling Flow and Operation Process

utilization of multi-hop to the mMAG-2 and the supply of IPv4 internet access to the
users attached to mMAGs, either in single-hop or in multi-hop.

4.5 Multihoming Connection Manager Extensions

After the integration of multihoming with the mobility protocol, it was needed to add
two new modules to the multihoming connection manager in order to support the new
features added.

The first module added to the multihoming connection manager consists in a task
responsible to add the new IP addresses necessary to support the IPv4-in-IPv6 tunnels
described in 4.3.2. This task checks if the new IP addresses exists or not, and in case of a
negative answer adds the new IP addresses to the board interfaces according to the formula
presented in 4.1.

The second module added, is responsible for the cellular operation on the multihoming
connection manager. The operation flow of this new module is presented in figure 4.12.

This new module performs a periodic verification of the RSSI of the found or connected
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Figure 4.12: Cellular Extension to Multihoming Connection Manager Flow

networks in order to decide if it is necessary to use the cellular support. If the mMAG
does not have any WAVE or Wi-Fi connection, the cellular module activates the cellular
task, if the task is disable, and continues performing the periodic verification of the found
networks RSSI. When it finds a suitable network, it disables the cellular task. If the mMAG
is connected to one network, the cellular module checks the RSSI of that connection, and,
if it goes under a pre-defined threshold, the cellular module activates the cellular task and
considers that the mMAG does not have any network connected.

Regarding to the cellular task, it is waiting for a signal to start its operation. If
it receives the signal, it starts sending RS messages through the cellular interface and
configure the cellular interface with the routes and IP addresses according with the received
RA messages. If this task receives a signal to stop, it ceases its operation immediately,
returning to the normal operation of the multihoming connection manager and the task
returns to the waiting cycle.

This two new modules will not affect the normal operation of the multihoming connec-
tion manager. The cellular module is only used when there is no network in range with an
RSSI larger than the pre-defined threshold.
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4.6 Integration of the Developed Features in Both

Dissertations

As stated before, there is another dissertation running in parallel in our group that
aims to develop more features to the network mobility protocol with multihoming support.
To finalize this chapter, it is presented in this section the main features and objectives of
the final version of the developed protocol, considering both dissertations. To summarize,
the main objectives are the follows:

• Support of full network mobility either for the vehicles and for the users inside them.

• Utilization of multihoming to take advantage of all available network resources in the
vehicular environment.

• Utilization in a vehicular network with Wi-Fi, WAVE and cellular as access network
technologies.

• Integration with a Multihoming Connection Manager that manages the connections
and configurations of the OBUs.

• Dynamic adaptation of the multihoming rule that distributes the multihoming traffic,
in order to better fit the characteristics of VANETs and its traffic.

• Classification of the traffic according to its priority and posterior distribution of the
flows through the available connections of a user, taking into account its character-
istics.

• Support of multi-hop communications.

• Provision of internet via IPv4 network to the users inside the vehicles either in single-
hop or multi-hop connection.

• Simultaneous connection to more than one PoA with the same or different interfaces
of an OBU.

• Utilization of cellular network in order to maintain the connectivity when there are
no other networks available.

4.7 Chapter Considerations

In this chapter, it is presented the concept behind the implementation performed on
this dissertation. The main additions implemented on this dissertation were the following:

• Development of a full network mobility protocol with multihoming support.
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• Integration of the developed protocol in a vehicular environment with WAVE, Wi-Fi
and cellular as access network technologies.

• Support of multi-hop communications between the network nodes.

• IPv4 internet access supply to the users within the vehicles.

• Implementation of a cellular support on the multihoming connection manager and
on the LMA entity, capable of utilizing the cellular network when there is no other
network in the range of the vehicle.

In order to fulfil these objectives, first of all a mobility connection manager has been
made in order to test the base mobility protocol and to provide a base work to implement
the multihoming connection manager. After the implementation of this connection man-
ager, it has been performed the integration of the base mobility protocol N-PMIPv6 with
the multihoming architecture chosen.

Regarding to the IPv4 over IPv6 internet support, it was necessary to adapt all the
protocol with new tunnels, routes and addresses. The mechanism to provide IPv4 internet
to the users can be divided in two main parts:

• IPv4-in-IPv6 tunnelling and route system between the LMA and the mMAGs.

• NAT server running in parallel with the LMA entity to translate the private addresses
to public addresses in order to access the internet.

Thinking on a future approach of uplink multihoming, the protocol has been modified
to provide support to an uplink multihoming implementation. In short, the IPv6-in-IPv6
tunnels between the LMA and a specific mMAG have been replicated in the mMAG side,
making this way a bidirectional communication process.

Finally, to support the cellular utilization, the multihoming connection manager has
been modified to utilize the cellular technology when there is no other technology in range
or when the mMAG have only one connection and its RSSI goes under a certain threshold,
and real-time traffic is in place.

The next chapter describes the implementation performed to develop and extend the
integrated mobility and multihoming solution.
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Chapter 5

Implementation

5.1 Introduction

After the presentation of the developed protocol and mechanisms in this dissertation,
this chapter aims to give a close view of the implementation done in order to fulfil the
dissertation’s objectives. It presents the challenges and necessary modifications in order to
implement the full network mobility protocol with multihoming support able to run on a
vehicular network.

The integration of the multihoming architecture in the N-PMIPv6 mobility protocol led
to several modifications in several entities, and to the overcome of several obstacles due to
the equipment, network technologies, and platforms used on the practical implementation
of the concept explained in chapter 4.

5.2 Cross Compiling

The equipment used in the implementation in the RSUs and OBUs have limited re-
sources. The use of cross compiling was necessary to create the executable of the code
to run on the boards. A cross compiler is a compiler capable of creating executable code
in a platform, with the objective of running the program in another platform with less
computing resources.

The boards use an operative system based on the openWrt [44], which is a Linux
distribution for embedded systems. Therefore, to create the executable of the mobility
protocol, it was necessary to install the openWrt build system, a set of makefiles and patches
that allows the creation of cross-compilation toolchain, a root file system for embedded
systems, and the necessary libraries to compile the desired packages. This installation was
carried out according to the tutorial available online at [45]. This was the starting point
of this dissertation and it was necessary either to create the executable to test the base
mobility protocol, and to create the executable of the developed network mobility protocol
with multihoming support.
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5.3 Mobility Connection Manager

The functions and operation method of the mobility connection manager have been
presented in the previous chapter in section 4.2. Now, it is time to give a depth view of
the mobility connection manager implementation. This entity can be divided in two main
modules:

• IEEE 802.11p/IEEE 802.11g network scan and connection module.

• Packet analyser and Interface Configuration module.

Each of these modules will be detailed in the next sections.
The RS messages sent by the connection manager are destined to the link local of the

desired AP, instead of the specific multicast address ff02::2 [46]. This is necessary due to
the fact that the WAVE interface captures all the RS messages, even the messages destined
to the other boards.

5.3.1 Packet Analyser and Interface Configuration Module

This module is composed by the functions related with the packet analysis, interface
configuration and board information acquisition. The functions implemented were the
following:

• Main - Principal function of the connection manager. It is responsible to initiate the
necessary threads for the connection manager’s operation and to obtain the necessary
information about the node to provide to the other functions.

• getBoardID - This function is responsible to obtain the unique identifier of each
board used. This function only runs one time when the mobility connection manager
is initialized.

• getOwnMACs - This function is designed to obtain the MAC addresses of the
board’s interfaces (specifically of the WAVE and Wi-Fi interfaces). It also only runs
one time when the mobility connection manager is initialized.

• getPacket - Function that captures all packets that pass through the board in-
terfaces. It uses sockets to implement the sniffing process and only captures IPv6
packets. It runs along all the operation of the connection manager.

• processPacket - Every time that the function getPacket receives a packet, it calls
this function in order to process the received packet. It also performs a filtering
of the packets based on the destination MAC address. This function only calls the
remaining functions to process the packet if it is a RA message, and if it passes the
filtering.
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• printICMPpacket - Analyses the Internet Control Message Protocol (ICMP) header
of the received RA messages to obtain the assigned prefix.

• printIPheader - Analyses the IP header of the received RA messages and stores
the source and destination IP address.

• printETHheader - Analyses the MAC header in order to obtain the source and
destination MAC address.

• getNamebyIP - Obtains the name of the interface where the packet as been received
through the destination IP address.

• configInterface - Configures the interface obtained in the function getNamebyIP
with the IP address made in the function makeIPwMAC.

• makeIPwMAC - With the prefix obtained from the RA message received and the
interface MAC address obtained in the function getOwnMACs, it creates the IP
address to be applied on the board’s interface.

5.3.2 IEEE 802.11p/IEEE 802.11g Network Scan and Connec-
tion Module

This module comprises the functions related with the detection, decision and connection
to the wireless networks available in the range of the board. The functions implemented
were the following:

• getGnet - Performs the periodic scan on the Wi-Fi interface and chooses the best
network found, based on the RSSI.

• getPnet - Performs the periodic scan on the WAVE interface and chooses the best
network found, based on the RSSI.

• connectTo - According with the result of the functions getGnet and getPnet, it
decides which function it is necessary to call in order to connect to the chosen network.

• sendRSP - Sends the RS message to the link local of the desired WAVE PoA in
order to connect to the network. It also sends the periodic RS messages to a network
which the board is already connected.

• sendConnectG - Sends a connection request to the Wi-Fi PoA in order to establish
a session. Next, it sends a RS message to the link local of the chosen PoA in order to
connect to the network. It also sends the periodic RS messages to a network which
the board is already connected.

• makeLinkLocal - Creates the link local of the PoA which was chosen to connect,
based on the MAC address announced.
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5.4 Integration of the Multihoming Entities in N-PMIPv6

After the integration of the mobility protocol N-PMIPv6 code, designed to vehicu-
lar networks, and of the multihoming architecture code, some problems appeared. The
problems encountered were the following:

• The communication between the different entities of the multihoming architecture
was corrupted due to different byte order on the transmitted messages.

• It was decided to change the authentication method to the alternative method also
provided by the radius tool to authenticate the nodes in the network in order to
reduce the amount of messages exchanged.

• The WAVE interface was not supported as ingress interface in the mobility protocol
due to several incompatibility issues with the PCAP tool [47].

• The FM entity expects IPv6 flows in its input interface (interface of LMA connected
to the CN or to the internet), and with the internet access to the users, the input
flows will be IPv4 flows.

• The process of IP replication was modified due to the use of periodic RS messages.

5.4.1 Communication between different multihoming entities

The multihoming implementation assumes that all entities where the multihoming ar-
chitecture will be deployed uses the same operative system, which is not the case in the
vehicular scenario. The computer, where the LMA is running, has a little endian archi-
tecture, while the boards used as network nodes have a big endian architecture. In order
to overcome this obstacle, it was necessary to convert the messages exchanged to the byte
order of the respective operative system. This problem only affects variables of the integer
and double type.

To do the necessary conversion, it were used several functions to convert values between
host and network byte order [48]. These functions work properly with integer variables,
but with double variables it was necessary to create new functions to realize the conversion.

These new functions, convertDouble NetworkToHost and convertDouble HostToNet-
work, first convert the double value to an integer, with the desired precision, next it converts
the integer with the pre-defined functions, and finally sends the value to the destination
entity. When the destination entity receives the value transmitted, it converts again to
double value.

5.4.2 Radius Authentication Alternative Method

In order to reduce the reduce the message exchange on the network, it was decided to
change the authentication method to an alternative method, that relies on the use of a
match file placed in the MAGs.
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The match file has information about the interfaces of the allowed mobile nodes asso-
ciated to the pre-defined prefix of each mobile node. For example, for a mobile node with
the prefix 2001:400::/64, that will connect to the network with the interface identified with
the MAC address D4:CA:6D:55:AB:E4, the entry on the match file will have the follow
aspect:

� 20010400000000000000000000000000 00000000000000000000D4CA6D55ABE4

To use this alternative method, it was necessary to disable the Radius on the file pmip -
hnp cache.c, using the macros undef USE RADIUS and undef CACHE RADIUS.

Besides this match file, there is another file used by the multihoming entities to associate
the interfaces with a certain user, the user ID.txt. This file follows a similar structure of the
match file, but instead of the user prefix associated to the MAC address of the interfaces,
it uses an unique identifier for each user.

5.4.3 IEEE 802.11p Incompatibilities with PCAP Tool

The WAVE technology has some incompatibility issues with the PCAP tool. Since
the PCAP tool is used as a sniffer in the ingress interface, it is impossible to use the
WAVE interface as ingress interface. Since the mobility protocol needs to know what
is the ingress interface, in order to set up the tunnels and the necessary routes, it was
necessary to introduce a flag to signal the use of the WAVE interface as ingress interface.
On the configuration file of the mobility protocol, the Wi-Fi interface remains as ingress
interface, but, if the flag is active, this interface will be changed to the WAVE interface
after the mobility protocol initialization.

The flag was called FLAG CHANGE INTERFACE and was defined in the files rtnl.h,
Flow M process.h and INFO M.h. If the flag is set at zero, it means that it is to use the
ingress interface specified in the configuration file. If the flag is set at one, it means that
it is to use the WAVE interface as ingress interface.

5.4.4 Multihoming FM Entity Flow Analysis

The FM entity analyses the data flows from its input interface (interface of the LMA
connected to the CN or to the internet). According to the multihoming architecture, this
entity expects an IPv6 flow on its input interface. With the internet access to the users
provided on the mMAGs, the input flows will IPv4 flows.

In order to avoid this problem, it was changed the input interface of the FM entity
to the output tunnel interfaces on LMA, designed for ip6tnl+ to include all output IPv6
tunnels, performing in this way a post-routing capture.

In this way, the packets capture will be encapsulated in IPv6 packets, turning the
original IPv4 flow into an IPv6 flow without affecting the operation of the mobility protocol
with multihoming support. This modification was performed in the file Flow M process.c
in the function flow m start.
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5.4.5 IP Replication Process

The FM and the UIS entities performs an IP replication process when necessary in order
to use all the mobile node interfaces to receive the flows destined to one of its interfaces.
When the mobile node has more than one interface, and the FM entity detects a flow
destined to one specific interface, it sends a request to the mMAG UIS entity to replicate
the destination IP address of the flow on the remaining interfaces of the mMAG.

In the original multihoming approach, the FM entity checks for IPs to reply whenever
it receives a RS message. As the mobility protocol with multihoming support uses the
RS messages to periodically keep the mobile nodes connections, the verification of the IP
replication process on each RS received has to be removed.

The UIS was also modified in the method of obtaining the MAC addresses of the mobile
nodes to perform the filtering, due to incompatibilities with the boards used.

5.5 Multi-hop Support and Encapsulated Flow Anal-

ysis

After the explanation of the concept of multi-hop support in section 4.3.1, the current
section presents the necessary modifications to integrate it in the mobility protocol with
multihoming support.

As stated previously, the mobility protocol supports multi-hop communications without
major modifications in its concept, due to the network abstraction presented in section
3.3.3. The necessary modification to integrate the multi-hop communications was in the
analysis of encapsulated flows on the FM entity.

Figure 5.1: IPv6 Encapsulation Process

The FM entity is designed to analyse IPv6 flows with only one IPv6 header. Due to
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the use of tunnels, and to the change of the input interface to the IPv6 tunnels, when
a data packet is sent to a node in single or multi-hop, it will be encapsulated or double
encapsulated, respectively, in other IPv6 packets before the FM captures it to analyse [49].

As can be seen in figure 5.1, the header of the input packets is a single IPv6 header.
When the packet is destined to the mMAG-2, the packet is first encapsulated in the tunnel
between the LMA and the mMAG-1, and next again encapsulated in the tunnel between
the LMA and the MAG. In single-hop communications, the packet is only encapsulated
in the tunnel between the LMA and the MAG. The packets are captured either with two
IPv6 headers or with three IPv6 headers.

The function flow m identify flow in file Flow M process.c was modified to, whenever
it receives a packet, check the IPv6 header field next header to know if the packet is
encapsulated or not. This verification is performed until the next header field is different
of IPv6 type. Next, it adds an offset to the packet pointer in order to perform the cast of
the right packet fields to the desired structure.

In order to also support IPv4 flows due to the internet service provided to the users
inside the vehicles, it verifies the next IP headers fields until the next packet header is of
IPv4 type or different than IPv6 type. The offset added to the packet pointer depends on
the packet type of each header of the encapsulated packets.

5.6 IPv4 over IPv6 Internet Support

The adopted method to provide IPv4 internet to the users is composed by two main
parts. The first one is the NAT server running on the LMA machine. In order to implement
the NAT server, it was used the iptables program to configure the tables provided by the
Linux Kernel firewall and the chains and rules stored in them. First it was necessary to
uncomment the line ”net.ipv4.ip forward = 1” in the file ”/etc/sysctl.conf”. After this
two small modifications, it was necessary to configure the iptables in order to implement
the NAT server between the interface wlan0, connected to the internet, and the interfaces
ip4tnl+, connected to the IPv4 networks of the mMAGs. The used commands where the
following:

� sudo iptables -t nat -A POSTROUTING -o wlan0 -j MASQUERADE

� sudo iptables -A FORWARD -i wlan0 -o ip4tnl+ -m state –state RELATED,ESTABLISHED
-j ACCEPT

� sudo iptables -A FORWARD -i ip4tnl+ -o wlan0 -j ACCEPT

With these modifications performed, the LMA has now a NAT server running in paral-
lel. The second part of the IPv4 over IPv6 internet support mechanism is the IPv4-in-IPv6
tunnelling system between the LMA and the mMAGs. In order to implement this system,
it was used IPv4-in-IPv6 tunnels, created between the address of the Ethernet interface
of the LMA, eth0, and the WAVE or Wi-Fi interfaces of each mMAG, wlan1 and wlan0,
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respectively. On the LMA side, when the mMAG registers one interface on the LMA, it is
created the IPv4-in-IPv6 tunnel with the following commands:

� ip -6 tunnel add ip4tnl”USERID””TECH” mode ip4ip6 local ”ETH0LMAIPv6” re-
mote ”mMAGINTERFACEIPv6”

� ip link set dev ip4tnl”USERID””TECH” up

As in formula 4.1, the USERID field is the second field of the IPv6 prefix given to the
mMAG. The TECH field can be assigned with the character ’p’ or ’g’, according with the
technology of the connected interface. It is assigned with the ’p’ character to the WAVE
interface and with the ’g’ character to the Wi-Fi interface. The ETH0LMAIPv6 is the
pre-defined LMA IPv6 address in the configuration files of the mobility protocol. Finally,
the mMAGINTERFACEIPv6 is the IP address created to the interfaces of the mMAGs
according with formula 4.1.

On the mMAGs side, when the mMAG receives an RA message, it is created the IPv4-
in-IPv6 tunnel between the RA destination interface and the LMA with the following
commands:

� ip -6 tunnel add ip4tnl”USERID””TECH” mode ip4ip6 local ”mMAGINTERFACEIPv6”
remote ”ETH0LMAIPv6”

� ip link set dev ip4tnl”USERID””TECH” up

The only modification relatively to the process of tunnel creation in the LMA is the
change between the local and remote addresses. This process was integrated in the function
pmip mag recv ra on file pmip handler.c. After the tunnels creation on both sides, it
was necessary to set up the necessary routes to perform the communications. Each IPv4
network on the mMAGs is defined according to the following way:

10.”USERID/100”.”USERID%100”.0/24 (5.1)

For example, to a mMAG with the USERID of ”200”, according to the formula 5.1,
the network announced on the Wi-Fi interface to the users is the following:

� 10.2.0.0/24

There is a restriction in the allocation of the USERID to the mMAGs due to this process
of creating the announced network. As the announced network is an IPv4 network, and
the USERID is a field of an IPv6 address, it was defined that only numbers can be used
to define the USERID field in the IPv6 address.

On the LMA side, when it is created a tunnel IPv4-in-IPv6 to one of the mMAG’s
interface, it is configured an IPv4 route to forward packets destined to the mMAG network,
defined according to the previous approach, to the created IPv4-in-IPv6 tunnel.
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On the mMAG side, when it is created the IPv4-in-IPv6 tunnels to the LMA, it is
settled the default IPv4 route to the IPv4-in-IPv6 tunnel associated with the interface
settled as default to IPv6 uplink routes.

The normal users attached to the IPv4 network of the mMAGs are configured with the
default route to the IP address of the mMAG interface used to provide the IPv4 network.
The configuration of the default route, and the allocation of the IP address to the normal
users is performed by the Dynamic Host Configuration Protocol Daemon (DHCPD) [50]
program running in the mMAGs. So, according to the example given previously, the
Wi-Fi interface of the mMAG will be assigned with the IP address 10.2.0.1. The DHCPD
program will configure the user’s devices with IP addresses belonging to the network, and
the default route to the address 10.2.0.1, the address of the mMAG Wi-Fi interface. The
DHCPD program also configures the Domain Name System (DNS) server of the user’s
devices.

In order to announce an IPv4 and to configure the users that want to connect to the
network it is necessary to run the Host access point daemon (Hostapd) [51] and the DHCPD
programs. The configuration files of each one have to be made according to the desired
network to be announced. If it is necessary to use the Wi-Fi interface in the mobility and
multihoming processes and at the same time announce a IPv4 network to the users, it is
necessary to create a virtual Wi-Fi interface. To create this virtual interface, the following
steps can be used:

� iw phy phy0 interface add ”newIfaceName” type managed

� ip link set ”newIfaceName” address ”uniqueMACaddress” up

The newIfaceName is the name of the virtual interface created and the uniqueMACad-
dress is a created MAC address to the new interface. The used MAC addresses on this
dissertation are in the range of 00:00:00:00:00:xx in order to be unique relatively to the
interface MAC addresses of the boards used.

5.7 Uplink Multihoming Tunnels and Cellular Exten-

sions on Multihoming Connection Manager

In order to provide a base uplink multihoming support, the function pmip mag recv -
rs on file pmip handler.c was modified to create the uplink IPv6-in-IPv6 tunnels on the
mMAGs, according with the interfaces used to provide multi-hop communications. This
function creates the equivalent uplink IPv6 tunnels to the ones created on the LMA side
to downlink multihoming, in order to be possible to perform multihoming on the uplink
traffic instead of using only one uplink route.

Regarding to the cellular extensions to the multihoming connection manager, it has
been added the following functions:
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• CellularOperation - Performs the sending of the periodic RS messages and the
configuration of the cellular interface according to the received RA messages when
the cellular thread is active.

• checkCelluarUsage - Verifies the variables that enable the cellular usage and acti-
vates or disables the cellular thread according to the performed analysis.

With these two new functions, the multihoming connection manager is able to use the
cellular technology as access network in the desired cases specified in section 4.3.4.

Other modifications have been made in order to provide the uplink multihoming base
support and the cellular support. In order to understand the cellular utilization on the
deployed testbeds, figure 5.2 present the connection between a mMAG and a cellular MAG.

Figure 5.2: Cellular connection between an mMAG and an MAG

The mMAG and the MAG are connected to the cellular network with an assigned IP
address. It is necessary an IPv6-in-IPv4 tunnel between the MAG and the mMAG in order
to maintain the mobility protocol IPv6 communications. The IPv6-in-IPv4 tunnel can be
created using the following command:

� ip link set sit0 up

� ip -6 tunnel add ”tunnelName” mode sit local ”LocalIPv4Address” remote ”Re-
moteIPv4Address”

� ip link set ”tunnelName” up
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The remote and local addresses to create the tunnel are the IP addresses assigned by
the cellular network. In order to automatize the process, the MAG can be connected to a
network with a fixed public IP address, in order to be always the same address.

As the protocol uses the MAC address of the interfaces to perform the registration
on the caches, it is necessary to create an unique MAC address to the Point-to-Point
Protocol (PPP) interfaces of the mMAGs. The created MAC is generated from the IPv6
address of the mMAG and it is from our responsibility to assure the uniqueness of the
created MAC addresses.

The remaining protocol process is maintained. The tunnel between the LMA and the
cellular MAG is a normal IPv6-in-IPv6 tunnel and the routing process is still the same.

5.8 Chapter Considerations

In order to fulfil this dissertation’s objectives and to implement a full network mobility
with multihoming support, it was necessary to modify the base N-PMIPv6 code and also
the base multihoming architecture code, both presented on chapter 3. The most relevant
modifications performed on the LMA were in the interfaces registration, flow analysis and
tunnel and routes creation. On the mMAGs, the main modifications was in the messages
handler and on tunnel and routes creation. Several minor modifications and additions have
also been made in order to integrate the mobility protocol with the multihoming architec-
ture and in order to make the integrated protocol able to run in a vehicular environment,
with the specific access networks used.

With the integration of both codes, several problems appeared due to the use of different
networks technologies, network equipment and architectures. To surpass these obstacles
some modifications have been performed on both codes to make them able to run together.

In order to use the mobility protocol it was necessary to make a mobility connection
manager. This connection manager was used as a basis to develop the multihoming con-
nection manager, necessary to utilize the implemented network mobility with multihoming
support in this dissertation.

Regarding to the IPv4 internet supply to the users inside the vehicles, it was necessary
to implement a NAT server, running in parallel with the LMA entity, and to implement
an IPv4-in-IPv6 tunnelling system to establish communications between the internet and
the mMAGs IPv4 networks.

Finally, to provide the cellular support to the multihoming connection manager, it was
necessary to implement two new functions. One of the functions is the main function
responsible for all the cellular operation and the configuration. The other is a function
designed to verify constantly the variables that trigger the operation of the cellular thread,
and to enable or disable the thread according to those variables.

With a full network mobility protocol with multihoming support able to run on a vehic-
ular scenario ready, several tests were performed to evaluate and validate the implemented
protocol. In the next chapter there will be presented the performed tests and configured
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testbeds, and the obtained results either in a laboratory environment and in a road envi-
ronment.
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Chapter 6

Evaluation of Developed Protocol

6.1 Introduction

With the implementation of the network mobility protocol integrated with multihoming
finished, it is important to performs the required tests to validate the developed solution,
and to analyse its performance. The main objective of the performed tests is to evaluate
the functionalities of the developed protocol in the vehicular environment with different
resources available in each scenario. It is expected to verify the following points:

• The mMAG should be able to connect to one Wi-Fi network and to multiple WAVE
networks at the same time, when available.

• The mMAG should be able to provide internet access through an IPv4 network to
the users attached to it.

• The protocol should support multi-hop communications through WAVE technology
and the mMAG in multi-hop should also be able to provide internet access through
an IPv4 network to the users attached to it.

• The mobility protocol with multihoming support should be able to adapt to the
resources available at each moment. A mMAG can be connected either to only one
PoA or to multiple PoAs simultaneously.

• The traffic division through the mMAG connected interfaces should be variable ac-
cording to the available resources, with a static rule definition.

With this objective in mind, three different testbeds have been developed in the labo-
ratory and one in a real world scenario, in order to verify and test all functionalities of the
implemented protocol.
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6.2 Testbeds

This section aims to describe the idealized testbeds in order to evaluate the implemented
protocol, and the equipment used in it. First it will be described the equipment used in
order to deploy the testbeds and next each testbed will be described in order to understand
the purpose of it and the performed tests.

6.2.1 Equipment

To deploy the necessary testbeds it have been used the NetRiders boards as MAGs/RSUs,
mMAGs/OBUs and CN, as well as a computer as LMA. The used boards are constituted
by the following components:

• Single-Board Computer (SBC) PCEngines Alix3D3 Module with a 500 MHz
AMD Geode LX800, 32-bit x86 architecture, 59 MBytes of memory.

• WAVE Interface mini-PCI 802.11p-compliant with the Atheros AR5414 chipset
that supports the ath5k driver.

• Wi-Fi, Cellular and Ethernet Interfaces

• GPS GlobalTop (MediaTek MT3329).

• Omnidirectional Antenna for frequencies in the range of 2.4 GHz, with a 5dBi
gain.

• Omnidirectional L-Com Antenna for frequencies between 5.850 and 5.925 GHz,
with a 5dBi gain.

• Linux distribution based on Buildroot, the VeniamOS v19.2 [52]

Table 6.1: Testbed Equipment Characteristics part 1

MAGs/mMAGs/CN LMA
CPU (MHz) 500 2200x8

Memory 59 (MB) 196.8 (GB)
OS VeniamOS v19.2 Ubuntu v14.04

Linux Kernel 3.7.4 3.13.1

The used computer to run the LMA entity was an Samsung laptop with a 2200x8 MHz
Intel i7 processor, 64-bit architecture, with one Wi-Fi and one Ethernet interface, with
Ubuntu v14.04 operating system.

As User1, it was used an HP laptop with a 1700x4 MHz Intel i5 processor, 64-bit
architecture, with one Wi-Fi interface and one Ethernet interface, with Ubuntu v12.04
operating system. As User2, it was used an Asus Laptop with a 2200x4 MHz Intel i5
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Table 6.2: Testbed Equipment Characteristics part 2

CN2 User1 User2
CPU (MHz) 1730x8 1700x4 2200x4

Memory 750 (GB) 486 (GB) 500 (GB)
OS Ubuntu v14.04 Ubuntu v12.04 Ubuntu v14.04

Linux Kernel 3.13.1 3.13.1 3.13.1

processor, 64-bit architecture, with one Wi-Fi interface and one Ethernet interface,with
Ubuntu v14.04 operating system.

Finally, as CN2, it was used an Toshiba Laptop with a 1730x8 MHz Intel i7 processor,
64-bit architecture, with one Wi-Fi interface and one Ethernet interface, with Ubuntu
v14.04 operating system. Tables 6.1 and 6.2 summarize the characteristics of the used
equipment. To perform the tests in the real world scenario, it was used two vehicles, one
Peugeot 207 and one Renault Clio III as mMAGs.

6.2.2 Testbed implementation

In order to evaluate the developed network mobility protocol with multihoming support
in this dissertation, three testbeds were deployed in the laboratory and one in a real world
scenario. The letter P associated with the name of one PoA indicate that, the respective
PoA is a WAVE PoA. The letter G associated with the name of one PoA indicate that,
the respective PoA is a Wi-Fi PoA. Also, to simplify the terminology, it will be considered
that the WAVE MAGs are placed in the RSUs, the Wi-Fi MAGs are placed in the Wi-Fi
hotspots and the mMAGs are placed in the OBUs. It will be used the mobility protocol
terminology to describe the testbeds and results in this chapter.

Figure 6.1: WAVE Shared Medium

The transmission rate of the used boards as MAGs and mMAGs was limited to 12.9
Mbps in the WAVE technology and 6.9 Mbps in the Wi-Fi technology in the tests in order
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to define the throughput limits. Also, it is important to refer that the WAVE medium is
shared between the boards within range of each others as can be seen in figure 6.1.

The capacity of the WAVE medium, 12.9 Mbps, will be shared with the RSU1, RSU2
and with the OBU. In this dissertation all the boards use the same channel to communicate,
and the medium access is always divided by all the nodes with the WAVE technology
because all the boards used on the testbeds were always in the line of sight of each others.
The WAVE technology does not have session establishment, any node can transmit or
receive on the medium without association and the transmission is performed according
with the CSMA/CA method.

6.2.2.1 Laboratory Testbeds

The first testbed, presented in figure 6.2, aims to evaluate the network mobility protocol
with multihoming support in single-hop communications, by varying the available resources
to the mMAG1. The number of MAGs available to the mMAG1 change in order to test
the different testbed configurations.

Figure 6.2: Lab Testbed 1

In this first testbed, the CN is connected directly to the LMA via Ethernet and, in its
turn, the LMA is connected to the MAGs through the IPv6 wired network. The mMAG
is connected to the three MAGs through WAVE or Wi-Fi technology, depending on the
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MAG type, simultaneously to two or three MAGs or to one at a time. The LMA, MAGs
and mMAG must be running the mobility protocol with multihoming support program,
with the configuration correspondent to the desired entity. Also, the mMAG should be
running the UIS program and the multihoming connection manager.

Figure 6.3: Lab Testbed 2

The second testbed, presented in figure 6.3, aims to evaluate the network mobility
protocol with multihoming support in multi-hop communications by varying the available
resources to the mMAG1 and to the mMAG2. In the testbed 2, scenario 6.3.A), the
multihoming is performed only in the first hop, either with two WAVE MAGs or with one
WAVE and one Wi-Fi MAG connected to the mMAG1 simultaneously. In the scenario
6.3.B), it is performed in the two hops, by moving the MAG2 to only be reachable by the
mMAG2 and maintaining the multihoming scheme in the first hop.
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In this second testbed, the CN is connected directly to the LMA via Ethernet and, in its
turn, the LMA is connected to the MAGs through the IPv6 wired network. The mMAG1 is
connected to two MAGs in the case 6.3.A), through WAVE or Wi-Fi technology, depending
on the MAG type, simultaneously or to one at a time. In the case 6.3.B), the mMAG1 is
connected to one WAVE MAG and to one Wi-Fi MAG simultaneously. The mMAG2 is
connected only to the mMAG1 in the case A), and connected to the mMAG1 and to the
MAG2, using Wi-Fi or WAVE according with the MAG2 configuration, in the case B).

The LMA, MAGs and mMAGs must be running the mobility protocol with multihoming
support program, with the configuration correspondent to the desired entity. Also, the
mMAGs should be running the UIS program and the multihoming connection manager.

Figure 6.4: Lab Testbed 3

The third testbed, presented in figure 6.4, aims to evaluate the IPv4 over IPv6 internet
support of the network mobility protocol with multihoming support, either in single and
multi-hop communications, allowing to connect one computer to the internet through an
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IPv4 network. The available MAGs to the mMAG1 change in order to test the different
testbed configurations.

In this testbed, the CN is connected directly to the LMA via Ethernet and, in its
turn, the LMA is connected to the MAGs through the IPv6 wired network. The mMAG1
can be connected to one WAVE MAG and to one Wi-Fi MAG or to two WAVE MAGs
simultaneously. Regarding to the mMAG2, it is always connected, in multi-hop, to the
mMAG1. Both mMAGs are announcing an IPv4 Wi-Fi network that can be used, by the
users, to access the internet.

The LMA, MAGs and mMAGs must be running the mobility protocol with multihom-
ing support program, with the configuration correspondent to the desired entity. Also,
the mMAGs should be announcing an Wi-Fi network to the users, and running the UIS
program, the DHCPD program and the multihoming connection manager.

6.2.2.2 Real World Testbed

The fourth testbed was implemented in a real world scenario in order to validate the
implemented solutions in a vehicular environment and the mobility and multihoming fea-
tures of the developed protocol. The equipment used was the same used on the laboratory
testbeds, with two additional vehicles to simulate the mMAGs movement in a city. Figure
6.5 present the real testbed equipment implemented in the roadside and on the vehicles.

Figure 6.5: Equipment Used on Real World Testbed

In 6.5.A) it is possible to see the computer used to run the LMA entity and the board
used as CN in this testbed. Figure 6.5.B) present the MAG placed in the roadside. The
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other MAG was placed in the same way but in the opposite direction. Figures 6.5.C) and
6.5.D) show the equipment placed inside the vehicles that act as mMAGs. It is possible to
see the boards used as mMAGs and the computers used to communicate with them.

In order to introduce the real scenario, figure 6.6 present a map with the equipment
location on the roadside.

Figure 6.6: Map of Real World Testbed

The MAGs were separated by 85 meters and placed on the roadside. The LMA and the
CN were placed between the MAGs on the roadside too. The mMAGs were placed inside
the vehicles, with an antenna placed on the rooftop in order to minimize the interferences.

The LMA is connected to the MAGs through Wi-Fi and the CN is directly connected
through Ethernet to the LMA. The MAGs communicate with the mMAGs through WAVE
technology. Figure 6.7 present the testbed deployed in the real environment.

This testbed aims to evaluate the multihoming and mobility in a real scenario. In
single-hop, the mMAG was moved between the MAGs. It started connected to the MAG1,
in the middle of the test it was connected to both MAGs simultaneously and in the end
of the test the mMAG was connected only to the MAG2. The mMAG2, when used, was
connected to the mMAG1 along the performed test.

In this testbed, the CN is connected directly to the LMA via Ethernet and, in its turn,
the LMA is connected to the MAGs through Wi-Fi. The mMAG1 can be connected to
one WAVE MAG or to two WAVE MAGs simultaneously, according to its position on the
road. Regarding to the mMAG2, it is always connected, in multi-hop, to the mMAG1, and
move along the road as the mMAG1.
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The LMA, MAGs and mMAGs must be running the mobility protocol with multihoming
support program, with the configuration correspondent to the desired entity. Also, the
mMAGs should be running the UIS program and the multihoming connection manager.

Figure 6.7: Real World Testbed 4

6.3 Methodologies and Metrics

In this section it is described the metrics obtained in the evaluation process and the
methods to obtain it. The chosen metrics to obtain were the following:
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• Throughput, delay and packet loss with a variable number of PoA in single-hop, with
an equal multihoming rule and with an weighted multihoming rule to each PoA in
the laboratory.

• Throughput, delay and packet loss with a variable number of PoA in multi-hop with
an weighted multihoming rule to each PoA in the laboratory.

• Throughput between an computer in the internet and another computers connected
to the mMAGs IPv4 networks in the laboratory.

• Throughput during the movement of a mMAG between two MAGs in single-hop in
a real world scenario with and without another mMAG connected to it in multi-hop.

With this set of metrics it is possible to get a good characterization of the multihoming
benefits and of the QoS of the network. Also, it is possible to demonstrate the implemented
functionalities and improvements on this dissertation. Based on these metrics, it is also
possible to take conclusions on the behaviour of each technology for the multihoming
process and determine the most profitable resources combinations and utilization.

In order to obtain the necessary metrics, it was necessary to generate traffic between
the CN and the mMAGs to the first two testbeds and to the real world testbed, and
between the CN2 and the user1 and user2 on the third testbed. To perform the traffic
generation, it was used the Distributed Internet Traffic Generator (D-ITG) tool [53] in the
first two testbeds and in the real world testbed, and the iperf tool [54] in the third testbed.
Both tools allow generating traffic using TCP or UDP as transport protocol but only UDP
traffic was generated due to the fact of not having retransmissions, which grant metrics
with greater reliability.

In order to analyse and obtain the graphics of the measured values, it was made an
MATLAB [55] script. These results were obtained from tests with the duration of five
minutes in the laboratory testbeds, and the presented confidence intervals are of 95%.

In the real world scenario, the vehicles were moving at the speed of 25 Km/h in order
to ensure the correct operation of the disconnect message feature implemented in the other
dissertation running in parallel in our group. As the message is sent to the MAG that is
going to loose the connection, the speed of the vehicle had to be the best to ensure the
delivery of the message and correct operation. This can be modified in order to reach
higher speeds on the vehicles. The tests in single-hop and in multi-hop were performed
three times for each scenario.

6.4 Experimental Results of Lab Testbeds

After the description of the metrics and methods adopted in this dissertation, this
section present the obtained results in the laboratory testbeds.

The performed tests with the D-ITG tool and with the iperf tool were configured [56]
[57] with the packet size of 1250 bytes and the packets per second (pps) value of 300 pps to
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the rate of 3 Mbits/s, 600 pps to the rate of 6 Mbits/s, 1200 pps to the rate of 12 Mbits/s
and 1800 pps to the rate of 18 Mbits/s.

The multihoming rules adopted on the first testbed were the equal division of traffic
through the available interfaces and an weighted rule that consider only the PoAs capacity.
The used formula to calculate the weighted traffic percentage to each PoA was the follow:

Rule percentage =
PoA capacity∑
PoAs capacities

∗ 100 (6.1)

The WAVE PoAs have in consideration the shared medium between them. For example,
if the available PoAs are a Wi-Fi PoA with the capacity of 6 Mbits/s and two WAVE PoAs,
each one with the capacity of 12 Mbits/s, the equal division rule will be 50% of traffic to
the Wi-Fi PoA and 25% of traffic to each WAVE PoA. In the case of the weighted rule,
it will be sent 33% of traffic through the Wi-Fi PoA, and 33% and 34% of traffic through
each of the WAVE PoAs.

In the formula 6.1, when there is more than one WAVE PoA, it is considered that the
PoA capacity of each one is the defined PoA capacity divided by the number of WAVE PoAs
available to the node. Also, the sum of the PoAs capacities have this fact in consideration.

In the remaining testbeds it is adopted only the weighted multihoming rule, calculated
according to the defined formula 6.1.

6.4.1 Tests and Results on Lab Testbed 1

In this testbed, all the test were performed between the CN and the mMAG1 and the
results presented obtained on the mMAG1, in single-hop. To simplify, the PoAs numbers
correspond to the MAGs numbers on figure 6.2. The resources combinations available to
the mMAG1 tested on the first testbed were the follow:

• mMAG1 connected to the PoA1 through WAVE technology.

• mMAG1 connected to the PoA2 through WAVE technology.

• mMAG1 connected to the PoA3 through Wi-Fi technology.

• mMAG1 connected to the PoA1 through WAVE technology and to the PoA3 through
Wi-Fi technology simultaneously, with a multihoming rule of 50%/50% of traffic to
each PoA, and with a multihoming rule of 65% of traffic sent through the PoA1 and
35% of traffic sent through the PoA3.

• mMAG1 connected to the PoA1 and PoA2 through WAVE technology and to the
PoA3 through Wi-Fi technology simultaneously, with a multihoming rule of 25%/25%
of traffic to PoA1 and PoA2, and 50% of traffic to the PoA3. Also, it is tested with
a multihoming rule of 34% of traffic sent through the PoA1, 33% through PoA2 and
33% of traffic sent through the PoA3.
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The tests were performed with only one flow with the rate of 3 Mbits/s, 6 Mbits/s, 12
Mbits/s or 18 Mbits/s for each combination previously stated. The obtained metrics were
the throughput, delay and packet loss. Figure 6.8 present the throughput obtained on the
first testbed, using the defined combinations with the multihoming equal division rule, and
figure 6.9 present the same combinations but now with the weighted multihoming rule.

Figure 6.8: Throughput on Lab Testbed 1 with Equal Division Rule

Figure 6.9: Throughput on Lab Testbed 1 with Optimized Division Rule

As can be seen in the figures 6.8 and 6.9, the throughput increase with the use of more
than one PoA of different technologies for rates bigger than the capacity of the individual
entities. With two WAVE PoAs and one Wi-Fi PoA, the throughput remains the same due
to the shared medium feature of the WAVE technology. The utilization of more than one
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WAVE PoA is benefit to perform load balance on the PoAs. The maximum throughput
presented without multihoming correspond to the defined limits on each technology. With
multihoming, it is possible to reach almost the sum of both limits. It is not possible due
to interferences in the Wi-Fi medium on the laboratory.

Also, it is possible to see the impact of the multihoming rule on the throughput. The
weighted rule grant higher throughput rates due to a better use of the available PoA
capacities.

Figure 6.10 present the delay obtained on the first testbed, using the defined combina-
tions, with the multihoming equal division rule and figure 6.11 present the same combina-
tions, but now with the weighted multihoming rule.

Figure 6.10: Delay on Lab Testbed 1 with Equal Division Rule

Figure 6.11: Delay on Lab Testbed 1 with Optimized Division Rule
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The delay increases with the packet losses on each PoA. The higher delay is observed in
the Wi-Fi PoA to the higher rates, which is the lowest capacity PoA. With multihoming,
the delay is lower due to the increase of the global capacity available, which in turn cause
less packet losses. Once again, it is possible to see the impact caused by the use of the
weighted rule, resulting in a better resource utilization.

Also, it is possible to see that the utilization of two WAVE PoAs with one Wi-Fi PoA
does not affect the delay value obtained on the utilization of only one WAVE PoA and one
Wi-Fi PoA because the utilization of two WAVE PoAs does not increase the throughput.

Figure 6.12 present the packet loss obtained on the first testbed, using the defined
combinations, with the multihoming equal division rule and figure 6.13 present the same
combinations, but now with the weighted multihoming rule.

Figure 6.12: Packet Loss on Lab Testbed 1 with Equal Division Rule

The packet loss observed is related with the defined limits to the maximum throughput
of the used technologies. It is possible to see that the utilization of multihoming reduce
the packet loss, which is expected due to the increase of available bandwidth. Also it is
possible, again, to verify the importance of the multihoming rule, since the packet loss
observed with the weighted rule is significantly lower than the observed with the equal
division rule.

In figure 6.13, the losses observed in the situation of the PoA1 and PoA3, and PoA1,
PoA2 and PoA3 simultaneously connected are due to wireless interferences on the labora-
tory.

With the obtained results, it is possible to verify that the multihoming utilization in
single-hop can provide better QoS to the users, increase the available bandwidth, improve
the delay of the packets on the network, minimize the packet losses and optimize the
resources utilization using an weighted multihoming rule.
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Figure 6.13: Packet Loss on Lab Testbed 1 with Optimized Division Rule

6.4.2 Tests and Results on Lab Testbed 2

In this testbed, all the test were performed between the CN and the mMAG2 and the
results presented obtained on the mMAG2, in multi-hop. To simplify, the PoAs numbers
correspond to the MAGs numbers on figure 6.3. All the connection between the mMAGs
are performed through WAVE technology. The resources combinations available to the
mMAG1 and mMAG2, tested on the second testbed, were the follow:

• mMAG2 connected to the mMAG1 and mMAG1 connected to the PoA1, both
through WAVE technology.

• mMAG2 connected to the mMAG1 and mMAG1 connected to the PoA2, both
through WAVE technology.

• mMAG2 connected to the mMAG1 through WAVE technology, and mMAG1 con-
nected to the PoA2 through Wi-Fi technology.

• mMAG2 connected to the mMAG1 through WAVE technology, and mMAG1 con-
nected to the PoA3 through Wi-Fi technology.

• mMAG2 connected to the mMAG1 through WAVE technology, and mMAG1 con-
nected to the PoA1 through WAVE and to the PoA3 through Wi-Fi technology
simultaneously, with a multihoming rule of 65% of traffic sent through the PoA1 and
35% of traffic sent through the PoA3.

• mMAG2 connected to the mMAG1 through WAVE technology, and mMAG1 con-
nected to the PoA1 and to PoA2 through WAVE technology simultaneously, with
a multihoming rule of 50% of traffic sent through the PoA1 and 50% of traffic sent
through the PoA2.
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• mMAG2 connected to the mMAG1 and to the PoA2 through WAVE technology
simultaneously, and mMAG1 connected to the PoA1 through WAVE and to the
PoA3 through Wi-Fi technology simultaneously, with a multihoming rule of 65% of
traffic sent through the PoA2 and 35% of traffic sent through the PoA1 and PoA3.

• mMAG2 connected to the mMAG1 through WAVE technology and to the PoA2
through Wi-Fi technology simultaneously, and mMAG1 connected to the PoA1 through
WAVE and to the PoA3 through Wi-Fi technology simultaneously, with a multihom-
ing rule of 65% of traffic sent through the PoA2 and 35% of traffic sent through the
PoA1 and PoA3.

In this testbed, the tests were performed with only one flow with the rate of 6 Mbits/s
or 12 Mbits/s for each combination previously stated, because it has been observed that
the use of the other two rates does not bring new results. The obtained metrics were the
throughput, delay and packet loss.

Figure 6.14 present the throughput obtained on the second testbed, using the defined
combinations with the weighted multihoming rule.

Figure 6.14: Throughput on Lab Testbed 2 with Optimized Division Rule

As can be seen in the figure 6.14, the throughput increase with the use of more than one
PoA of different technologies in the multihoming case for the first mMAG and when it is
used multihoming on the second mMAG. With two WAVE PoAs connected to the mMAG1,
the throughput decrease due to the shared medium feature of the WAVE technology. In
this case, the WAVE medium will be divided through the three different WAVE interfaces
of each entity and to worsen, the interface used on the mMAG1 to receive and transmit is
the same.

With one WAVE PoA and one Wi-Fi PoA connected to the mMAG1, the maximum
throughput increase, but it still below than the defined maximum throughput due to the
shared medium on the WAVE technology, since the mMAGs communicate via WAVE.
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The maximum throughput presented without multihoming correspond to the defined
limits on the Wi-Fi technology. On the WAVE technology, as the medium is shared and
the used interface to receive and transmit on the mMAG1 is the same, the maximum
throughput is lower than the defined limit. Also the limit on the WAVE multi-hop case
decrease with the increase of the used PoAs due to a bigger congestion on the shared
medium.

Using multihoming in the multi-hop mMAG2, it is verified that the throughput increase
to the maximum value reached on this testbed, but it still bellow than the defined maximum
throughput due to the congestion on the WAVE shared medium and to the use of the same
interface on mMAG1 to receive and transmit packets.

Figure 6.15 present the packet loss obtained on the second testbed, using the defined
combinations with the weighted multihoming rule.

Figure 6.15: Packet Loss on Lab Testbed 2 with Optimized Division Rule

The packet loss results are directly related with the throughput achieved on the tests
performed on this testbed. The same justifications to the throughput results can be applied
to a better comprehension of the packet loss results.

Figure 6.16 present the delay obtained on the second testbed, using the defined combi-
nations with the weighted multihoming rule.

As can be seen in the figure 6.16, the delay decrease with the use of more than one
PoA in the multihoming case for the second mMAG. With two WAVE PoAs connected
to the mMAG1, the delay increase due to the congestion on the shared medium feature of
the WAVE technology. In this case, the WAVE medium will be divided through the three
different WAVE interfaces of each entity and to worsen, the interface used on the mMAG1
to receive and transmit is the same as stated in the throughput analysis.

With one WAVE PoA and one Wi-Fi PoA connected to the mMAG1, the delay is lower
than on the use of only one WAVE PoA, but it still higher than on the use of only one
Wi-Fi PoA. The utilization of the WAVE technology in this case causes an increase of the

95



Figure 6.16: Delay on Lab Testbed 2 with Optimized Division Rule

delay due to the use of the same interface to receive and to transmit the packets on the
mMAG1.

With the use of multihoming to the mMAG2 it is possible to improve the delay. When
it is used an dedicated WAVE PoA connected to the mMAG2 simultaneously with the
multi-hop connection it is possible to reach the lowest delay levels because the mMAG2
only uses the WAVE interface to receive packets. In the case of using an dedicated Wi-Fi
PoA connected to the mMAG2, the delay is bigger than on the previous case due to the
use of different interfaces to receive the packets.

6.4.3 Tests and Results on Lab Testbed 3

In this testbed, all the test were performed between the CN2 and the User1 or User2
and the results presented obtained on the User1 or User2. To simplify, the PoAs numbers
correspond to the MAGs numbers on figure 6.4. All the connection between the mMAGs
are performed through WAVE technology.

This testbed aims to test the QoS to the users connected to the mMAGs IPv4 networks.
The resources combinations available to the mMAG1 and mMAG2, tested on the third
testbed, were the follow:

• mMAG1 connected to the PoA1 and to the PoA2, both through WAVE technology,
and User1 connected to the mMAG1 Wi-Fi network. The Wi-Fi network scan was
disabled in this configuration.

• mMAG1 connected to the PoA1 and to the PoA2, both through WAVE technology,
and User1 connected to the mMAG1 Wi-Fi network. The Wi-Fi network scan was
enabled in this configuration.
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• mMAG1 connected to the PoA1 through WAVE technology and to the PoA3 through
Wi-Fi technology and User1 connected to the mMAG1 Wi-Fi network.

• mMAG1 connected to the PoA1 and to the PoA2, both through WAVE technology,
mMAG2 connected to mMAG1 through WAVE technology and User2 connected to
the mMAG2 Wi-Fi network. The Wi-Fi network scan was disabled in this configu-
ration.

• mMAG1 connected to the PoA1 and to the PoA2, both through WAVE technology,
mMAG2 connected to mMAG1 through WAVE technology and User2 connected to
the mMAG2 Wi-Fi network. The Wi-Fi network scan was enabled in this configura-
tion.

• mMAG1 connected to the PoA1 through WAVE technology and to the PoA3 through
Wi-Fi technology, mMAG2 connected to the mMAG1 through WAVE technology and
User2 connected to the mMAG2 Wi-Fi network.

When a mMAG connects to one Wi-Fi PoA and announces an IPv4 network to the
regular users, it is necessary to use one Wi-Fi virtual interface. This utilization reduce
the network performance due to a multiplex in the Wi-Fi interface utilization. The results
obtained on the cases of utilization of a Wi-Fi PoA have this factor in consideration.

Figure 6.17: 6 Mbits/s IPv4 Flows in single-hop on Lab Testbed 3 with Optimized Division
Rule

Figure 6.17 present the reached throughput along the time in the described configu-
rations for the User1, using an 6 Mbits/s flow. This flow is sent from the CN2 through
the internet to the User1. This is possible using the the nat tables in order to forward
the received traffic to a specific port, and from that port to a specific private ip address.
Figure 6.18 present the reached throughput along the time in the described configurations
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Figure 6.18: 12 Mbits/s IPv4 Flows in single-hop on Lab Testbed 3 with Optimized Division
Rule

for the User1, but now using an 12 Mbits/s flow. Figure 6.19 present the mean throughput
reached with both flows, with the user connected to a single-hop mMAG network.

It is possible to verify that the use of the Wi-Fi periodic network scan deteriorate
the reached throughput in both cases. Also, the use of an virtual interface in order to
be connected to one Wi-Fi PoA and to announce one IPv4 network reduce the global
throughput to almost half of the reached without the virtual interface and without the
Wi-Fi network scan because it uses the same physical interface. The losses verified on
the case of the mMAG1 connected to PoA1 and PoA2 without perform an periodic Wi-Fi
network scan are due to wireless interferences on the laboratory.

Figure 6.19: IPv4 Flows in single-hop on Lab Testbed 3 with Optimized Division Rule
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Figure 6.20: 6 Mbits/s IPv4 Flows in multi-hop on Lab Testbed 3 with Optimized Division
Rule

Figure 6.21: 12 Mbits/s IPv4 Flows in multi-hop on Lab Testbed 3 with Optimized Division
Rule

Figure 6.20 present the reached throughput along the time in the described configu-
rations for the User2, using an 6 Mbits/s flow. This flow is sent from the CN2 through
the internet to the User2. Figure 6.21 present the reached throughput along the time
in the described configurations for the User2, but now using an 12 Mbits/s flow. Figure
6.22 present the mean throughput reached with both flows, with the user connected to a
multi-hop mMAG network.

On the multi-hop tests performed with the flow rate of 6 Mbits/s, it is possible to see
that the impact of the use of the virtual interface on the mMAG1 is not relevant if the
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mMAG1 is not announcing an IPv4 network to the regular users. As the mMAG2 only
uses WAVE technology to communicate with the mMAG1 it is not used an Wi-Fi virtual
interface.

The periodic Wi-Fi network scan still affects the overall performance of the network
in multi-hop. Although mMAG2 only use WAVE technology to communicate with the
mMAG1, it is tested the scenario with a periodic Wi-Fi scan because in a certain moment
the mMAG can found a better network to connect, either WAVE or Wi-Fi.

On the multi-hop tests performed with the flow rate of 12 Mbits/s, the overall per-
formance of every tests is worst than on the single-hop 12 Mbits/s test due to the bigger
congestion on the shared WAVE medium and due to the use of the same interface on
mMAG1 to receive and transmit packets.

Figure 6.22: IPv4 Flows in multi-hop on Lab Testbed 3 with Optimized Division Rule

6.4.4 Tests and Results on Real World Testbed 4

In this testbed, all the test were performed between the CN and the mMAG1 or mMAG2
and the results presented obtained on the mMAGs. To simplify, the PoAs numbers corre-
spond to the MAGs numbers on figure 6.7. All the connection between the mMAGs are
performed through WAVE technology.

This testbed aims to test the mobility part of the developed protocol in order to val-
idate the mobility protocol with multihoming support developed and the junction of the
developed work in both dissertations running in parallel in our group. To fulfil this objec-
tive, it has been deployed an real testbed on the road presented in figure 6.6. To connect
the mMAGs with the MAGs and between them, it was only been used WAVE technology.

The tests were performed with the iperf tool, with one flow of 500 Kbits/s, three times.
The rate of flow is lower due to the use of Wi-Fi connection between the LMA and the
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MAGs deployed on the roadside, instead of the Ethernet connection used on the laboratory
testbeds.

The first scenario tested was a single-hop scenario in which the vehicle labelled as
mMAG1 on figure 6.7 moves from the PoA1 to the PoA2. In the beginning, the mMAG1 is
only connected to the PoA1 and, as it gets moving it connects to the PoA2 simultaneously.
At a certain point, the mMAG1 will lose connection to the PoA1 and it will only remain
connected to the PoA2. The mMAG1 is receiving an flow from the CN during the defined
trip.

The second scenario tested was similar to the first one, but now the mMAG1 has the
mMAG2 connected to it, testing in this way the multi-hop scenario. The mMAG2 is
receiving an flow from the CN during the defined trip. Figure 6.23 present the obtained
results from both tests. The moments of connection or disconnection from a PoA are
marked in the figure.

Figure 6.23: IPv6 Flow on Real World Testbed 4 in Single-hop and Multi-hop

It is possible to observe in the figure that the throughput measure, either in single-
hop or multi-hop, is approximately constant during the trip and near to the sent from
the CN. The variations observed on the flows are due to Wi-Fi interferences from other
networks present in the test environment and to the great distance between the LMA and
the MAGs. These factors degrade the Wi-Fi connection between the LMA and the MAGs,
and since all the traffic is sent through that connection, the final measures are affected. In
the moments of the variation of the number of simultaneous connected PoAs it is observed
that the throughput is concordant with the remaining performed test, without additional
losses due to the event.
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The multi-hop measures are similar to the single-hop measures. As the capacity of the
WAVE medium is considerably bigger than the rate of the sent flow, the problem of the
shared medium will not affect the obtained results.

With this result it is possible to confirm the correct operation of the joint disserta-
tion’s developed features and the correct operation of the developed protocol in a dynamic
environment with mobility.

6.5 Chapter Considerations

In this chapter it has been shown and discussed the obtained results, either in the
laboratory environment and in the road environment. Each environment have its own
testbeds and configurations deployed to perform the idealized tests in order to verify the
feasibility of the developed network mobility protocol with multihoming support.

First, it has been described the equipment used on the tests as well as the testbed
implementations for each test scenarios and objectives. In the laboratory environment, it
has been deployed three different testbeds in order to test the multihoming process either
in single-hop communications and in multi-hop communications, and to test the IPv4 over
IPv6 network support. In the real world environment, it has been deployed one testbed
capable of test the multihoming process with mobility on the nodes either to single-hop
communications and to multi-hop communications.

The results obtained in the laboratory validate the utilization of multihoming to im-
prove the QoS of the network, to perform a better management of the available resources,
and to improve the performance of the network. It is possible to observe that the use
of different network technologies also improve the performance of the network. With the
utilization of multihoming it is possible to increase the maximum throughput reached on
the network (when using different PoA technologies), to decrease the delay on the network,
to perform load-sharing between the PoAs and to reduce the losses on the network. It is
also possible to see that the multihoming is beneficial either to be applied in single-hop or
in multi-hop, and the normal users connected to the mMAG also benefits of it. Another
important factor that can be seen on the obtained results is the importance of the chosen
multihoming rule. The more optimized the rule, the better the obtained results due to a
better management of the available resources.

Regarding to the results obtained on the real world testbed, it is possible to confirm that
the mobility in the mMAGs does not affect the performance of the multihoming support,
and the changes on the network topology are transparent to the developed protocol.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

In this dissertation it was developed a full network mobility protocol integrated with
multihoming support. The developed protocol must be able to run on a vehicular environ-
ment in order to take advantage of all available resources, support full network mobility of
the vehicles and of the users inside the vehicles, must support multi-hop communications
either in the mobility side and on the internet user side and must provide internet access
to the regular users inside the vehicles through an IPv4 network. Along with this, it was
also necessary to develop a mobility connection manager to automate the mobility protocol
process and to be the base to the multihoming connection manager, developed in the other
dissertation running in parallel in our group.

In order to fulfil these objectives, it was necessary to implement or modify the following:
Implementation of the mobility connection manager, a module that can find and connect
to the best network available to a node and also perform the necessary configurations on
the node; Modification of the base N-PMIPv6 protocol in order to integrate with the base
multihoming support, which was also modified to be compatible with the mobility protocol;
Modifications on the multihoming base approach in order to support the utilizations of the
WAVE technology; Modification of the multihoming entities in order to support multi-hop
communications; Implementation of an IPv4 over IPv6 Internet support by changing the
message handlers of the mobility protocol and using IPv4-in-IPv6 tunnels; Implementation
of the base uplink multihoming support to a future use; Finally, implementation of a cellular
network utilization support on the multihoming connection manager and on the network
mobility protocol with multihoming support.

The developed protocol has been tested in lab scenarios and real world scenarios in
order to validate the implemented solution and the correct operation of each feature im-
plemented. The obtained results allow to evaluate, according with the chosen metrics, the
performance and impact of the network mobility protocol with multihoming support on
vehicular networks. Observing the results presented on chapter 6, it is possible to take the
following conclusions:
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• The developed protocol is able to increase the performance of the network, by using
a large number of resources simultaneously.

• It is possible to perform load-sharing, resulting in a better resource management
provided by the developed protocol.

• The protocol supports the utilization of multihoming through PoAs of similar tech-
nologies or different technologies. It operates with the WAVE technology correctly.

• The multi-hop communications are fully supported and its good performance is en-
sured with the correct resource management provided by the protocol.

• The developed solution can use the mMAGs to provide internet access to normal
users, through an IPv4 network.

• The use of virtual interfaces in order to be connected on the mobility side and to
provide internet access to the users proved itself insufficient, since it resulted on large
losses.

• The performance of a Wi-Fi network scan while the mMAG is connected to one or
more WAVE PoAs and has regular users attached to it causes a large decrease of the
network performance due to the multiplexing of the Wi-Fi interface.

• The developed protocol supports mobility and it is able to run on dynamic vehicular
environments, supporting single-hop and multi-hop connections.

• It is possible to see the impact of the multihoming rule on the global performance of
the protocol. An optimized multihoming rule results on an optimized performance
due to a correct resource management.

It is possible to conclude that the implemented protocol fulfils the dissertation ob-
jectives and makes possible to have a better resource management and a large resource
simultaneous utilization on the vehicular networks, resulting in the improvement of the
network performance and of the QoS to the users.

7.2 Future Work

Throughout the dissertation, it was possible to detect that there are still gaps that need
to be improved or developed. Noteworthy:

• The utilization of tunnels increase the overhead in the network: The devel-
oped protocol uses tunnels in order to communicate with the different nodes, which
increases the overhead in the network. An alternative routing system with better
performance shall be considered.
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• Finalize the uplink multihoming support: In this dissertation, it is only imple-
mented the base tunnelling system to the uplink multihoming support. It is necessary
to implement the traffic division decision entity on the nodes of the network and the
routing system to perform the traffic allocation.

• The method to analyse the packets in the LMA entity on multi-hop com-
munications is not very efficient: On multi-hop communications, the packets are
double analysed. It is possible to implement a system capable of determining if the
traffic is destined to a node in single-hop or multi-hop, and if it is destined to a node
in multi-hop, the traffic division can be calculated taking into account the single-hop
available resources to the node, making the process more efficient.

• Limitations of the Wi-Fi technology: In order to use the Wi-Fi technology
on the multihoming and at the same time provide internet access to the users, it
is important to develop methods to improve the performance of this simultaneous
utilization.

• Realization of more real world tests: In order to validate all the developed
features and the performance of the final network mobility protocol with multihom-
ing support developed, it is necessary to perform more tests in the real vehicular
environment.
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