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PERIODIC ORBITS OF A PERTURBED 3–DIMENSIONAL

ISOTROPIC OSCILLATOR WITH AXIAL SYMMETRY

JUAN L.G. GUIRAO1, JAUME LLIBRE2 AND JUAN A. VERA3

Abstract. We study the periodic orbits of a generalized Yang–Mills Hamil-
tonian H depending on a parameter β. This Hamiltonian consists of a
3–dimensional isotropic harmonic oscillator plus a homogeneous potential
of fourth degree having an axial symmetry, which implies that the third
component N of the angular momentum be constant. We prove that in
each invariant space H = h > 0 the Hamiltonian system has at least 4
periodic solutions if either β < 0, or β = 5+

√
13; and at least 12 periodic

solutions if β > 6 and β 6= 5 +
√
13. We also study the linear stability of

these periodic solutions.

1. Introduction and statement of the main results

In this paper we study the periodic solutions of a generalized Yang–Mills
Hamiltonian [13, 15], which consists of a 3–dimensional (or simply 3D) isotropic
harmonic oscillator perturbed by a homogeneous potential of fourth degree

(1) H =
1

2

(
p21 + p22 + p23

)
+
1

2

(
x21 + x22 + x23

)
+ε
(
(x21 + x22)

2 + β(x21 + x22)x
2
3

)
.

Of course ε is a small parameter. This perturbation exhibits an axial symmetry
with respect to the x3–axis which depends on one real parameters β, thus its
study can be reduced to a family of Hamiltonian systems with 2 degrees of
freedom fixing the third component of the angular momentum. In the paper
[15] the authors studied two Hamiltonians whose motions take place in the
plane (x1, x2), one with a cubic potential and another with a quartic one,
while we study a Hamiltonian in the space (x1, x2, x3) whose motion takes place
outside the plane (x1, x2) when the third component of the angular momentum
is not zero. In [13] there is also studied the Yang-Mills Hamiltonian in the plane
(x1, x2).

When p3 = x3 = 0 and the perturbation is x21x
2
2 we obtain the called

Contopoulos Hamiltonian, studied by him and coworkers during many years,
see for instance [5, 6, 7]. The Contopoulos Hamiltonian studies the perturbed
central part of an elliptical or barred galaxy without escapes. Several authors
have been studied quartic homogeneous potentials (without quadratic terms),
see for instance [1, 2, 10]. Some generalizations of the mechanical Yang–Mills
Hamiltonian, with three, four or five quartic terms, have been considered in
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[3, 9, 14, 15]. On the other hand, in [11] the authors study a similar problem but
the perturbation in the Hamiltonian (1) is given by a cubic potential instead of
a quartic one, and the tools there used are essentially based in the normal form
theory while our tools are based in the averaging theory for studying periodic
solutions.

The Hamiltonian (1) can be written in the called nodal–Lissajous variables
(l, g, ν, L,G,N) (see section 2 for details), where N = x1p2 − x2p1 is the
first integral given by the third component of the angular momentum, and
G = ||x×p|| is the first integral given by the total angular momemtum, where
x = (x1, x2, x3) and p = (p1, p2, p3). In these variables the Hamiltonian (1)
writes

(2) H = L+ εP(L,G,N, l, g).

Our main result on the periodic orbits of the Hamiltonian system associated
to the Hamiltonian (1) is the following.

Theorem 1. For the Hamiltonian system associated to the Hamiltonian (1)
or (2) the following statements hold.

(a) Assume that H = h > 0 and N = 0. Then if β ∈ (−∞, 0) ∪ (6,+∞)
there exist four 2π−periodic solutions (L(l, ε), G(l, ε), g(l, ε)) in the an-
gular variable l such that

(L(0, ε), G(0, ε), g(0, ε)) → (h,G0, g0) when ε → 0,

where

G0 =
h
√

β(β − 6)

|β − 3| , g0 = 0,
π

2
, π,

3π

2
.

The two periodic orbits bifurcating from the two polar elliptic orbits of
the 3D isotropic harmonic oscillator with initial conditions (h,G0, 0)
and (h,G0, π) are linearly stable if β ≥ 6, and unstable if β < 0. The
two periodic orbits bifurcating from the two polar elliptic orbits of the
3D isotropic harmonic oscillator with initial conditions (h,G0, π/2) and
(h,G0, 3π/2) are unstable if β ≥ 6, and linearly stable if β < 0.

(b) Assume that H = h > 0 and

(3) N = n = ±2h
√

3(β − 2)(β − 6)

|β(β − 4)| 6= 0.

If β > 6 and β 6= 5 +
√
13 there exist four 2π−periodic solutions

(L(l, ε), G(l, ε), g(l, ε)) in the angular variable l such that

(L(0, ε), G(0, ε), g(0, ε)) → (h,G0, g0) when ε → 0,

where
G0 =

√
β − 1 |n|, g0 = 0,

π

2
, π,

3π

2
.

The two periodic orbits bifurcating from the two inclined elliptic orbits
of the 3D isotropic harmonic oscillator with initial conditions (h,G0, 0)
and (h,G0, π) are linearly stable, and the two periodic orbits bifurcating
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from the inclined elliptic orbits of the 3D isotropic harmonic oscillator
with initial conditions (h,G0, π/2) and (h,G0, 3π/2) are unstable.

Theorem 1 is proved in section 3.
From Theorem 1 given h > 0 we have four periodic solutions for each of the

following values

n = 0 and n = ±2h
√

3(β − 2)(β − 6)

|β(β − 4)| ,

when β > 6 and β 6= 5 +
√
13. While we have only four periodic solutions

when n = 0 and either β < 0, or β = 5 +
√
13. In short we have the following

result.

Corollary 2. The Hamiltonian system associated to the Hamiltonian (1) or
(2) has at every energy level H = h > 0

(a) at least 4 periodic solutions if either β < 0, or β = 5 +
√
13.

(b) at least 12 periodic solutions if β > 6 and β 6= 5 +
√
13.

In Celestial Mechanic the periodic orbits having the third component of the
angular momentum N equal to zero are usually called polar periodic orbits.
Let γ be a periodic orbit for which N and G are constant. Then the angle I
defined as cos I = N/G with 0 ≤ I ≤ π is called the inclination angle of γ. So,
when I is π/2 the periodic orbit γ is polar. When I ∈ (0, π) the periodic orbit
γ is called inclined. Finally, when I is zero or π the periodic orbit is called
equatorial. See Figures 1 and 2 respectively.

For proving Theorem 1 we use in an essential way Corollary 4 given in section
2. Thus with this corollary we can study the cases |N | < G of Theorem 1,
i.e. Theorem 1 studies polar and inclined periodic orbits of the Hamiltonian
system associated to the Hamiltonian (1). But unfortunately the case |N | = G,
i.e. the equatorial periodic orbits, cannot be studied using the nodalLissajous
variables used in this paper.

We remark that the inclined periodic orbits found in the statement (b) of
Theorem 1 have inclination angle I satisfying cos I < 1/

√
5. The angle I =

63◦.43.. for which cos I = 1/
√
5 coincides with the so called critical inclination

angle in the satellite theory, see for more details [4].
In section 2 we recall some basic results that we shall need for proving

Theorem 1.

2. Preliminary results

In this section we first wrote our Hamiltonian system associated to the
Hamiltonian (1) in the action-angle variables called nodal–Lissajous variables,
and after we apply to the Hamiltonian system in these last variables a result
of [12] (see the next Theorem 3), for obtaining the next Corollary 4, which will
play a key role in the proof of our main result (Theorem 1).
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Figure 1. Eπ: The periodic orbits in the same column have
the same values of the parameter β, in each column only change
the value of the parameter ε, and each column correspond to
one of the four families of periodic orbits of statement (a). All
these periodic orbits correspond to the ones of statement (a) of
Theorem 1. The green and red graphics correspond to periodic
orbits for ε = 10−8 and 10−9 respectively. The value of n = 0
and the computations has been done for h = 10.

In this paper we study the periodic orbits of the Hamiltonian systems asso-
ciated to Hamiltonians of the form

(4) H =
1

2

(
p21 + p22 + p23

)
+

ω2

2

(
x21 + x22 + x23

)
+ εP1(x

2
1 + x22, x3)

using as main tool the next Theorem 3, based in the averaging theory. When we
apply the results that we shall obtain for the Hamiltonian (4) to Hamiltonian
(1) we must take ω = 1.

The perturbations P1(x
2
1 + x22, x3) of the 3D isotropic harmonic oscillator

that we consider in this work are invariant under the axial S1 action

ρ : S1 × TR3 → T ∗R3

(θ, (x,p)) 7→ (Rθx, Rθp)
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Figure 2. Eπ: The periodic orbits in the same column have
the same values of the parameter β, in each column only change
the value of the parameter ε, and each column correspond to
one of the four families of periodic orbits of statement (b). All
these periodic orbits correspond to the ones of statement (b)
of Theorem 1. The red periodic orbits correspond to periodic
orbits for ε = 10−9. The value of n is given by the formula (3)
and the computations has been done for h = 10.

where

Rθ =




cos θ − sin θ 0
sin θ cos θ 0
0 0 1


 .

Note that Rθ stands for the rotation about the third coordinate axis. From
Noether’s theorem, or by direct verification, can be obtained that the third
component N = x1p2−x2p1 of the angular momentum is an integral of motion.
This symmetry is a key point for simplifying the analysis of the family of
Hamiltonian systems (4).

First we assume that the total angular momentum G = ||x × p|| does not
vanish. This allows to choose the angular momentum vector x×p as the third
coordinate axis. In the new coordinates the motion in the configuration space
takes place in the (Q1, Q2)–plane, in particular we have G = |Q1P2 −Q2P1|.

The Whittaker transformation (see Whittaker [18, Ch. 13, p. 343], and also
Deprit[8])

W : {(x,p) ∈ TR3 : |N | < G} → TR2 × T ∗S1

(x1, x2, x3, p1, p2, p3) 7→ (Q1, Q2, P1, P2, ν,N)
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is given by

(x1, x2, x3) = (Q1 cos ν −Q2 sin ν cos I,Q1 sin ν +Q2 cos ν cos I,Q2 sin I),

(p1, p2, p3) = (P1 cos ν − P2 sin ν cos I, P1 sin ν + P2 cos ν cos I, P2 sin I),

where I is the inclination angle defined in section 1.
The angle ν determines the nodal line, i.e. ν measures the angle from the

x1–axis to the straight line intersection between the (x1, x2)–plane and the
(Q1, Q2)–plane. Thus I is the angle between these two planes. The condition
|N | < G ensures that x×p is not parallel to the x3–axis, so ν is well–defined.

The Whittaker transformation is a canonical transformation, i.e. the sym-
plectic structure remains the standard one. In the new coordinates the Hamil-
tonian (4) becomes

(5) H =
1

2
(P 2

1 + P 2
2 ) +

ω2

2
(Q2

1 +Q2
2) + εP(Q2

1 +Q2
2 cos

2 I,Q2 sin I).

By construction ν is a cyclic variable, thus the conjugate momentum N is a
first integral of the corresponding Hamiltonian system. For a fixed value n of
N we have reduced the original system to a system of two degrees of freedom.
The Whittaker transformation is only defined on the open and dense set of the
phase space where |N | < G.

Now we shall write the Hamiltonian (5) in the Lissajous variables defined
by

L : {(Q,P) ∈ TR2 : G < L} × TS1 → TT3

(Q1, Q2, P1, P2, ν, N) 7→ (l, g, ν, L, G, N)

where

Q1 =

√
L+G

2ω
cos(g + l)−

√
L−G

2ω
cos(g − l),

P1 = −ω

(√
L+G

2ω
sin(g + l) +

√
L−G

2ω
sin(g − l)

)
,

Q2 =

√
L+G

2ω
sin(g + l)−

√
L−G

2ω
sin(g − l),

P2 = ω

(√
L+G

2ω
cos(g + l) +

√
L−G

2ω
cos(g − l)

)
.

These variables were introduced by Deprit in [8]. The angle l describes the
position on an ellipse at the configuration space, measured from its semi–
minor axis. So l is named elliptic anomaly, which measures the position on
the ellipse from its semi–minor axis. The other variables define this ellipse,
which is centered at the origin of coordinates. The angle g gives the position
of the semi–minor axis reckoning from the Q1–axis, i.e. from the nodal line.
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The eccentricity of the ellipse is given by

e =

√
2
√
L2 −G2

L+
√
L2 −G2

,

and determines its shape, while the size is encoded in the length of its semi–
minor axis b given by

b =

√
1

ω
(L−

√
L2 −G2).

The condition G < L ensures that the ellipse does not degenerate to a circle,
thus the angles g and l are well–defined. Finally ν still represents the angle
of the ascending node of the orbital plane, the inclination of this plane with
respect to the angular momentum vector is given by the angle I.

The transformation given by L ◦W is known as the nodal–Lissajous trans-
formation. The nodal–Lissajous variables are defined on {(x,p) ∈ TR3 :
|N | < G < L}. The Hamiltonian (5) expressed in the nodal–Lissajous variables
has the form

(6) H = ωL+ εP(L,G,N, l, g),

where P(L,G,N, l, g) is the perturbing function P1(x
2
1 + x22, x3) expressed in

the nodal–Lissajous variables. Since H and N are first integral we shall restrict
our attention to the invariant sets H = h > 0 and N = n under the flow of the
Hamiltonian systems associated to (4), (5) or (6).

The Hamiltonian (6) belongs to a more general class of Hamiltonians given
by

(7) H(I1, I2, θ1, θ2) = H0(I1) + εH1(I1, I2, θ1, θ2),

where (Ii, θi) are the action–angle variables and ε is a small parameter.
As usual the Poisson bracket of the functions f(I1, I2, θ1, θ2) and g(I1, I2, θ1, θ2)

is computed by

{f, g} =
2∑

i=1

(
∂f

∂θi

∂g

∂Ii
− ∂f

∂Ii

∂g

∂θi

)
.

The next result proved using the averaging theory for studying the periodic
solutions of a differential system provides sufficient conditions for computing
periodic orbits of the Hamiltonian system associated to the Hamiltonian (7).
For more details on averaging theory see the books [16, 17].

Theorem 3 (See Theorem 1 of [12]). We define

〈H1〉 =
1

2π

2π∫

0

H1(I1, I2, θ1, θ2)dθ1,
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and we consider the differential system

(8)

dI2
dθ1

= ε
{I2, 〈H1〉}
H′

0(H−1
0 (h))

= εf1(I2, θ2),

dθ2
dθ1

= ε
{θ2, 〈H1〉}
H′

0(H−1
0 (h))

= εf2(I2, θ2),

restricted to the energy level H = h with h ∈ R. The value h is such that
the function H−1

0 is a neighborhood of h is a diffeomorphism. System (8) is
a Hamiltonian system with Hamiltonian ε 〈H1〉. If ε 6= 0 is sufficiently small
then for every equilibrium point p = (I02 , θ

0
2) of system (8) satisfying that

det

(
∂(f1, f2)

∂(I2, θ2)

∣∣∣∣
(I2,θ2)=(I02 ,θ

0
2)

)
6= 0,

there exists a 2π–periodic solution γε(θ1) = (I1(θ1, ε), I2(θ1, ε), θ2(θ1, ε)) of the
Hamiltonian system associated to the Hamiltonian (7) taking as independent
variable the angle θ1 such that γε(0) → (H−1

0 (h), I02 , θ
0
2) when ε → 0. The sta-

bility or instability of the periodic solution γε(θ1) is given by the linear stability
or instability of the equilibrium point p of system (8). In fact, the equilibrium
point p has the linear stability behavior of the Poincaré map associated to the
periodic solution γε(θ1).

We define

(9) 〈P〉 = 1

2π

2π∫

0

P(L,G,N, l, g)dl.

Corollary 4. For ε 6= 0 sufficiently small the Hamiltonian system defined by
the Hamiltonian (6) in the invariant set H = h > 0 and N = n ∈ R, has a
2π−periodic solution γε(l) = (L(l, ε), G(l, ε), g(l, ε)) in the variable l such that

(L(0, ε), G(0, ε), g(0, ε)) →
(
h

ω
,G0, g0

)
when ε → 0 where p = (G0, g0) is a

solution of the system

f1(G, g) = −ε
1

ω

∂ 〈P〉
∂g

= 0,

f2(G, g) = ε
1

ω

∂ 〈P〉
∂G

= 0,

satisfying that

(10) det

(
∂(f1, f2)

∂(G, g)

∣∣∣∣
(G,g)=(G0,g0)

)
6= 0,
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The stability or instability of the periodic solution γε(l) is given by the stability
or instability of the equilibrium point p of the differential system

(11)

dG

dl
= −εf1(G, g),

dg

dl
= εf2(G, g).

In fact, the equilibrium point p has the stability behavior of the Poincaré map
associated to the periodic solution γε(l).

Proof. The corollary follows directly from Theorem 3. �

3. Proof of Theorem 1

We shall apply Corollary 4 to the Hamiltonian (4) with the perturbation
given by

(12) P1(x
2
1 + x22, x3) = (x21 + x22)

2 + β(x21 + x22)x
2
3

with β ∈ R and ω = 1, i.e. to the Hamiltonian (1).

Applying the nodal–Lissajous transformation to the Hamiltonian (1) we get
that the function P(L,G,N, l, g) is

1

4

(
cos(2I)(s sin(g + l)− d sin(g − l))2 + (s sin(g + l)− d sin(g − l))2

+2(s cos(g + l)− d cos(g − l))2
)(

(1− β) cos(2I)(s sin(g + l)

−d sin(g − l))2 + (β + 1)(s sin(g + l)− d sin(g − l))2

+2(s cos(g + l)− d cos(g − l))2
)
,

where s =
√
L+G, d =

√
L−G and cos I = N/G. Therefore the function

〈P〉 defined in (9) is

1

64

(
− (d4 + 4d2s2 + s4)(4(β − 5) cos(2I) + 3(β − 1) cos(4I) − 7β − 41)

+48(d2 + s2)ds((β − 1) cos(2I) + β − 3) sin2(I) cos(2g)

−48(β − 1)d2s2 sin4(I) cos(4g)
)
.

The functions f1(G, g) and f2(G, g) of the differential system (11) are

f1(G, g) =
∆

2G4
,

f2(G, g) =
∆1

8G5
√
L2 −G2

,
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where

∆ = 3(G2 −N2)(
√
L2 −G2((β − 1)N2 −G2)L

+(β − 1)(G2 − L2)(G2 −N2) cos(2g)) sin(2g),

∆1 = 6
(
G6 + βG4N2 +G2(−2βL2N2 − 3(β − 1)N4)

+4(β − 1)L2N4
)
L cos(2g)

+
(
3(β − 1) cos(4g)(G2 −N2)(G4 +N2(G2 − 2L2))

−(β + 3)G6 − 3G2N2(2(β + 1)L2 + (β − 1)N2

+18(β − 1)L2N4
)√

L2 −G2,

here L = h. The solutions (G0, g0) of the system

(13) f1(G, g) = 0, f2(G, g) = 0,

give rise to periodic orbits for each L = h > 0 and N = n ∈ R if the Jacobian
(10) at (G0, g0) is non–zero, see Corollary 4.

Proof of statement (a) of Theorem 1. Assume that N = 0 < G and H = h >
0. Then it is not difficult to check that system (13) has the four solutions
(G0, gi) given by

G0 =
h
√

β(β − 6)

|β − 3| , gi =
π

2
i for i = 0, 1, 2, 3.

For the solutions (G0, gi) with i = 0, 1 we obtain

∂(f1, f2)

∂(G, g)

∣∣∣∣
(G,g)=(G0,gi)

=

(
0 18h2(3−2β)

(β−3)2

(β−3)(18+β(β−6))
36 0

)

for β > 6, and

∂(f1, f2)

∂(G, g)

∣∣∣∣
(G,g)=(G0,gi)

=


 0 − 18h2β

(β−3)2

−18(3−2β)

(β−3)2
0




for β < 0. For the solutions (G0, gi) with i = 2, 3 we obtain

∂(f1, f2)

∂(G, g)

∣∣∣∣
(G,g)=(G0,gi)

=


 0 − 18h2β

(β−3)2

−18(3−2β)

(β−3)2
0




for β > 6, and

∂(f1, f2)

∂(G, g)

∣∣∣∣
(G,g)=(G0,gi)

=

(
0 18h2(3−2β)

(β−3)2

(β−3)(18+β(β−6))
36 0

)

for β < 0.
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Figure 3. The graphics of f1(β, 1) for β > 6 and of f2(β, 1)
for β < 0.

The Jacobian (10) at (G0, gi) for i = 0, 2 is

J1(β, h) =
h2(2β − 3)(18 + β(β − 6))

2 (β − 3)

if β > 6, and

J2(β, h) = −h2β2(β − 6)

2 (β − 3)

if β < 0. The graphics of the functions Ji(β, h) for i = 1, 2 are given in Figure
3. Therefore, by Corollary 4 the solutions (G0, gi) for i = 0, 2 provide two
periodic solutions linearly stable if β > 6, and unstable if β < 0.

On the other hand the Jacobian (10) at (G0, gi) with i = 1, 3 is

J3(β, h) = −h2β2(β − 6)

2 (β − 3)

if β > 6, and

J4(β, h) =
h2(2β − 3)(18 + β(β − 6))

2 (β − 3)

if β < 0. The graphics of the functions Ji(β, h) for i = 3, 4 are given in Figure
4. Hence the solutions (G0, gi) for i = 1, 3 provide two periodic solutions
linearly stable if β < 0, and unstable if β ≥ 6. This completes the proof of the
statement (a) of Theorem 1. �
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Figure 4. The graphics of f3(β, 1) for β > 6 and of f4(β, 1)
for β < 0.

Proof of statement (b) of Theorem 1. Assume that N = n 6= 0, |N | < G and
H = h > 0. Then we can check that system (13) has the four solutions (G0, gi)
given by

G0 =
√
β − 1 |n|, gi =

π

2
i for i = 0, 1, 2, 3.

where

n = ±2h
√

3(β − 2)(β − 6)

|β(β − 4)| .

For the solutions (G0, gi) with i = 0, 1 we obtain

∂(f1, f2)

∂(G, g)

∣∣∣∣
(G,g)=(G0,gi)

=

(
0 −δ1
δ2 0

)
,

where

δ1 =
3h2(β − 2)2(β(β − 10) + 12)2

(β − 4)2(β − 1)β2
,

δ2 =
β(β − 4)

[
β(β − 4)

[
β(β(β − 20) + 88)− 132

]
+ 864

]

4(β − 6)(β − 1)2(β(β − 10) + 12)
.

Moreover for the solutions (G0, gi) with i = 2, 3 we obtain

∂(f1, f2)

∂(G, g)

∣∣∣∣
(G,g)=(G0,gi)

=

(
0 δ1
δ2 0

)
.
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Figure 5. The graphic of h1(β, 1) for β > 6.

The Jacobian (10) at (G0, gi) for i = 0, 1 is

(14) h1(β, h) = δ1δ2

with β > 6. The graphic of the function h1(β, h) is given in Figure 5. There-
fore, by Corollary 4 the solutions (G0, gi) for i = 0, 1 provide two linearly stable
periodic solutions if β > 6 and β 6= 5 +

√
13, this last value of β corresponds

to the unique zero of the function h1(β, h) for β > 6.
The Jacobian (10) at (G0, gi) for i = 2, 3 is g2(β, h) = −δ1δ2 with β > 6. So,

by Corollary 4 the solutions (G0, gi) for i = 2, 3 provide two unstable periodic
solutions if β > 6 and β 6= 5+

√
13. This completes the proof of statement (b)

of Theorem 1. �

4. Conclusion

In this paper we have studied the periodic orbits of a Hamiltonian system
defined by the Hamiltonian (1) being ε a small parameter, this Hamiltonian
is obtained perturbing the isotropic harmonic oscillator with a homogeneous
potential of fourth degree. On the one hand such a Hamiltonian (1) is a
generalization of the Yang–Mills Hamiltonian, and on the other hand that
Hamiltonian also allows to study the motion of the central part of an elliptical
or barred galaxy without escapes.

Our Hamiltonian system has two first integrals the Hamiltonian H and the
third component of the angular momentum N . We prove that in each invariant
space H = h > 0 the Hamiltonian system has at least 4 periodic solutions if
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either β < 0, or β = 5 +
√
13; and at least 12 periodic solutions if β > 6

and β 6= 5 +
√
13. We also have studied the linear stability of these periodic

solutions.
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