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Abstract

In this study we consider the linkage between pectditly change and profit change. We
develop an analytical framework in which profit olga between one period and the next is
decomposed into three sources: (i) a productivignge effect (which includes a technical
change effect and an operating efficiency effg@tf),an activity effect (which includes a
product mix effect, a resource mix effect and deseffect), and (iii) a price effect. We then
show how to quantify the contribution of each efffaesing only observed prices and
guantities of products and resources in the twdogdsr We illustrate our analytical
decomposition of profit change with an empiricgbligation to Spanish banking during the
period 1987 - 1994.
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PROFITS AND PRODUCTIVITY*

1. Background

The objective of this study is to analyze the lgdéetween business productivity
and business profit. The analysis begins at teer#ical level, continues with a discussion
of the analytical techniques required to implemtng analysis, and concludes with an
empirical application. Although the empirical apption is to a collection of independent
businesses observed over a number of years, thHgs@n#g equally suitable to other
applications, such as a collection of regionalceffi branches, or profit centers within a
particular business, each observed over a sequanpessibly shorter (e.g., quarterly)
accounting periods. The techniques can also bkedpp a single business, provided only
that a sufficient number of accounting periodsvailable to implement the analysis, or to a
sufficiently large collection of businesses in agi accounting period. In each of these
applications the analysis can provide a sort otberarking technique, in which a business
or one of its constituent parts benchmarks agaivestremaining observations. The great
virtue of these techniques, when applied in a beracking exercise, is that they utilize
determinantsf profit change (such as an improvement in opagagfficiency), rather than
consequencesf profit change (such as a change in return @etag This makes them
amenable for use by management in an effort toorgfuture performance, which would
then lead to future profit gains. Finally, althbugve analyze the linkage between
productivity and profit, it is not necessary thadfii be the sole objective of the business
units being analyzed. The analysis simply proviaéiskage between productivity and the
bottom line.

It is clear that productivity gains have the pot@nto contribute to an increase in
business profit, but it is equally clear that otliactors (e.g., a more favorable price
structure) can also contribute to an increase siness profit. It is of interest, therefore, to
develop an analytical model of the determinantbudiness profit change, among them
being productivity change. The development and é@mantation of such an analytical
framework is the objective of this study.

The linkage between productivity change and profiange has been explored
previously in the business literature (see Genemuad Grifell (1992) for citations).
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However none of the previous models of this linkagentirely convincing. Gold (1973,
1985) and others specify several partial produgtivieasures (such as total output or sales
revenue per worker). But partial productivity m&&s can vary in opposite directions, and
SO0 no single partial productivity measure can bamimiguously linked to a business
performance measure such as profit. Eilon et187%) and Ishikawa and Sudit (1981)
define productivity with a single, more inclusiwefal productivity measure ("output,” an
index of all products, per unit of "input,” an indef all resources). The advantage of a
total productivity measure is that it can be linketlambiguously to profit. In several
studies business profit change is decomposed lmee tsources: a price effect, including
changes in resource prices paid and product prezesved; a productivity effect, typically
attributed solely to an improvement in technologpd an activity effect, capturing the
effect of changes in the size and, less frequelitly,scope, of the business. Kurosawa
(1975), Eldor and Sudit (1981), Chaudry et al. 8)98&/iller (1984, 1987), Miller and Rao
(1989) and Banker et al. (1989, 1996) each propeaseants of this three-way
decomposition. However the three components ditprbange vary from study to study,
because different studies employ different accogntelations. More significantly, these
latter studies suffer from the lack of a firm ecomno foundation. They fail to exploit the
economic theory of production and, through a dyabtationship, the economic theory of
profit. It is our contention that exploiting thiglationship enables one to extend, in a
theoretically and empirically useful way, the ptioductivity relationships which have
been developed to date.

One branch of the economics literature on prodacied profit is based on a duality
relationship between the structure of productiahm®logy and the structure of maximum
profit, the latter also depending on the structoirgoroduct and resource prices. In this
framework change in profit between two periodstisiluted to changes in product and
resource prices (similar to the price effect in thesiness literature), to the structure of
production technology (similar to the activity effein the business literature), and to
changes in the structure of production technologg ahanges in operating efficiency
between two periods (similar to the productivitfeef in the business literature). Diewert
(1973) and Lau (1976) provide extensive treatmehthis literature. A second branch of
the economics literature focuses on the sourcesoaluctivity change, and so complements
the business literature on the profit/productivigéyationship. Recent efforts (e.g., Fare et
al. (1997) and Grifell and Lovell (1997b)) have hedrected toward a decomposition of
the quantity effect (the sum of a productivity effand an activity effect) into components
capturing the separate effects of the magnitude laades of technical change, the
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magnitude of efficiency change, and scale econamigsey have not, however, sought to

relate these components to profit change. Whaairegrnis to merge the two branches of the
economics literature with the business literaturae result will be a deeper insight into the

determinants of business profit change betweerperied and the next, one based as much
on the economic theory of production as on busiaessunting relationships.

It should be apparent from this brief review thhe tbusiness and economics
literatures, while having different institutionafugctures, different motivations and different
objectives, have been discussing different aspédtee same problem: how business profit
change can be allocated to its constituent souritethis study we continue the tradition of
those who have sought to establish a linkage betwsgsiness profit change and
productivity change. We pull together salient cifmitions from the two literatures, and we
extend them to develop a new model of the linka@ar strategy is to embed a productivity
change decomposition similar to that developedhim ¢conomics literature within the
profit/productivity linkage developed in the recdmisiness literature. The new model
highlights the contribution of productivity changed its components, while at the same
time not neglecting the contribution of other deterants of profit change. Our analysis
sheds new light on four aspects of the linkage.

First, we provide a three-stage decomposition of pabfgnge. In the first stage we
decompose profit change into a price effect andiantity effect. In the second stage we
decompose the quantity effect into a productiviffea and an activity effect. The
combination of these two decompositions is in thigitsof the relevant business literature
developed by Kurosawa (1975) and Eldor and Su@81)L In the third stage we extend
the previous business literature by exploiting bathnches of the economics literature on
production and profit. This enables us to decorafhbe productivity effect into a technical
change effect and an operating efficiency effdeton (1985) properly stressed the impact
of the efficiency of resource use on business pedoce, and although the contribution of
efficiency has been largely ignored in the subsegligerature, it plays a key role in our
decomposition of profit change. We also decompbseactivity effect into a product mix
effect, a resource mix effect, and a scale effaatithin a very different framework, the
impact of cost-effective adjustments to the produaot on profitability has been explored
by Thanassoulis (1995) and Soteriou and Zenios6)199hese six components of profit
change are mutually exclusive and exhaustivBecond we achieve this three-stage
decomposition without imposing restrictive assumi on the behavioral objective of the
business or on the environment in which it operad®® do not assume profit maximizing
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behavior, we do allow the business to set somd of &s prices, we do not require that the
business operate efficiently, and we do allow thsifess to produce a variety of products.
Third, we provide computational guidance for implemamntithe three-stage profit
decomposition. The computational technique comsi$ta sequence of linear programs.
These programs modify and extend a technique knas/rdata envelopment analysis
(DEA), which is widely used in the management sogeand economics literatures to
analyze business performandeourth and finally, we believe that thexantedeterminants
of business profit change we identify are bettetesuto a useful benchmarking exercise
than are the more frequently used post financial ratios, primarily because they are
forward-looking rather than backward-lookihg.

The study is organized as follows. In Section 2d&eelop our analytical framework
for the decomposition of business profit changée fiecomposition involves unobserved
as well as observed quantities of the products sanbas produces and the resources it
consumes in their production, and so in Sectiore3sthow how to express all unobserved
guantities as scalar multiples of observed quastitive employ distance functions widely
used in production economics to provide a theak#gpression for these scalar multiples,
and we show how to calculate these distance fumstempirically. In Section 4 we
illustrate the working of our analytical decompmsitwith an empirical application to the
recent performance of Spanish banking. We megswo#t change among a sample of
Spanish commercial banks during the period 1984188d we obtain for each bank an
empirical decomposition of its measured profit deimto six determinants, for each pair
of adjacent years and through the entire perioécti® 5 contains a summary and our
conclusions.

2. The Analytical Framework
2.1 The Production Technology

We consider a business using N resources repegsdiyt the nonnegative input
guantity vector x = (¥...,%,) to produce M products represented by the nonivegatitput
quantity vector y = (y...,\u). The business pays resource prices represepttitt [strictly
positive input price vector w = (w..,w), and receives product prices represented by the
strictly positive output price vector p =.(p.,a,). These prices may be exogenously
determined by the forces of market competitionbya regulatory agency, or they may be
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endogenously determined by the business itselirss profit in period tf, is defined as
the difference between total revenue and total, @ sort = pxy' - wxx' = Sp'y - =
iwitxit, t=1,...,T. We are interested in identifying ttleterminants of the change in profit
from one period to the nexiJ,th1 - nt), which can be positive, zero or negative. Weiieq
that the determinants satisfy two criteria: (i) itheelection must be grounded in the
economic theory of production; and (ii) they must dbservable in conventional data

sources, such as business financial statements.

We begin with a presentation of some basic concigpta production economics,
which provide the necessary grounding for our dgmusition. The concepts to be
developed in equations (1) - (7) below represdiairly conventional way of modeling the
structure of production technology, and of desogbihe efficiency of observed resource
use and observed output provision in light of thestraints imposed on managerial choice
by the structure of production technology.

The production sein period t is the set of output quantity vectonsl &nput quantity
vectors that is feasible with technology in plat@eériod t, and so

S ={(y'x): y is producible with },t = 1,...,T. Q)

An output setis the set of all output quantity vectors which greducible with a given

input quantity vector and with the technology iagd in period t, and is defined in terms of
t

S as

Pt(xt) = {yt: (yt,xt) O St}, t=1,...,T. (2)

Output sets are assumed to be closed, boundedexoand to satisfy strong disposability
of outputs [yO P(x) => y"' O P(x), 0< y"' <y]. The outer boundary of an output set is
its output isoquant

IsogP(x) = {y:y OP(X), Ay OPX),A> 1}, t=1..T.  (3)
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The output setsth) [P“l(xm)] are within-period output sets containing the skt
output quantity vectors which could be produced &y input quantity vector with
technology prevailing in that same period. We atsake use of the mixed-period output
sets Igl(xt), which contains the hypothetical but analyticallgeful set of output quantity
vectors which input quantity vector gould have produced with the help of technology
prevailing in the subsequent period t+1; anthXtB), which contains the equally
hypothetical and equally useful set of output giavectors which input quantity vector
" could have produced had it been forced to usentdoby prevailing in the previous
period t. Mixed-period output isoquants IsB4®") and IsoqRx™") are the outer

boundaries of these mixed-period output sets, emthterpreted similarly.

An output quantity vectortynust belong to its contemporaneous output t$)3t1§),lﬂbut
it need not be located on its outer boundary Ié(oﬁ)P We need a measure of the distance
from an output quantity vector 0 Isqut’(xt). Shephard’s (197®@utput distance functign
which is the Debreu (1951) - Farrell (1957) outpriented measure of operating
efficiency, provides a radial measure of this disea A within-period output distance
function is defined in terms of a within-period put set as

Dol(x,y) = min{g: y/g 0 P(x)}. (4)

Dot(xt,yt) < 1 because 'y P(x), and Q,t(xt,yt) = 1 <=>y [ IsogP(x). Thus I:gt(xt,yt) =1
signals that Xis producing maximum feasible output with techiggiprevailing in period t,
and [%t(xt,yt) < 1 suggests that i producing only [100x55(xt,yt)]% of maximum feasible
output with technology prevailing in period t. Eily, Dot(xt,yt) is homogeneous of degree
+1in yt so that I;}t(xt,)\yt) = )\Dot(xt,yt), A>0. Adjacent-period output distance functions
Dom(xt,yt) and Qt(xt+l,yt+1) are obtained by replaciné(ié) with Pm(xt), and by replacing
Pt(xt) with Pt(xm), respectively, and they are interpreted in a lsiminanner. However
since quantity data from one period may not beilidasvith technology prevailing in

another period, it follows thatoﬁl(xt,yt) E 1 and [gt(xm,yt+ E 1. We also make use of

distance functions of the form,D(x™**,y") % 1, which involve technology and inputs from

period t+1 and outputs from period t.
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Although our orientation is one of maximizing theguction of outputs from given
inputs and with given technology, we shall also éehaccasion to adopt the opposite
orientation of minimizing input use in the prodecti of given outputs with given
technology. This requires the introduction of ihpats, input isoquants and input distance
functions. Aninput setis the set of all input quantity vectors capable@mfducing a given
output quantity vector with technology prevailinglae time, and it is defined in terms of S
by means of

L'y) = {x: (xy)OS}), t=1,..T. (5)

Input sets are assumed to be closed, bounded, xameeto satisfy strong disposability of
inputs [X O L'(y") => x* O L'(y"), x'=x]. The inner boundary of the input set isiitput
isoquant

IsogL(y) = {x: X OL(y), A OL(y),A<1}, t=1,.,T. (6)

Mixed-period input sets tI+_1(yt) and Lt(ym), and mixed-period input isoquants
Isoql_m(yt) and Isoqlt.(ym), are defined exactly as mixed-period output setd mixed-
period output isoquants are. Finally, althoughrgut quantity vector xmust belong to its
contemporaneous input sext(yi), it need not necessarily belong to its inner loaum
Isoql_t(yt). The Malmquist (1953) - Shephard (19%8)ut distance functionyhich is the
reciprocal of the Debreu - Farrell input-orientedasure of operating efficiengytovides a
radial measure of the distance from an input qtangctor to an input isoquant. It is
defined by

Di'(y',x) = max{8 : x/80L(y)}. @)

Di'(y',x) 2 1 since x0 L'(y), and D(y,xt) = 1 <=> x 0 IsogL((y)). Also, input distance
functions are homogeneous of degree +1 in inpuis,sa Dt(yt,)\xt) = )\Dit(yt,xt), A > 0.

. . . . . t+1 t t t t+1 t+ . .
Mixed-period input distance functiong D(y ,x) and Q (y ,X 1) are defined in the same
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manner as mixed-period output distance functioss amd I;)m(yt,xt) E 1 and [pt(yt+1,xt+1)
1.

NIV

2.2 The Profit Change Decomposition

We are now prepared to decompose business pratitgehbetween periods t and t+1.
Our strategy is to proceed in three stages, whieldascribed schematically in Figure 1. In
the first stage we decompose the profit changdtimegudrom a movement from t(>yt) to
(xm,ym) into a pure quantity effect which holds pricesqigtant, and a pure price effect
which holds quantities constant. This decompasitppears in Proposition 1, and is
similar to decompositions previously obtained by¢&awa (1975) and illustrated by Eldor
and Sudit (1981). In the second stage we deconipesquantity effect into its two basic
components: a productivity effect and an activitie@. This decomposition appears in
Proposition 2, and is illustrated in Figure 2. idtsimilar to decompositions previously
obtained by Kurosawa (1975) and Miller (1984, 198n)the third stage we decompose the
productivity effect into its two components: a tedal change effect and an operating
efficiency effect. We also decompose the actiaffect into its three components: a
product mix effect, a resource mix effect, and alesceffect. We decompose the
productivity effect in Proposition 3, and we decasg the activity effect in Proposition 4.
Both third stage decompositions are illustrated Figures 2 - 4. The third stage
decompositions appear to have no precedent in ukedss literature, although they do

have precedents in the economics literature.
Proposition 1: Theprofit change between period t and period t+1 decomposes as
[-m] =
[(Y*™ - Y)xpt - (¢ - X)xw] quantity effect
+ [([5+l _ pt)xyt+l _ (\Nt+l _ \Nt)xxt+l] price eﬁ:ect
The quantity effect shows the impact on profiaofexpansion or contraction of the

business, holding prices fixed. The quantity dffeses base period prices to weight the
guantity changes, and so it can be interpretetiasdifference between a Laspeyres type of

8
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output quantity index and a Laspeyres type of imquantity index, both being expressed in
difference form rather than in the conventionalordorm. The price effect shows the
impact on profit of changes in the price structof¢he business, holding quantities fixed.
The price effect uses comparison period quantitiegeight the price changes, and so it can
be interpreted as the difference between a Paagobef output price index and a Paasche
type of input price index, both being expressedifference form rather than in ratio form.

The following three propositions show how the gitgreffect decomposes into a
total of five determinants of profit change. ANd determinants use base period prices to

weight quantity changes, and so all five determimi@me Laspeyres type quantity indexes,
or differences between Laspeyres type quantityxese

Proposition 2 Thequantity effect between period t and period t+1 decomposes as

[(yt+1 _ yt)xpt _ (Xt+l _ xt)xwt] -

(O -Y) - E)*0 -y )] productivity effect
FIOXY -Y) - W)X - X)) activity effect

Figure 2 provides a partial illustration of the deposition of the quantity effect,
partial because it is assumed that M=N=1. In mbtic(xt,yt) O § and in period t+1
(xm,ym) 0S™. Since 0 S™ technical progress has occurred between pericos t
t+1, although this assumption is unnecessary ferahalysis. The path fromt(\)é) to
(xm,ym) can be decomposed into three components, eashioh exerts an influence on
profit change, with magnitude and direction depegdn prevailing prices and how they

change from the base period to the comparisonqh%rio

The productivity effectompares the path fron? yo y in period t with the path from
y© to y**in period t+1. Part of the productivity effectieasured along the path froanty
y in period t, representing the additional outputekhtan be produced with no increase in
input usage as a result of an improvement in tddgypwhich expands the production set
from S to S™. Thus technical progress necessarily contribptestively to profit change
(and technical regress would contribute negatit@lgrofit change). The remainder of the
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.. . A t. . C t+1

productivity effect is measured along the pathsfgo to y in period t, and from yto y
in period t+1. These two paths represent a padeofuctions from productivity, due to a
failure to produce maximum output in period t, @nfilure to produce maximum output in

. . . . . . . . t+ A t
period t+1. If operating efficiency improves duyithe period (i.e., if &/ y 1) <y -vY)),
then efficiency gains contribute positively to prahange. If operating efficiency declines
during the period, then deteriorating efficiencyrdets from productivity change.

The activity effectis typically conceived as reflecting the conseaeeof changes in
the scale and scope of the organization. Chamgesale are adequately characterized in
Figure 2; changes in scope are not, and are deduss Proposition 4. With this
qualification in mind, the activity effect is measd along the path fromByto yc, and
represents the change in outpuct (yyB) generated by the change in resource usa{éle-(x
xt). It appears that if output production incregsexportionately more (less) than resource
usage does, then scale economies (diseconomiesg ¢he activity effect to contribute
positively (negatively) to profit change. Howeubere is more to the activity effect than
just economies or diseconomies of scale, sincestbpe dimension of the activity effect
has yet to be introduced. Moreover, both the dughange and the input change are
weighted by base period prices, and so the pricetste matters as well.

Notice that the decomposition of the quantity dffiesolves unobserved as well as
. t t t+1 t+ .
observed quantity data. Although,$¥ and (x ,y 1) are observed, the output quantity
B C . .
vectors y and y are not observed. Consequently in order to rettusrdecomposition
procedure empirically useful, it is necessary toabke to recover the unobserved output
guantity vectors from the observed quantity datde will consider this problem after we
present the third stage decompositions, which dhice additional unobserved quantity
vectors, and to which we now turn.

Proposition 3= Theproductivity effect between period t and period t+1 decomposes as
t B t t C t+
)<y -y) - P -y I =
t B A .
[(P)x(y -y)] technical change effect

SO0 -yT) - ()X "y)]  operating efficiency effect

10
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The decomposition of the productivity effecadequately illustrated in Figure 2. Both
the technical change effect and the operatingieffay effect influence the revenue side of
profit change. The technical change effect is mestsas the increase in output quantity
(yB - yA) allowed by the improvement in technology, thepotitquantity increase being
evaluated at base period output prices. The dpgrefficiency effect is measured as the
difference between comparison period productivéfiziency (yC - ym) and base period
productive inefficiency @/ - yt), both evaluated at base period output prices.e Th
decomposition of the productivity effect is alstustrated in Figure 3, which provides a
different partial illustration, partial in this eadecause the input quantity vector is fixed,
either at x or at X . In Figure 3, which allows M=2, the technical nba effect is
measured as the equiproportionate increase in bgtantites (?/ - yA) allowed by the
improvement in technology ﬁ%(xt) O Pt(xt)], evaluated at base period output prices. The
operating efficiency effect is measured as theediffice between comparison period
productive inefficiency ((3:/ - ym) and base period productive inefficienc;? (-yyt), both
evaluated at base period output prices

Proposition 4: Theactivity effect from period t to period t+1 decomposes as

()XY -Y) - WX -x)] =

[(E*y -y oroduct mix effect
- [(Wt)x(Xt+l - XE)] resource mix effect
F IO -Y) - WXX - x)] scale effect

The decomposition of the activity effect is not qulately illustrated in Figure 2, as
we noted above. There the movement froBrrtcyyC comingles the scale effect with the
product mix effect, and the corresponding movenferh X to X** comingles the scale
effect with the resource mix effect. The scale prmbluct mix effects are disentangled in
Figure 3, which provides a third partial illustati partial because the input quantity vector
is fixed, either at Xoratx . In Figure 3, which allows M=2, the output sidetlee scale

effect holds the product mix fixed along the patnf yB to yD, using base period output

11
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prices to evaluate the adjustment, as input useases from %o x'". The product mix
effect is measured along the path fro?ntq yC, using base period output prices to evaluate
the adjustment. The sum of the scale effect amd ptoduct mix effect produces a
movement from ?/to yC, which corresponds to the output side of the #gtieffect
introduced in Proposition 2 and illustrated in FeQ.

The final component of the activity effect, theaesce mix effect, is illustrated in
Figure 4, which provides a third partial illustati partial because the output quantity
vector is fixed, either atty)r at 3t/+1. In Figure 4, which allows N=2, the input sidetoé
scale effect holds the resource mix fixed alongphth from X to >, using base period
input prices to evaluate the adjustment. The mesomix effect is measured along the path
from x to X**, also using base period input prices to evallmeatijustment. The sum of
the scale effect and the resource mix effect presiiec movement from' xo X**, which
corresponds to the input side of the activity dffedroduced in Proposition 2 and
illustrated in Figure 2.

The product mix effect and the input mix effect ésndue to any number of factors.
Perhaps the most significant factor is the abilifya business to react to product price
changes by adjusting its product mix, and to reacesource price changes by adjusting its
resource mix. The ability to substitute toward durcts whose prices are rising and
resources whose prices are falling, and away fromdycts whose prices are falling and
resources whose prices are rising, contributesdbt gain through the product mix effect
and the resource mix effect. Thus the two mix@ffeapture the substitution possibilities
permitted by the structure of production technolag/well as the ability of management to
exploit these possibilities. A second factor ishenging regulatory environment which
allows business more or less freedom to optimigepibduct and resource mixes. This
factor is particularly significant in the empiricakample we use to illustrate our profit
decomposition. A third factor is a consequencéhef way we have measured technical
change and scale economies. Both the technicalgeheffect and the scale effect involve
equiproportionate changes in variables, as FigBrasd 4 make clear. If technical change
is not neutral with respect to outputs, any unmessibias shows up in the product mix
effect. If technical change is not neutral witlspgect to resources (for example, if it is
labor-saving), any unmeasured bias shows up inrékeurce mix effect. Similarly, if
efficient expansion or contraction of the busines®lves nonproportionate expansion or
contraction of outputs of inputs, the disproporétenfeatures of scale economies shows up
in the product mix effect and the resource mixaffe
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The intent of Propositions 1-4 and Figures 2-4oisdémonstrate that even in the
multiple input, multiple output case, it is in priple possible to decompose the profit
change resulting from a producer's movement frotmt)(XO (le,ym) into several sources.
The first source is an improvement or a deterioratn the price structure of the business,
which may have both external and internal caugesecond source is an increase in output
not requiring any increase in resource use, duedbonical change. A third source is an
improvement or a deterioration in operating efficig These two sources make up the
productivity effect. A fourth source is a changeoutput that can be proportionately
greater than or less than the change in input, tdu¢he presence of economies or
diseconomies of scale which characterize the ptomiu¢echnology. A fifth source is a
change in the product mix, and a sixth is a changbe resource mix. The product mix
effect and the resource mix effect encompass a auwnfipphenomena, as we noted above.
The last three sources comprise the activity effddte six sources are mutually exclusive
and exhaustive sources of profit change betwedngeand period t+1.

3. Implementing the Profit Decomposition

The price effect in Proposition 1 is expressedeims of observed base period and
comparison period price vectors, and observed casgraperiod quantity vectors. The
technical change effect in Proposition 3 is expgdgs terms of an observed base period
output price vector and two unobserved output dtyamectors 3? and 3/? . The operating
efficiency effect in Proposition 3 is expressedemms of an observed base period output
price vector, observed base period and comparisdpub quantity vectors, and two
unobserved output quantity vectors gnd 3(/: The scale effect in Proposition 4 is
expressed in terms of observed base period outpltirgput price vectors, the observed
base period input quantity vector, atwb unobserved output quantity vectors and yD
and an unobserved input quantity vector xThe product mix effect in Proposition 4 is
expressed in terms of an observed base period toptme vector and two unobserved
output quantity vectorscyand yD . Finally, the resource mix effect in Propositidnis
expressed in terms of an observed base period prjmé vector, an observed comparison
period input quantity vector, and an unobservedtimuantity vector x It is necessary to
recover the unobserved quantity vecto%;@ﬁyc,yD,x5 in order to make the profit change
decomposition analysis empirically useful. We nslwow how to recover each of these
unobserved quantity vectors from the observed dyaregctors (>t<,yt) and (>2+l,yt+l). Our
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strategy should be apparent from an inspectiongefres 3 and 4, where it is clear that each
unobserved quantity vector appears as either alrexjpansion or a radial contraction of an
observed quantity vector. The distance functiom®duced in equations (4) and (7), being
radial distance measures, provide the tools witichvio recover the unobserved quantity
vectors.

Proposition 5: The unobserved quantity vectors ,Q? ,yc,yD,xE) can be recovered from the
. t t t+1 t+
observed quantity vectors () and (x ,y 1) by means of

. A t t t t
(i) y = y/Do(x.y);

t+1 0t

(i) y = y/Do (x.y);

t+1 t+1, t+l t+1)

(i) y = y'Do (xy

t t+1, t+1 t

y/Do (X .Y);

iv) vy

E t t+1, t t+1 t+1 t. t
(V) x = x/Di ((y/Do (x y)x)).

Substituting the equalities in Proposition 5 inte six components of profit change
identified in Propositions 2 - 4 enables one toovec each of the unobserved quantity
vectors, and thus to conduct an empirical analystbe sources of profit change from one
period to the next. Even though the profit chadgeomposition involves five unobserved
guantity vectors, it can nonetheless be undertaRée key element in the decomposition is
the distance functions. Since these distance ifumetmust be calculated from observed
data, we now show how to calculate them. All ibaequired is input and output quantity
data for a sample of producers over a period oétirRrice data are not required to obtain
the unobserved quantity vectors; price data ard uséhe price effect, and as weights in
each of the five quantity effects.

Proposition 5 provides the theoretical foundatiequired to recover the unobserved
. B C D . t ot t+1 t+
guantity vectors &y AVARY, ,xE) from the observed quantity vectors,yxx .,y 1) The
distance functions employed in Proposition 5 carcdédeulated empirically using a linear
programming technique which provides a modificatioh data envelopment analysis
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(DEA). Originally developed by Charnes et al. (197881) and Banker et al. (1984), DEA
is a widely used operations research techniquenieasuring business performance.
Although DEA was originally intended for use in pigbsector and other not-for-profit
environments, it is ideally suited to the problenh@nd. Nonetheless, we believe this is the
first application of DEA to the problem of decompugsprofit change.

In conventional DEA period t technology is constedat from input and output
guantity data describing the operations of all pamis in period t. In this approach
technologies in place in previous periods are ‘dtten” in period t, since period t
technology is constructed from period t activitedy. Our modification of DEA allows
period t technology to be constructed from inpud antput quantity data of all producémns
all periodsprior to andincluding period t. In our modified approach, technologreplace
in previous periods are “remembered,” and remaiailale for adoption in the current
period. This modification influences the way we e the linear programming problefhs.

We assume that producers use N inputs to producetputs. We also assume that
there are t time periods, and that in time periodeshave d producers, s = 1,...,t. Let
(v x* be the “contemporaneous” i output quantity vector and thexN input quantity
vector of producer “0” in period t. Also let®f{k®) be the “sequential” Ms matrix of M
outputs produced and N inputs used by produceiirf@ach of periods s = 1,...,t. Finally

s 1s S Is, t . .
let Y =[y ,...¥"....y ] be an MkZs-1ls matrix of M outputs produced by allgroducers in

. S 1s S Is, t . .
each of periods s = 1,...,t, and letX[x ,....X"...,x | be an N<XZ¢=4ls matrix of N inputs
used by all § producers in each of periods s = 1,...,t. Thesd#ta matrices and X are
“sequential,” since they include output and inpuatity data for all producers from the
beginning of the sample through period t. Consetiygeriod t technology is determined
not just by period t production activities, butfgst production activities as well.

. . A B C D
The five unobserved quantity vectors ,fy.y ,y ,xE) can be recovered for each

producer by solving each of the following lineabgramming problems times, once for
each producer in the sample in period t.
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Unobserved output quantity vectc?ﬁ yan be recovered from the solution to the

linear programming problem
)

Doy )L = maxe®

subject to

[en)
>
<
=3
IN
-<
n
>

=1, i=1, .3l

whereX” is aZ<_ilx1 activity vector. From Proposition 5 (ify= 6°y°.

: B :
Unobserved output quantity vector ycan be recovered from the solution to the

linear programming problem

Do "y D" = maxe® 9)

subject to
s+l s+l

eByot <Yy )\

s+l _ s+l ot

Ao

vV

s+l
H—- t
1, 1= 1, e ZS:1IS+17

whereA**tis aZqlq.x1 activity vector. From Proposition 5 (ii)?%/= 6°%y°.

: C :
Unobserved output quantity vector ycan be recovered from the solution to the

linear programming problem
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[Doﬁl(XOtﬂ,yOtﬂ)]-l = maxeC (10)
subject to
80 < YA
S+1AS+1 < X0t+l
N
s =, i=1, .. Sl

oC, ot+1
Yy .

whereA**tis aZd.qlq.x1 activity vector. From Proposition 5 (jii)°¥= 0
: D .
Unobserved output quantity vector ycan be recovered from the solution to the

linear programming problem

(11)

[D0t+1(XOt+l,y03]—l - maxGD

subject to
eDyot < YS+1)\S+1

s+l _ s+l ot+1

A <X
A s o0

vV

s+1 . ¢
1, =1, ... Zs=alsey

oD, ot
y .

wherex®*ti

. . . oE : .
Finally, unobserved input quantity vector xcan be recovered by inserting the
solution to the linear programming problem (11)ointhe solution to the linear

s aSd-1ls.x1 activity vector. From Proposition 5 (iv)f-y= 6

programming problem
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i "y x " = ming? (12)

subject to

" ot s+l s+l

y <

s+l _ s+l ot
X A scpEx

s+1

s+l

TN =1,i=1, ..3lem

. .. “ot _ ot t+1 L.
whereX**tis aZdile,,x1 activity vector and/” =y’ / Do+ (<***y*). From Proposition 5

(V), XOE - OEXOt.

To summarize, recovery of the five unobservedntty vectors requires the
solution of a series of five linear programming lems for each producer. For any
reasonable number of producers and time periodisfarany reasonable number of inputs
and outputs, this task can easily be handled onpangonal computer. Once the five
unobserved quantity vectors have been recoveregdirieal implementation of the profit
decomposition presented in Propositions 1 - 4ragtforward’

4. An Application to Spanish Banking

In this Section we report results of an empiricalestigation into the sources of
profit change within the Spanish commercial banét@eduring the period 1987 - 1994.
Annual data for commercial banks are reportedAmuario Estadistico de la Banca
Espafiola The commercial bank sample consists of roughty-thirds of all commercial
banks in existence during the period 1987-1994weéier the sample does contain 92% of
all commercial bank assets in 1993, so the missanks are very small. The sample size
varies from 59 in 1987 to a high of 61 in 1990 andbw of 56 in 1993. A detailed
discussion of the data describing the recent histdrSpanish banking is available in
Grifell and Torrent (1995.
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Annual profit consists of operating profit, or itdrom intermediation activities,
and is defined as gross profit less gains and $oBsen trading in stocks and public debt
instruments, and less extraordinary profit. Extdawary profit typically comes from sales
of fixed assets, but during the 1987-1990 periotlaexdinary losses also arose from the
legally mandated establishment of employee penglans. On balance, operating profit
has accounted for 76% of gross profit among thé&®oanour sample.

Well over 90% of revenue consists of net loan imvestment income, defined as
gross loan and investment income less provisiom&ar debt. We decompose this income
into quantity and price components by specifying gmantity component as the average of
the beginning-of-period and the end-of-period vadfi@ll loans and investments, and by
specifying the price component as the ratio of loah and investment income to the
average value of all loans and investments. Thussyexpressed in pesetas, antlip
expressed as a per cént.

The remaining source of revenue consists of nenaigsion income, the difference
between commission income generated and commigsipanses incurred. There is no
natural way of decomposing net commission income price and quantity components.
However on the assumption that net commission imc@ma function of the number of
deposit accounts, we proxy the quantity compondnbed commission income by the
average of the beginning-of-period and end-of-gemomber of deposit accounts. The
price component is then the ratio of net commissimome to the average number of
deposit accounts. Thus js expressed as a pure number, ahisgxpressed in pesetas.

Approximately two-thirds of cost is financial exyge, consisting of interest paid on
deposit accounts and other liabilities. The qugntomponent of financial expense is
defined as the average of the beginning-of-period @nd-of-period value of all deposits
and other liabilities which generate financial exg& The price component is the ratio of
financial expense to the average value of all dépad other liabilities. Thus;xis
expressed in pesetas, and i expressed as a per cent.

Labor expense accounts for approximately 20% sf.c@he quantity component of
labor expense is defined as the average of thenbieg-of-period and end-of-period
number of employees. The price component is thie od labor expense to the average
number of employees. Thus'%s expressed as a pure number, andisvexpressed in
pesetas.
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The remaining source of cost is non-financial, -felyor expense, consisting of
non-labor operating expense, direct expendituréowildings, and amortization expense.
The quantity component of this expense categoryprsxied by the average of the
beginning-of-period and end-of-period value of faled assets. The price component is
calculated as the ratio of non-financial, non-labrpense to the average value of all fixed
assets. Thus;Xis expressed in pesetas, anflas a per cerlt:

Summary statistics for all variables are colldcie Table 1. Average operating
profit doubled from 1987 to 1990, declined dramedtyc through 1993, and recovered
somewhat in 1994, despite the fact that margins (@) remained above 4% until 1991.
We also include in Table 1 average annual assaesal Bank asset size is defined as the
average value of loans and other financial investméy) plus the average value of fixed
assets (%. Although asset size is not used in the empidoalysis, it is included in Table
1 to provide an indication of the magnitude of itherease in average bank size during the
period. By this measure average bank size neatlpldd during the period, and although a
part of this increase is attributable to mergers aoquisitions, the majority of the growth
was internally generated.

Results of implementing the profit change decositjpn are summarized in Tables
2 - 4. Table 2 provides a summary of the initiat@mposition of profit change into a
productivity effect, an activity effect, and a @rieffect, averaged over the number of banks
indicated in the final columif. On average, operating profit increased durindfitsethree
years of the sample, declined during the next thieees, and increased again in 1994. Over
the entire period, operating profit increased by auerage of 2.4% per year. The
productivity effect made a large positive contriboton average, and in six of seven years.
The activity effect made a larger positive conttibn on average, and in all seven years.
However these two positive contributions to profiange were nearly offset by the price
effect, which was very large and negative, on ayeend in six of seven years.

The sources of the negative price effect are @ppdrom Table 1. The average
loan rate remained stable through 1993, and whéeaverage commission price more than
doubled, its impact was relatively minor becausamission revenue was less than 10% of
total revenue. Moreover all three input priceseéased through 1993, with average deposit
rates increasing by 16% and employee compensatioredsing by 73%. Gradual
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deregulation of the Spanish banking system andctimsequent increase in competition
took its toll on the price structure and the padfitity of commercial banks.

We now turn to an analysis of the productivityeeff the decomposition of which
appears in Table 3. The technical change compomastlarge and positive on average,
and was positive in every year. We attribute atpastechnical change component to an
improvement in the productivity of the best praetisanks. Perhaps because their price
structure was deteriorating, best practice bankpaeded by becoming more efficient,
increasing service provision more rapidly than thegreased resource usage. The
operating efficiency component was very small aadative on average, and was negative
in all seven years. We attribute a negative opeyatfficiency component to a failure of
the remaining banks to keep pace with the imprgyedormance of best practice banks.
Thus a second consequence of deregulation anchsetecompetition was an increse in the
dispersion of bank performance.

A decomposition of the activity effect appearsTiable 4. The large positive
activity effect was primarily attributable to a yelarge product mix effect, which was
positive on average, and was positive in every.yedre favorable product mix effect is
attributable to a doubling of the value of loand ather financial investments, the return on
which held steady through 1993, and also to ainssmmission income as reflected in a
decline in deposits which was proportionately sarathan the rapid increase in deposit
rates. A large positive scale effect also conteduo the positive activity effect, although
as we pointed out in note 4 a positive scale effeabt necessarily evidence of increasing
returns to scale. Indeed Grifell and Lovell (199Rhave found a wide range of service
provision over which Spanish commercial banks dgpee roughly constant returns to
scale. However in the absence of decreasing etaracale, positive profit is enhanced by
expansion, holding prices constant, as the scédetedoes. The resource mix effect was
large and negative on average, and was negatiak seven years. The source of the large
negative resource mix effect is apparent from Tablethe average value of deposits and
other liabilities nearly doubled as their pricergsed through 1993, and the value of fixed
assets more than doubled as their price increésedghout the period. These two effects
were only partly offset by modest labor sheddintheface of rising wage rates.

The operating profit change among Spanish comilebginks during the period
was thus the consequence of a number of factarse ghositive and three negative. The

positive contributions came from an improvemernthia performance of best practice banks
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(the technical change effect), a continuing empghasn loans and other financial

investments having high and relatively stable rafe®turn (the product mix effect), and a
general expansion in average bank size, which regtkloited scale economies or at least
was not offset by diseconomies of scale (the seflect). However these positive

contributions to profit change were nearly offset the negative contributions of a

deterioration in the banks’ price structure brougm by deregulation and increased
competition (the price effect), a failure of them@ning banks to keep pace with the
improving performance of the best practice banke (perating efficiency effect), and a
rapid growth in deposits and other liabilities andixed assets when prices of both were
increasing (the resource mix effect).

In an effort to examine the sources of profit denmore thoroughly, we
disaggregated the sample into three categoriesuak:b the ten banks having the largest
profit change in each year, the ten banks haviagsthallest profit change in each year, and
the remaining banks. We found three interestirsylts. First, the ten most successful
banks managed to increase their aggregate praditeny year, while the ten least successful
banks experienced an aggregate profit decline aryeyear. Deregulation and increased
competition have created two groups of banks, bag &re moving in opposite directions.
Secondthe ten most successful banks always experieacadch more favorable (usually
positive) aggregate price effect than did the tast successful banks, who always had a
negative aggregate price effect. The differendsvéen the two sets of aggregate price
effects accounted for the vast majority of theatéhce between the two sets of aggregate
profit changes. This suggests that one charatiten$ the most successful banks is an
ability to manage their price structures to a mugbater degree than exists at less
successful banksThird, the ten most successful banks had a larger agigr@goductivity
effect (in every year but 1990-1991) than did e least successful banks. Although this
difference is small in comparison with the pricéeef difference, it reaffirms our previous
finding that the most successful banks owe a pdrttheir success to efficiency
improvements and productivity gaifis.

5. Summary and Conclusions
Business profit changes from year to year, inéngais some years and declining in
others. The business and economics literaturese hedopted somewhat different

approaches to an analysis of the sources of miadihge, although we have found evidence
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of both considerable overlap and substantial demcg. This has motivated us to develop
a three stage decomposition of profit change whicaws from, and extends, both
literatures. In the initial stage profit changelecomposed into a quantity effect and a price
effect, as expressed in Proposition 1. In thers@stage the quantity effect is decomposed
into a productivity effect and an activity effea expressed in Proposition 2. The first two
stages are broadly consistent with some decomposiippearing in the business literature.
In the third stage the productivity effect is flethdecomposed into a technical change
effect and an operating efficiency effect, anddbgvity effect is further decomposed into a
product mix effect, a resource mix effect, and ales@ffect. The third stage is broadly
consistent with the traditional focus in the ecormamliterature on technical change,
efficiency change, and the structure of technolagycharacterized by the nature of scale
and scope economies. The third stage decompasitibtained in Propositions 3 and 4
appear to be new, however.

The profit decompositions we have derived are daseobserved prices, but they
are based on both observed and unobserved quantitiethe resources the business
employs and the services it provides. This makasdessary to obtain expressions for the
unobserved quantities in terms of observed quastitiThis we achieve in Proposition 5, in
which the distance functions introduced in equatigd) and (7) are used to express
unobserved quantities as radial expansions or acidns of observed quantities. Once
these relationships have been analytically deriveglshow in equations (8) - (12) how to
use linear programming techniques to empiricallgudate the requisite distance functions,
and hence to obtain solutions for the five unobsgmuantities. This enables us to obtain
the desired profit decomposition.

We have illustrated the profit decompositions ggilata describing the operations
of a sample of Spanish commercial banks. The datar a difficult period of adjustment
to a changing regulatory environment in which cotitipg was increasing. The raw data
show a slight improvement in profitability amongnumercial banks during the sample
period, despite two very difficult years in 19921ak993. We have attributed the observed
profit change to six effects, three positive angé¢hnegative. When the various effects are
grouped into endogenous and exogenous influencegitture brightens somewhat. The
combined productivity and activity effect, whichgaably reflects factors largely under the
control of bank management, made a positive carttdb to profit change in all seven
years. However the price effect, which presumahliytures the impact of macroeconomic
and other influences beyond the control of bankagament, made a negative contribution
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to profit change in the first six years. The negaprice effect almost offset the positive
combined productivity and activity effect duringetentire sample period, and swamped it
during the 1991-1993 subperiod.

Footnotes

* We are particularly grateful to “Fundacion Fongara la Investigacion Economica y
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de Catalunya 19965GR 00113, for generous finarstipport. We are also grateful to
Carmen Matutes and J. L. Raymond for helpful disicuss concerning the data and our
findings, to Hugo Fuentes for his computer suppani] to Allen Berger, Gary Ferrier,

Herwig Langohr, Paul Rouse, Stavros Zenios and peoceptive referees for helpful

comments on a previous draft of this paper.

1. Our distinction betweesx postfinancial ratios an@x anteoperational determinants of
profit change is reminiscent of the “balanced scar@” approach of Kaplan and Norton
(1992).

2. Alternatively, it is possible to decompose frohange using Paasche types of quantity
indexes and Laspeyres types of price indexess diso possible to use arithmetic means of
the base period and comparison period weights, lwhiould produce Fisher types of
guantity and price indexes, expressed in differdooa rather than ratio form. We employ
Laspeyres types of quantity indexes and Paascles typprice indexes because these are
consistent with the approach adopted in much ofbiliness literature on profit change
decomposition.

3. In Figure 2 the path from'(¥) to ("', x"*") goes through®; y® and y. This path
measures the technical change effect,aand measures the activity effect along period t+1
technology. It is also possible to create a patmf(y,x") to (**,x**) which goes through
y*, y and y. This path measures the technical change effexf’a and measures the
activity effect along period t technology. Detad$ the alternative decomposition are

provided in the Appendix.
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4. Our scale effect is related to, but is not isgphic to, the the notion of returns to scale
in production. This is because our scale effectaspositive, zero or negative according
returns to scale are increasing, constant or deioiga This is easily seen by assuming
constant returns to scale, so thatyAy® and X =Ax' O A > 0. In this case the scale effect
is equal to X - 1)[p'xy® - w'xx'], which does not collapse to zero unléss 1, in which
case the scale of operations of the producer reamaichanged and there can be no scale
effect. Increasing or decreasing returns to sealeld magnify or dampen any scale effect
generated by constant returns to scale.

5. Somewhat more formally, if production techngiag not jointly homothetic,then
nonproportionate scale effects show up in the pbaduoix effect and the resource mix
effect. See Fare and Primont (1995) on joint hdretatity.

6. Tulkens and Vanden Eeckaut (1995) refer to suclapproach as “sequential” DEA,
since period t technology is constructed sequéyntiahlthough we find sequential DEA

more plausible than conventional DEA (which Tulkemsd Vanden Eeckaut refer to as
“contemporaneous” DEA), it is straightforward tondaoict the following analysis using

conventional DEA. All that is required is to redinsion the output and input matrices,
making them contemporaneous rather than sequential.

7. Although it is a judgement call, we have nairfd slacks in the solutions to the linear
programming problems (8) - (12) to be serious, &edhave not incorporated slacks into
our empirical profit change decomposition. In @lliet al. (1998) we incorporated slacks
into an index of productivity change. The impacswmodest, and the procedure was
criticized by Fgrsund (1998).

8. Other studies have examined either profitgbdit productivity in Spanish banking, but

none has examined the linkage between the two.anmz1997) has examined profit

efficiency, without attempting to link profitabiitto productivity, and Pastor (1995) and

Grifell and Lovell (1997a) have examined produdiidihange, without attempting to assess
the contribution of productivity change to profitange.

9. It would be desirable to decompose loan anestment income, both by type of
instrument and by term, as a way of accountingigr differences. Unfortunately our data
sources do not contain such a decomposition. Hugimel Mester (1993) and Mester
(1996) have examined the effect of risk preferemcebank operating efficiency. A similar
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problem occurs on the input side, where we haverimtion on values of checking and
saving deposits, but we do not have informatioreidimer prices or quantities of these two
types of deposits.

10. Our use of the number of deposit accounts @y for the unobservable quantity
component of net commission income is admittedlgler However since net commission
income accounts for only 9.1% of bank revenue dutime period, the impact of any
approximation error is likely to be small.

11. A referee has pointed out that neither our ehotr our data explicitly incorporate
surrogates for customer service (such as the nuwofbleranch offices and the number of
ATMSs), which contribute to profit. While this isue, it is also true that both the costs and
the benefits of these and other customer servioegates are implicitly included in our
data, since they contribute both to operating aostto revenue. We have not incorporated
them explicitly because it is not possible to depose either their costs or the revenues
they generate into separate price and quantity coemts. The relationship between
customer service quality and operating efficiertmyt (hot profitability) at a group of Greek
bank branches is explored by Athanassopoulos (199B4Db).

12. The number of commercial banks listed in thalfcolumn of Table 2 is smaller than
the number listed in the final row of Table 1. 8 due to three factors. Mergers occuring
in period t eliminate two or more banks which eadsat the end of period t-1, and create a
new bank at the end of period t. For these mergarks none of the linear programs can
be solved for both periods, and the profit decontjpws cannot be implemented. In
addition, banks occasionally appear in only oneagfair of adjacent years, due to data
problems. In this case adjacent-period linear aiogning problems cannot be solved for
these banks, and the profit decomposition canndtmpéemented for them. Finally, the
mixed period linear programs (9) and (11) are nergnteed to have solutions for the
smallest banks. This is because, for the sma@sks, a radial expansion df ynay not
intersect period t+1 technology. Consequently phefit change indicated in the first
column of Table 2 does not correspond to the anal@ahge in average operating profit
calculated from the entries in the first row of Teab.

13. Berger and Humphrey (1997) note that a conseestimate indicates that, as a result
of various operating inefficiencies, US banks malapproximately two-thirds of profit

potentially available to them. While our studyais examination of the determinants of
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profit changerather than of profiefficiency the wide dispersion of profitability in our
Spanish bank sample is consistent with widespreafit pnefficiency. More relevant to
our work is the *“alternative profit function” apm@ch to bank performance analysis
developed by Berger and Mester (1997) and Humpharey Pulley (1997). Based on a
sample of US banks, Humphrey and Pulley found loge banks (and not small banks)
adjusted to deregulation by changing output primed resource use patterns. We have
found successful (frequently but not always lar§@eanish banks to have adjusted to
deregulation by changing output prices and impmgvioperating efficiency and
productivity.
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Appendix

In this Appendix we provide an alternative proftiange decomposition. The
decomposition given in Propositions 1 - 4 meastinestechnical change effect with the
shift in production technology at the input vectirand then measures the activity effect
(and each of its three components) along periodtéehnology. The alternative profit
change decomposition measures the activity eféead €ach of its three components) along
period t technology, and then measures the tedhoitange effect with the shift in
production technology at the input vectSi'x Proposition Al below merges Propositions 1
- 4 in the text, using the new decomposition patkil unobserved quantity vectors are
indicated in Figures 2 - 4. The price effect ahd operating efficiency effect are
unchanged by the new path. Proposition A2 beloralfeds Proposition 5 in the text, and
shows how to calculate the unobserved quantityovedt®,y©,y",y% x™).

Proposition Al: Theprofit change between period t and period t+1 decomposes as

[t -] =
(B - P)x™) - W' - whx(X™)] price effect
+ [(O*(° - Y] technical change effect
- (@)X - Y - ()< - I operating efficiency effect
+ [B*0"- YO product mix effect
- [ - X resource mix effect
+ [B*°- YY) - W)x(x" - x)] scale effect
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Proposition A2: The unobserved quantity vector$ g,y ,y,x") can be recovered from
the observed quantity vectors,(¥) and (X'*,y"*!) by means of

(i) Y* = Y/Do(x'y)

i)y ¥© = YD (XY
(i) ¥~ = Do (XY
(V) ¥° = ¥/Do(x"y)

(V) XH — Xt/Dit(yHl/Dot(XHl,yt),Xt)
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