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ABSTRACT

The quality analysis of well-logging inversion results has al-
ways been an important part of formation evaluation. The precise
calculation of hydrocarbon reserves requires the most accurate
possible estimation of porosity, water saturation, and shale and
rock-matrix volumes. The local inversion method conventionally
used to predict the above model parameters depth by depth rep-
resents a marginally overdetermined inverse problem, which is
rather sensitive to the uncertainty of observed data and limited
in estimation accuracy. To reduce the harmful effect of data noise
on the estimated model, we have suggested the interval inversion
method, in which an increase of the overdetermination ratio al-
lows a more accurate solution of the well-logging inverse prob-
lem. The interval inversion method inverts the data set of a longer
depth interval to predict the vertical distributions of petrophysical
parameters in a joint inversion procedure. In formulating the for-
ward problem, we have extended the validity of probe response

functions to a greater depth interval assuming the petrophysical
parameters are depth dependent, and then we expanded the model
parameters into a series using the Legendre polynomials as basis
functions for modeling inhomogeneous formations. We solved
the inverse problem for a much smaller number of expansion co-
efficients than data to derive the petrophysical parameters in a
stable overdetermined inversion procedure. The added advantage
of the interval inversion method is that the layer thicknesses and
suitably chosen zone parameters can be estimated automatically
by the inversion procedure to refine the results of inverse and for-
ward modeling. We have defined depth-dependent model covari-
ance and correlation matrices to compare the quality of the local
and interval inversion results. A detailed study using well logs
measured from a Hungarian gas-bearing unconsolidated forma-
tion revealed that the greatly overdetermined interval inversion
procedure can be effectively used in reducing the estimation er-
rors in shaly sand formations, which may refine significantly the
results of reserve calculation.

INTRODUCTION

In oilfield practice, we use open-hole logging data to determine
essential petrophysical parameters of geologic formations that
underlie the calculation of hydrocarbon reserves. Some reservoir
parameters, such as effective porosity, water saturation, shale con-
tent, and fractional volume of rock matrices, can be determined with
their estimation errors from the joint inversion of suitable well logs.
In well log analysis, we assume known mathematical relations,
called probe response functions, between the observations and
the petrophysical model to predict data with the actual model. In
the inversion procedure, one gives an estimate to the model param-
eters by fitting theoretical data to the measured data. Excellent over-
views on the theory and computer implementation of well-logging

inversion methods are given by Mayer and Sibbit (1980), Alberty
and Hashmy (1984), and Ball et al. (1987).
Commercial inversion techniques routinely used in formation

evaluation simultaneously process all the data collected with differ-
ent probes from a certain depth to determine the petrophysical prop-
erties of reservoir rocks to the same depth. In shaly sand analysis,
we usually have barely more types of probes than the number of
unknowns in a given depth; thus, we have to solve a set of margin-
ally overdetermined inverse problems along a borehole. Although
the local inversion method gives fast and satisfactory results, its nar-
row overdetermination (data-to-unknowns ratio) sets a limit to es-
timation accuracy, which makes it a relatively noise-sensitive
inversion procedure. The quality of estimation results can be im-
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proved by increasing the amount of observed information using
more types of well logs, which has well-known technological limits.
There is another possibility to improve the accuracy of inversion
estimates. We suggest increasing the overdetermination ratio of
the inversion procedure by inverting the data set of a longer process-
ing interval in a joint inversion procedure. Dobróka and Szabó
(2001) introduced the interval inversion method that uses depth-de-
pendent response functions (instead of local ones) in solving the
forward problem. In the phase of inversion, we use a series expan-
sion-based model discretization technique and invert at least an or-
der (or orders) of magnitude higher number of data than unknowns
compared with local inversion. The use of our inversion strategy
bears great influence on the accuracy and reliability of model
parameters extracted by inversion. Heidari et al. (2012) also empha-
sized the importance of inverting a data set collected from more
depths jointly to improve the efficiency of well log interpretation.
Model discretization by means of series expansion is extensively

used in natural and technical sciences, including geophysical re-
search. In geoelectric data processing, the series expansion-based
inversion methodology was used to evaluate the 2D resistivity
and thickness distribution of shallow structures and an optimization
method was suggested for giving the optimal number of inversion
unknowns (Gyulai and Ormos, 1999). They show significant im-
provement in reducing the estimation errors and ambiguity. They
also increase the lateral resolution without using any smoothness
constraint. This geoelectric inversion algorithm is further developed
for 3D applications by Gyulai and Tolnai (2012). A series expan-
sion-based joint inversion method for the interpretation of DC geo-
electric and seismic refraction data measured above 2D geologic
structures is introduced by Kis (2002). In gravity modeling, the
series expansion approach opened the door to reconstruct the 3D
potential function and the full Eötvös-tensor from a large number
of astronomical, torsional pendulum, and gravity data by solving a
greatly overdetermined inverse problem (Dobróka and Völgyesi,
2008). Turai (2011) gives an estimate to the relaxation time spec-
trum using a series expansion-based inversion of induced polariza-
tion data. Dobróka et al. (2015) publish a series expansion-based
Fourier transformation method in which the Fourier spectrum
was developed in the framework of a significantly overdetermined
inverse problem characterized by highly improved noise rejection
capability.
The series expansion-based interval inversion method developed

for well log analysis has been previously used to estimate the pet-
rophysical parameters and thicknesses of homogeneous layers. To
find the global minimum of misfit between observed and predicted
data a simulated annealing (SA) optimization procedure was imple-
mented, which showed considerable improvement in the suppres-
sion of data noise compared with local inversion procedures.
The layer thicknesses cannot be extracted by any local inversion
method because neither the local response functions include them
explicitly nor the data measured at a given depth contain informa-
tion on the position of distant layer boundaries. However, the basis
functions of series expansion can be chosen as depending on the
boundary coordinates, which allows the interval inversion pro-
cedure to estimate them automatically (Dobróka and Szabó,
2001). In addition, the lateral variation of formation boundaries
along a profile of boreholes together with petrophysical parameters
are determined from a 2D interval inversion procedure by Dobróka
et al. (2009). An oilfield application for the estimation of layer-

thicknesses using a float-encoded genetic algorithm is shown by
Dobróka and Szabó (2012). Because the interval inversion method
allows treating increasing number of unknowns without the signifi-
cant decrease of overdetermination, one can estimate additional un-
knowns of interest. As a new feature of the interval inversion
method, the simultaneous determination of conventional petrophys-
ical (volumetric) properties and textural parameters, that is, cemen-
tation exponent, saturation exponent, and tortuosity factor, is
suggested by Dobróka and Szabó (2011), whereas the evaluation
of carbonate and metamorphic reservoirs is shown by Dobróka et al.
(2012).
The advantages of the interval inversion method using a homo-

geneous layer approximation are represented by the optimal over-
determination ratio, accurate and reliable solution, effective noise-
suppression feature, and automatic estimation of layer thicknesses.
However, we also find some practical drawbacks, for instance, if we
neglect the lithologic variations within inhomogeneous layers, we
obtain only a rough estimation result typically indicated by high
level of misfit between the predicted and observed data. As a con-
sequence, the layerwise homogeneous approximation can result in
poor vertical resolution in the evaluation of inhomogeneous forma-
tions. In this study, we introduce a further-developed interval inver-
sion method using a Legendre polynomial-based discretization
technique to increase the vertical resolution in inhomogeneous hy-
drocarbon-bearing formations. The use of the orthogonal set of ba-
sis functions decreases the data misfit compared with layer-by-layer
inversion and assures reduced correlation between the model
parameters. Largely increased overdetermination of the inverse
problem results in a highly accurate estimation of the petrophysical
model, whereas the usage of linear optimization provides a quick
and steady convergence to the optimum. We compare the conven-
tionally used local inversion procedure to the interval inversion
method in a detailed study using real well-logging data. We show
that the latter provides a significant improvement in the accuracy
and reliability of inversion estimates, which has unequivocal prac-
tical benefits in the calculation of hydrocarbon reserves.

THEORETICAL OVERVIEW

Local inversion method

Let dðobsÞ be an S-by-1 vector of well-logging data observed by
different probes in a certain depth and m be an P-by-1 vector of
model parameters defined in the same depth. The former includes
various nuclear, acoustic, and electric logs, whereas the latter incor-
porates the volumetric ratios of rock constituents as unknowns of
the local inverse problem. In forward modeling, the sth data are
calculated as follows:

dðcalÞs ¼ gsðm1; m2; : : : ; mP; cÞ; (1)

where gs represents the local response function of the sth logging
tool (s ¼ 1; : : : ; S) and S is the total number of probes. In the gen-
eral case, the set of probe response functions is nonlinear, which
may depend on all model parameters, m, and a set of zone param-
eters, c such as the physical (well-log) properties of pore fluids and
mineral components unvarying or just slowly varying in the hydro-
carbon zone. By treating the zone parameters as a known constant,
we solve a marginally overdetermined inverse problem in shaly
sands, in which the number of data is barely more than that of
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the model parameters. We write the linear approximation of equa-
tion 1 in a subscripted form as follows:

dðcalÞs ¼
XP
i¼1

Gsimi; (2)

where Gsi ¼ ð∂gs∕∂miÞm0
is the element of Jacobi’s matrix calcu-

lated in the m0 point of the parameter space continuously improved
during an iteration procedure. The objective function of the inverse
problem to be minimized is

E ¼ kek22 þ ε2kmk22; (3)

where e denotes the S-by-1 vector of deviations between the ob-
served and calculated data normalized to the uncertainty of data
ε is a regularization parameter used for numerically stabilizing
the solution of the inverse problem. If we do not have prior infor-
mation on data variances, the residual errors can be weighted by the
measured data to control the relative importance of each well log in
the inversion procedure. The minimization can be solved using a
linearized (Menke, 1984) or a global optimization method (without
linearization) such as very fast SA (Sen and Stoffa, 2013) or the
float-encoded genetic algorithm (Michalewicz, 1996).

Interval inversion method

The interval inversion method is based on the establishment of
depth-dependent probe response functions. In the forward modeling
phase of the inversion procedure, we calculate the sth well log using
equation 1 extended to a greater depth interval:

dðcalÞr ¼ dðcalÞðzrÞ ¼ gs½m1ðzrÞ; m2ðzrÞ; : : : ; mPðzrÞ�; (4)

where zr is the coordinate of the rth depth (r ¼ 1; : : : ; Ns) and Ns

is the number of the measurement points of the sth well log. The
above formulation allows for integrating all the data collected from
an arbitrary interval to a joint inversion procedure. To do this, we
introduce the integrated data vector as follows:

dðcalÞ ¼ ðd11; : : : ; d1N1
; : : : ; ds1; : : : ; d

s
Ns
; : : : ; ds1; : : : ; d

s
Ns
ÞT;
(5)

where T denotes the symbol of matrix transpose. The kth element
of the calculated data vector can be identified as k ¼
rþ N1 þ N2 þ : : : þ Ns−1, where index r runs through the data
set belonging to the sth well log. The total number of data is
N ¼ N1 þ N2 þ : : : þ Ns. The kth calculated data are approxi-
mated in a linearized form as follows:

dðcalÞk ¼
XP
i¼1

Gkimi: (6)

In equation 4, the petrophysical parameters are represented as
continuous depth functions, whereas the zone parameters neglected
from the argument are fixed, but if necessary, they can be treated as
depth-dependent quantities, too. We discretize the ith model param-
eter using a series expansion technique:

miðzÞ ¼
XQðiÞ

q¼1

BðiÞ
q ΨqðzÞ; (7)

where Bq is the qth expansion coefficient, Ψq is the qth basis func-
tion, and QðiÞ is the requisite number of expansion coefficients (de-
fined later) in describing the ith model parameter. The basis
functions are assumed as known quantities, the selection of which
is not strictly limited. In describing a layerwise homogeneous
model, we use a combination of unit step functions:

ΨqðzÞ ¼ uðz − Zq−1Þ − uðz − ZqÞ; (8)

where Zq−1 and Zq are the upper and lower depth coordinates of the
qth layer, respectively. Basis function Ψq in the qth layer equals
unity; otherwise it is zero; thus, the ith model parameter in the
qth layer can be described by one expansion coefficient, BðiÞ

q .
The advantage of this formulation is the high overdetermination
of the inverse problem. Moreover, the layer-boundary coordinates
appearing in equations 6–8 can be automatically estimated by the
interval inversion method (Dobróka and Szabó, 2012).
In this study, we approximate the variation of petrophysical

parameters using Legendre polynomials as basis functions:

miðzÞ ¼
XQðiÞ

q¼1

BðiÞ
q Pq−1ðzÞ; (9)

where the qth degree Legendre polynomial can be written using the
Rodrigues formula (McCarthy et al., 1993) as follows:

PqðzÞ ¼
1

2qq!
dq

dzq
ðz2 − 1Þq: (10)

The Legendre polynomials form an orthonormal set of functions
over the range of −1 and 1. In the selection ofQ, one should tend to
reduce the number of expansion coefficients to guarantee the
numerical stability of the inversion procedure, whereas the proper
vertical resolution of petrophysical parameters requires sufficient
number of expansion coefficients. By substituting equation 9 to
equation 4, the sth well log can be expressed in terms of the expan-
sion coefficients. The petrophysical parameters no longer constitute
the model vector of the inverse problem; instead of them, the ex-
pansion coefficients are estimated directly by the inversion pro-
cedure. The application of Legendre polynomials is favorable
because of the relatively low correlation developing between the
model parameters during the inversion process. When we give
an estimate to the layer thicknesses by the interval inversion
method, the choice of a global optimization algorithm is preferable
to avoid numerical problems pertaining to linearization (Dobróka
and Szabó, 2011, 2012). According to our tests, assuming given
layer thicknesses, the linearized damped least squares (DLSQ)
method, suggested by Marquardt (1959), produces a highly stable
and fast interval inversion procedure. By combining equations 6 and
7, we find
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dðcalÞk ¼ dðcalÞðzkÞ ¼
XP
i¼1

XQðiÞ

q¼1

GkiB
ðiÞ
q ΨqðzkÞ: (11)

Having two indices instead of BðiÞ
q , we introduce Bl as the lth

element of the model vector of the interval inversion problem,
where l ¼ qþQ1 þQ2 þ : : : þQi−1. The total number of un-
knowns is M ¼ Q1 þQ2 þ : : : þQP. By replacing the term
GkiΨqðzkÞ with ~Gkl, we write the kth calculated data as follows:

dðcalÞk ¼
XM
l¼1

~GklBl: (12)

Depth-coordinate zk and indices q and i belonging to l can be de-
termined by the above reparametrization. The linearized inverse prob-
lem can be solved by minimizing the functional given in equation 3.
TheM-by-1 vector of expansion coefficients is estimated as follows:

B ¼ G−gdðobsÞ; (13)

where G−g is the generalized inverse matrix of the DLSQ method
(Menke, 1984). The vertical distribution of petrophysical parameters
can be derived directly from the interval inversion results using
equation 9.

Quality of inversion results

We check the quality of inversion estimates in the knowledge of
the accuracy of input data, which can be provided by repeated well-
logging measurements or operation manuals. Horváth (1973) dis-
cusses the sources of interpretation errors and gives an estimate
to the uncertainty of different types of well-logging data. In the gen-
eral case, the covariance matrix of the model parameters estimated
by a linearized inversion method can be related to the data covari-
ance matrix including the variances of observed data in its main
diagonal (Menke, 1984):

covm ¼ G−gcov dðobsÞðG−gÞT: (14)

The dispersion of model parameters is not only the result of data
noise, but it is also affected by some amount of modeling errors
related to equation 1. The estimation error of the ith model param-
eter is derived from equation 14:

σðmiÞ ¼ ½ðcovmÞii�1∕2; (15)

which we use to measure the accuracy of the model parameters es-
timated by local inversion. One can calculate the covariance matrix
of the expansion coefficients (covB) estimated by the interval in-
version procedure by analogy with equation 14, where the variance
of each datum available in the processing interval is included in the
data covariance matrix. The calculation of the accuracy of petro-
physical parameters derived from equation 9 requires the propaga-
tion of errors taken into consideration. In the knowledge of covB,
we derive the covariance between the petrophysical parameters mi

and mj at an arbitrary depth as follows:

½covmðzÞ�ij ¼
XQðiÞ

n¼1

XQðjÞ

m¼1

ΨnðzÞðcovBÞhh 0ΨmðzÞ; (16)

where indices are h ¼ nþQ1 þQ2 þ : : : þQi−1, h0 ¼
mþQ1þQ2þ :::þQj−1 (I ¼ 1;2; : : : ; P and j ¼ 1;2; : : : ; P).
When applying Legendre polynomials of different degrees as basis
functions, equation 9 derives that ∂miðzÞ∕∂BðiÞ

q ¼ Pq−1ðzÞ, which
substituted into equation 16 gives

½covmðzÞ�ij ¼
XQðiÞ

n¼1

XQðjÞ

m¼1

Pn−1ðzÞðcovBÞhh 0Pm−1ðzÞ: (17)

Analogously to equation 15, the estimation error is derived from
equation 17, which gives the standard deviation of the ith petro-
physical parameter estimated by the interval inversion procedure
in the function of logged depth for either correlated or uncorrelated
measurements.
The reliability of inversion results can be quantified via the Pear-

son’s correlation matrix (corrm). We consider a solution reliable
when the model parameters correlate marginally because only un-
correlated (or just poorly correlated) parameters can be resolved
uniquely by inversion. If the absolute value of correlation coeffi-
cient is close to unity, there is a strong relation between the model
parameters referring to unreliable solution. In large-scale inverse
problems, it is useful to introduce a scalar for the measure of aver-
age correlation:

SðmÞ ¼
�

1

PðP − 1Þ
XP
i¼1

XP
j¼1

½ðcorrmÞij − δij�2
�1∕2

; (18)

where δ denotes the Kronecker delta. The above quantity refers to
the case of local inversion, which can be extended for checking the
reliability of interval inversion results. We define the correlation ma-
trix of expansion coefficients estimated to the entire processing in-
terval as follows:

ðcorrBÞll 0 ¼
ðcovBÞll 0
σðBlÞσðBl 0 Þ

; (19)

where indices are l ¼ 1;2; : : : ;M, l 0 ¼ 1;2; : : : ;M and M is the
total number of expansion coefficients estimated by the polyno-
mial-based interval inversion method. The correlation matrix of
vector B can be represented similarly by the scalar defined in equa-
tion 18. We quantify the overall misfit between the measured and
predicted data of different magnitudes and dimensional units by the
relative data distance as follows:

D ¼
�
1

N

XN
k¼1

�
dðobsÞk − dðcalÞk

dðobsÞk

�2�1∕2
× 100ð%Þ; (20)

where dðobsÞk and dðcalÞk are the kth element of the observed and cal-
culated (integrated) data vector, respectively.
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FIELD RESULTS

Inverse problem

We test the interval inversion method and compare it to local in-
version in a hydrocarbon exploratory borehole (well 1) drilled in the
Pannonian Basin in Hungary. In the processed interval, a sedimen-
tary formation of Upper Pannonian (Pliocene) made up of four
unconsolidated layers is investigated. Rock samples indicate
high-porosity channel sands of good storage capacity interbedded
by aleurite laminae and shaly layers. Well-logging data suitable for
inversion are represented by natural gamma ray (GR in API), spec-
tral (potassium) gamma ray (K in %), bulk density (ρb in g∕cm3),
neutron porosity (ΦN in v∕v), acoustic traveltime (Δt in μs∕ft), and
deep laterolog resistivity (Rd in ohm-m) logs. The depth-matched
and environmentally corrected well logs transformed into the depth
interval of 0–19.3 m are plotted in Figure 1. In the last track, the
combination of density and neutron logs indicates the presence of
hydrocarbons in the second and fourth layers. The pore fluid was
identified previously as methane, ethane, propane, and a small
amount of carbon dioxide. In the lack of observed information
on data variances, we assume that the well logs are of different un-
certainties. We give the data covariance matrix in equation 14:

cov dðobsÞ ¼ diagðσ2GR; σ2K; σ2ρb ; σ2ΦN
; σ2Δt; σ

2
Rd
Þ: (21)

For studying the effect of data variance on the solution of the
inverse problem, we estimate the standard deviations of data, sim-
ilarly to Horváth (1973), as σGR ¼ 0.08, σK ¼ 0.07, σρb ¼ 0.05,
σΦN

¼ 0.09, σΔt ¼ 0.06, and σRd
¼ 0.06. The confidence intervals

of well logs measured in well 1 are indicated in Figure 1.
The general form of the kth probe response equation is as fol-

lows:

dk ¼ fðΦ; Sx0; Sw; Vsh; Vsd; cÞ; (22)

where effective porosity Φ (v∕v), shale volume Vsh (v∕v), sand vol-
ume Vsd (v∕v), water saturation in the invaded Sx0 (v∕v), and that of
uninvaded zone Sw (v∕v) are the unknowns of
the inverse problem. To simulate nuclear logs
(GR, K, ρb, and ΦN), linear response functions
corrected for shale, mudfiltrate, and hydrocarbon
effects are used suggested for shaly sand inter-
pretation by Baker Atlas (1996). For calculating
the sonic response (Δt), the compaction cor-
rected time-average formula is applied (Wyllie
et al., 1956). The deep resistivity (Rd) log is cal-
culated first by different nonlinear models, that
is, the Archie formula (Archie, 1942), Siman-
doux equation (Simandoux, 1963), total shale re-
lationship (Schlumberger, 1989), and Indonesia
model (Poupon and Leveaux, 1971). By solving
the interval inversion problems separately, the
overall data distance based on equation 20 (cal-
culated only for resistivity data) is 2.8% for the
Archie equation, 3.4% for the Indonesia model,
2.6% for the Schlumberger model, and 4.4% for
the Simandoux model. Because it gives the low-
est misfit, we choose the total shale model for

testing the local and interval inversion procedure. In equation 22,
the zone parameters in vector c representing the physical properties
of mud filtrate, hydrocarbon, shale, and sand are treated as constant
in the local inverse problem (Table 1). They can be estimated from
the literature, drilling information, core measurements, crossplot
techniques, trial-and-error methods, or some of them alternatively
by interval inversion (Dobróka and Szabó, 2011). The material bal-
ance equation used to constrain the estimation of petrophysical
parameters is Φþ Vsh þ Vsd ¼ 1. Equation 22 does not contain
the layer-boundary coordinates, which cannot be extracted by local
inversion methods. They can be a priori given from manual analysis
of the GR or shallow resistivity logs, determined by multivariate
statistical methods, such as cluster analysis, fuzzy logic, and neural
networks (Maiti et al., 2007), or they can be estimated automatically
by interval inversion (Dobróka and Szabó, 2012).
In solving the inverse problem, we apply two different ap-

proaches. The traditional is represented by the local inversion
method, which extracts the petrophysical parameters depth by depth
with the subsequent analysis of local data sets. On the contrary, the
interval inversion method integrates all the data collected from the
logged interval to produce the well logs of petrophysical parameters
in a joint inversion procedure. The discretization of model param-
eters is made by equation 9, which can be applied to an arbitrary
depth interval. We suggest specifying the depth interval of series
expansion automatically by using a more sophisticated interval in-
version algorithm. In the first phase, an interval inversion problem is
solved using equation 8 to give an estimate to layer thicknesses and
petrophysical parameters of a homogeneous layer model using the
SA method. We choose equation 3 as an energy function extended
to the entire processing interval. The following cooling schedule
assures to achieve the global optimum (Geman and Geman, 1984):

TðνÞ ¼ T0

lnðνÞ ; (23)

where T0 denotes an appropriate initial temperature and ν is the
number of iteration steps. At the end of the SA procedure, we sep-
arate different layers in which the estimated constants of petrophys-

Figure 1. Input well logs measured in well 1 and uncertainty (error) ranges of log read-
ings for local and interval inversion procedures: GR is natural gamma ray, K is potas-
sium, ρb is bulk density, ΦN is neutron porosity, Δt is acoustic traveltime, Rd is
resistivity, and σ is standard deviation of observed data types.
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ical parameters can be considered as initial values of expansion co-
efficients of Legendre polynomials of the zeroth order in equation 9.
In the second phase, we refine the vertical distributions of petro-
physical parameters within the separated intervals in distinct inter-
val inversion procedures using the Legendre polynomials as basis
functions. For this purpose, we perform a DLSQ-based interval in-
version of well logs to give a fast and stable solution.
In the inversion procedures analyzed in this study, we use the

same forward problem solution. We show that the set of response
equations applied in this study gives a proper fit between measured
and calculated data in well 1. In case of more complex geologic
situations, the forward modeling equations can be further devel-
oped, for example, by Drahos (1984), Tang and Cheng (1993),
and Mendoza et al. (2010), which can be easily implemented in
the interval inversion procedure. In this study, we emphasize the
improvement of the inversion algorithm. Our aim is to develop a
powerful inversion tool that provides better estimation accuracy
than local inversion procedures. This is attained by the significant
increase of overdetermination using a Legendre polynomial-based
discretization strategy. Therewith, the treatment of zone parameters

as inversion unknown can be considered as a step forward in the
forward problem solution, too. In our conception, it is a petrophy-
sics-based innovation that we give an objective estimate to zone
parameters instead of fixing them arbitrarily during the inversion
procedure.

Comparative study

We compare the polynomial series expansion-based interval in-
version method to the local inversion procedure. The aim of the
present task is to determine the vertical distributions of quantities
Φ, Sx0, Sw, Vsh, Vsd in well 1. Because we have six types of data in
each depth (GR, K, ρb, ΦN, Δt, and Rd) and we can estimate the
sand volume deterministically from the material balance equation,
the overdetermination ratio in case of depth-by-depth inversion is
1.5. (We have four unknowns in each depth, totally 776 unknowns
in the investigated interval.) In local inversion, we first set an initial
model by giving a first guess to the model parameters. In permeable
layers, we assume the starting values of Φ ¼ Sw ¼ Vsh ¼ 0.2 v∕v,
Sx0 ¼ 0.7 v∕v, whereas in impermeable beds, we set them as

Φ¼0.1v∕v, Sx0¼Sw¼1.0v∕v, Vsh ¼ 0.6 v∕v.
We do not allow the water saturation to exceed
unity. We use the DLSQ algorithm to solve
the local inverse problem. Because the condition
number of matrix GTG derived from equation 2
is occasionally 2 × 103 − 1.2 × 104, we choose
the regularization factor ε2 in equation 3 as
15, which we decrease progressively down to 3 ×
10−5 in 10 iteration steps. We calculate the data
distance defined in equation 20 to each depth the
average of which is 3.7% at the end of the inver-
sion procedure. The CPU time of the inversion
process is 11 s using a quad-core processor work-
station. The local inversion results are illustrated
in Figure 2. Tracks 1–6 show a close fit between
the observed and calculated data. The well logs
of the estimated petrophysical parameters are in
tracks 7–8. In the saturation track, the movable
and irreducible hydrocarbon saturations are de-
rived from the inversion results by Shm ¼ Sx0 −
Sw and Shir ¼ 1 − Sx0, respectively. The fractions
of porosity (Φ ¼ 0.04 − 0.28 v∕v), shale (Vsh ¼
0.08 − 0.71 v∕v), sand (Vsd ¼ 0.21 − 0.69 v∕v)
relative to the unit volume of rock are plotted in
track 8.
In the next step, we estimate the distribution of

petrophysical parameters in the entire logging in-
terval by the DLSQ-based interval inversion pro-
cedure. By a sampling distance of 0.1 m, we have
totally 1164 data. We discretize the model
parameters (Φ, Sx0, Sw, Vsh) using equation 9
with applying a set of Legendre polynomials
of up to 44 degrees as basis functions. (The
optimal choice of polynomial degree will be
discussed two subsections later.) The total num-
ber of unknowns is 4ðQ � þ1Þ ¼ 180 (Q� is the
maximum degree of the Legendre polynomials);
thus, the data-to-unknowns ratio is 6.5. The rel-
ative increase in overdetermination ratio is more
than 330% compared with local inversion. We

Table 1. Zone parameters used for traditional processing of well logs measured
in well 1.

Well log Zone parameter Symbol Value
Dimensional

unit

Natural gamma ray Sand GRsd 10 API

Shale GRsh 154 API

Potassium
gamma ray

Sand Ksd 0.6 %

Shale Ksh 3.2 %

Mud filtrate Kmf 1.6 %

Gamma-gamma
(density)

Sand ρsd 2.65 g∕cm3

Shale ρsh 2.54 g∕cm3

Mud filtrate ρmf 1.02 g∕cm3

Hydrocarbon (gas) ρh 0.2 g∕cm3

Mud filtrate coefficient α 1.11 —
Neutron porosity Sand ΦN;sd −0.04 v∕v

Shale ΦN;sh 0.31 v∕v
Mud filtrate ΦN;mf 0.95 v∕v

Mud filtrate correction
coefficients

Ccor 0.69 —

Residual hydrocarbon
coefficients

Shrf 1.2 —

Acoustic traveltime Sand Δtsd 55 μs∕ft
Shale Δtsh 103 μs∕ft

Mud filtrate Δtmf 190 μs∕ft
Hydrocarbon (gas) Δth 204 μs∕ft
Compaction factor cp 1.08 —

Deep resistivity Shale Rsh 1.0 ohm-m

Pore water Rw 0.5 ohm-m

Mud filtrate Rmf 0.28 ohm-m

Cementation exponent m 1.5 —
Saturation exponent n 1.8 —
Tortuosity factor a 1.0 —
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choose the initial values of expansion coefficients as B1 ¼ 0.1 for
Φ, B1 ¼ 0.5 for Sx0, B1 ¼ 0.2 for Sw and Vsh, respectively, whereas
Bq ¼ 0 (q ¼ 2;3; : : : ; 45) is applied to every petrophysical param-
eter. We calculate the 1164 × 180 Jacobi’s matrix in each iteration
step, whereas the condition number of the 180 × 180matrixGTG is
approximately 300. Thus, we do not have to apply the regularization
term in equation 3 and the inversion procedure is still stable at
ε2 ¼ 0. We set the maximum number of iteration steps to 10.
The data distance is 728% in the first step, which decreases down
to 4.4% after six iteration steps. The CPU time of the inversion
process is 1 min 56 s using the same workstation.
The relative increase of processing time is 9.5
compared with local inversion. The expansion
coefficients with their estimation errors calcu-
lated by equation 16 are illustrated in Figure 3.
The relative errors of coefficient B1 is 3%–6%.
The standard deviation of porosity and shale con-
tent is smaller than that of the water saturation.
The 180 × 180 correlation matrix of expansion
coefficients calculated by equation 19 is illus-
trated in Figure 4c, whereas the 4 × 4 correlation
matrices of model parameters estimated by local
inversion in an impermeable layer (z ¼ 2 m) and
in a permeable bed (z ¼ 12 m) are plotted in Fig-
ure 4a and 4b, successively. The correlation aver-
age defined in equation 18 shows that the strength
of correlation between the model parameters is
much smaller for interval inversion; that is, the rel-
ative decrease in the average of absolute values of
correlation coefficients is 70%, which refers to a
more reliable estimation for the inversion un-
knowns. The small value of correlation average
explains the great stability of the interval inversion
procedure. The result of well log analysis is illus-
trated in Figure 5. The calculated well logs are in
close agreement with the observed ones (tracks 1–
6). The variation of water saturation along the
borehole is somewhat smoother compared with
the case of local inversion (track 7). The relative
volumes of porosity (Φ ¼ 0.03 − 0.28 v∕v),
shale (Vsh ¼ 0.07 − 0.71 v∕v), and sand (Vsd ¼
0.24 − 0.69 v∕v) are plotted in track 8.
The estimation errors of petrophysical param-

eters can be compared in Figure 6, which are cal-
culated by equation 15. The standard deviation of
water saturation is one order of magnitude higher
than that of the porosity and shale volume. In per-
meable layers, the estimation errors are relatively
small, but in impermeable beds, they abruptly in-
crease because of the stronger correlation be-
tween the model parameters. In tracks 6–7, the
high values of correlation averages with small
data distances indicate an ambiguous interpreta-
tion of water saturation in shaly intervals, which
makes the estimation error of petrophysical
parameters locally increase. The overall result
shows that the interval inversion procedure im-
proves the estimation accuracy compared with
the local inversion method. We achieve 60% rel-

ative decrease in the average standard deviation of porosity, 52% in
that of water saturation in the uninvaded zone, 55% in that of shale
content, 50% in that of water saturation in the invaded zone. The
improvement is well marked in impermeable intervals, whereas the
use of the interval inversion method is the most favorable in hydro-
carbon reservoirs, where the absolute value of estimation error is the
smallest. The improvement of estimation accuracy for porosity and
water saturations in the fourth layer is demonstrated in Figure 7. The
correlation coefficients for petrophysical parameters estimated by
local inversion can be compared with those of the interval inversion

Figure 2. Local inversion results in well 1. Observed (solid line) and calculated (dashed
line) well logs: GR is natural gamma ray, K is potassium, ρb is bulk density, ΦN is
neutron porosity, Δt is acoustic traveltime, Rd is resistivity. Petrophysical parameters
estimated by local inversion are: Φ is effective porosity, Sx0 is water saturation (invaded
zone), Sw is water saturation (uninvaded zone), and Vsh is shale volume. Derived param-
eters are sand volume Vsd, brine saturation, and movable and irreducible hydrocarbon
(HC) saturation.

Figure 3. Results of interval inversion procedure using Legendre polynomials of 44
degrees as basis functions in well 1. Estimated values of expansion coefficients for
(a) porosity, (b) water saturation of uninvaded zone, (c) shale content, (d) water satu-
ration of invaded zone, and their estimation error ranges versus ordinal number of ex-
pansion coefficients in the model vector.
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results in Figure 8. The overall strength of correlation between the
volumetric parameters is weaker in case of interval inversion. The
improvement is more significant in shaly layers than in the hydro-

carbon reservoirs. The average correlation between the petrophys-
ical parameters is 0.44 for interval inversion, which means a relative
decrease of 12% as opposed to local inversion. Almost an entire

correlation between porosity and water satura-
tion causes the large estimation errors in the first
and third layers. The water saturations of the in-
vaded and virgin zone are also strongly corre-
lated to each other. In these cases, one of them
should be estimated out of the inversion pro-
cedure. Figure 9 demonstrates a good correlation
between the porosities estimated independently
by the interval inversion procedure, CLASS
deterministic approach (Baker Atlas, 1996) and
core data available from neighboring boreholes
(well 2 is located approximately 1300 m,
whereas well 3 is approximately 500 m away
from well 1). The hydrocarbon formation corre-
late well between the boreholes and the interval
inversion results show a close fit to those of the
independent evaluation procedures. As a conclu-
sion, the interval inversion method gives more
accurate and reliable estimation in a more stable
inversion procedure compared with local inver-
sion. In the presented case, the interval inversion
method gives a smoother but more accurate sol-
ution with slightly worse data misfit. The vertical
resolution depends on the selection of the num-
ber of unknowns of the inverse problem.

Determination of interval length

The major increase of the number of expan-
sion coefficients in the same depth interval can
improve the vertical resolution of the interval in-
version method, but it may also lead to the large-
scale decrease of overdetermination and estima-
tion accuracy. One can also enlarge the resolution
capability of the interval inversion method by
separating the processed length into smaller in-
tervals in which one can expand the petrophys-
ical parameters into series with sufficient number
of expansion coefficients.
We execute the SA-based interval inversion

procedure using the discretization scheme 8 as
a preliminary data processing step to separate
different lithologic units and designate their
boundaries in well 1. We repeat the test 20 times
to verify the solution. We apply the cooling
schedule given in equation 23 with T0 of
0.01–0.07 and a maximal number of iteration
steps νmax ¼ 6000 in each inversion run. The
maximum value of perturbation is 0.1 v∕v and
3 m for the petrophysical parameters and layer
thicknesses, respectively, which is decreased
down by 80% in each 500th iteration step.
The average of initial data distances (i.e., ener-
gies) is 50%, which is progressively decreased
down to 7.6% at the end of the inversion pro-
cedure. This value is because of the layerwise
homogeneous model approximation, which will

Figure 4. Correlation matrices of inversion estimates in well 1. Absolute values of Pear-
son’s correlation coefficients estimated by local inversion in (a) depth 2 m and (b) depth
12 m, estimated by (c) interval inversion in 0–19.3 m. The petrophysical parameters are
as follows: Φ is effective porosity, Sx0 is water saturation (invaded zone), Sw is water
saturation (uninvaded zone), and Vsh is shale volume. S is the average correlation be-
tween the model parameters; B is the vector of expansion coefficients.

Figure 5. Interval inversion results in well 1. Observed (solid line) and calculated
(dashed line) well logs: GR is natural gamma ray, K is potassium, ρb is bulk density,
ΦN is neutron porosity, Δt is acoustic traveltime, Rd is resistivity. Petrophysical param-
eters estimated by interval inversion are: Φ is effective porosity, Sx0 is water saturation
(invaded zone), Sw is water saturation (uninvaded zone), and Vsh is shale volume. De-
rived parameters are: Vsd is sand volume, brine saturation, and movable and irreducible
hydrocarbon (HC) saturation.
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be improved by the Legendre polynomial-based
inversion phase. The steady convergence of the
SA procedure is shown in Figure 10, in which
the average energy calculated in each iteration
step with its standard deviation is illustrated.
The optimal values of layer boundaries are found
after a couple of hundred steps (the average is
500), and then only the petrophysical parameters
are refined continuously. The results of the SA
procedure are listed in Table 2, which specifies
four intervals (layer boundaries) and provides
the average values and standard deviations of
petrophysical parameters as initial values of
series expansion coefficients for the subsequent
inversion phase.
The input well logs and the resultant layer

thicknesses given by the SA procedure are plot-
ted in Figure 11. We find the layer boundary co-
ordinates in depths 4.2, 8.5, 9.9, and 19.2 m.
Afterward, we solve a set of interval inversion
problems in four separated beds, respectively.
We use a different number of expansion coeffi-
cients layer by layer, whereas Q in equation 9
is the same for every petrophysical parameters.
We choose the degree of Legendre polynomials
as 18, 18, 8, and 24 in the subsequent beds (from
the top). We initialize the values of coefficient B1

of each model parameter from the estimates of
the SA procedure (Table 2). The overdetermina-
tion ratios are 3.2, 3.9, 1.7, and 3.5 in the layers,
separately. The maximum number of iterations is
10 in each DLSQ inversion procedure (Fig-
ure 10). After completing the inversion proce-
dures, we obtain the optimal data misfits in
the four layers as 1.7%, 3.6%, 3.0%, and
5.7%, respectively. The average of data distances
is 3.5%, whereas the overall estimation error of
petrophysical parameters shows 10% relative de-
crease in the four layers. The well logs of the pet-
rophysical parameters are plotted in Figure 11.
The overdetermination ratio is only a double than
in local inversion. However, the average correla-
tions for the expansion coefficients are 0.20,
0.19, 0.30, and 0.44, respectively, and the aver-
age of them (S ¼ 0.28) shows a 52% relative im-
provement demonstrating the stability of the
series expansion-based interval inversion pro-
cedure. It is concluded that the accuracy of
estimation is dependent on the degree of overde-
termination. A trade-off must be taken between
the vertical resolution and estimation accuracy,
which should be based on the proper selection
of the number of expansion coefficients.

Selection of the optimal number
of expansion coefficients

We suggest a technique for choosing the
optimal number of expansion coefficients for
the interval inversion procedure applied to an

Figure 6. Well logs of standard deviations, σ, estimated by local and interval inversion
methods in well 1 (b-e). Auxiliary well logs are as follows: GR is natural gamma ray (a),
S is correlation average of model parameters estimated by local inversion (f), and D is
the relative data distance estimated by local inversion (g).

Figure 7. Well logs of petrophysical parameters estimated by the local and interval in-
version procedure, separately. Solid lines represent the estimated values of effective
porosity Φ, water saturation for the invaded zone Sx0 and for the uninvaded zone
Sw. Dashed lines show the error bounds of petrophysical parameters calculated from
the standard deviations σ of inversion estimates.

Figure 8. Well logs of correlation coefficients estimated by local and interval inversion
methods in well 1. GR as natural gamma ray (left panel) log is plotted for reference.
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arbitrarily chosen depth interval. As an example, we evaluate the
hydrocarbon reservoir situated between 9.7 and 19.2 m in well
1. We perform a set of interval inversion procedures in the same
layer by different number of expansion coefficients using equa-
tion 9. We summarize the test results in Figure 12. In the beginning,
we start with one expansion coefficient per petrophysical parameter.
This choice could work well in homogeneous beds, but in this inho-
mogeneous one, it gives only a rough approximation. Despite the
overdetermination ratio (higher than 142), the misfit between
the measured and predicted data is extremely high (D ¼ 25%).
The strength of the correlation between the expansion coefficients
is moderate (S ¼ 0.47). By increasing the number of expansion co-
efficients, we make a continuous decrease in the data distance and
average correlation. In the optimum (25 unknowns per petrophys-
ical parameter), the overdetermination ratio is high enough (almost
6.0) to give reliable (S ¼ 0.11) inversion estimates by an accepted
value of data misfit (D ¼ 5.9%). (This prediction error is even
smaller in surrounding beds.) A further increase in the number
of expansion coefficients implies the decrease of overdetermination
and negligible improvement in data distance. For instance, the use
of 41 expansion coefficients per petrophysical parameter results in
higher correlation (S ¼ 0.44) again and one order of magnitude
higher average of relative estimation errors compared with the op-
timal case. Such an overparametrized inversion procedure is also
time consuming, which does not give much more detailed or accu-
rate information on the petrophysical properties of formations. We
suggest to perform preliminary program test runs to set the optimal
values of control parameters for a more accurate and reliable inverse
modeling.

Figure 9. Porosity estimated by interval inversion procedure, deterministic modeling, and core measurements in wells 1–3. Well logs are as
follows: GR is natural gamma ray, Φ is effective porosity estimated from interval inversion (INT-INV), CLASS interpretation system
(CLASS), horizontal (H-CORE), and vertical (V-CORE) core data.

Figure 10. Convergence plots of the global and linear interval in-
version procedures. (a) Trend of energy versus number of iterations
after 20 independent SA inversion runs using unit-step basis func-
tions. Average energy calculated in each iteration step (black line),
average energy� standard deviation of energies (light- and dark-
gray curves). (b) Development of convergence in the subsequent
DLSQ inversion procedure using Legendre polynomials as basis
functions.
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Estimation of zone parameters

In the local inversion methodology, zone parameters appearing in
equation 22 (detailed in Table 1) are usually fixed to avoid the sol-
ution of an ambiguous underdetermined inverse problem. The
greatly overdetermined interval inversion procedure allows for
the automated determination of zone parameters without a major
decrease in the data-to-unknowns ratio. By estimating the zone
parameters within the inversion procedure, we improve the solution
of the inverse problem and the forward problem implicitly. Previ-
ously, we introduced the relevant parameter sensitivity functions,
defined as the extent of influence on well-logging data exerted

by textural parameters, and we showed that only highly sensitive
zone parameters may be applicable as unknown for the interval in-
version problem (Dobróka and Szabó, 2011). Those can be deter-
mined uniquely by inversion, which correlates weakly to other
petrophysical or zone parameters. The advantage of the interval in-
version method is that it provides an objective estimate to zone
parameters with their estimation errors to the processed interval(s).
Based on the parameter-sensitivity tests, we choose suitable zone

parameters to be estimated in the DLSQ-based interval inversion
procedure. In the first step, the petrophysical parameters (Φ, Sx0,
Sw, and Vsh) are discretized using Legendre polynomials of 44 de-
grees as basis functions in well 1. One zone parameter of the zeroth-

order approximation is added to each inversion
procedure, which we call separate inversion in
Table 3. In these cases, the total number of un-
knowns is 4ðQ � þ1Þ þ 1 ¼ 181 and the overde-
termination ratio is 6.4 in the processing interval
of 19.3 m. The relative decrease of the data-to-
unknowns ratio compared with the interval inver-
sion with fixed zone parameters is 1.1%, whereas
the relative increase of that is 329% compared
with local inversion. In the separate inversion
procedures, we can fix parameter ε2 as zero,
and the maximum number of iteration steps is
10. The inversion results in Table 3 confirm that
we provide a proper estimate to shale, matrix,
and fluid properties in stable inversion proce-
dures. The estimation errors of the zone param-

Table 2. Initial model generated by interval inversion of well logs measured in
well 1. (Average value and standard deviation of model parameters are
estimated by global optimization using interval-wise constant basis functions
after 20 inversion runs.)

Layer

Layer
thickness

(m)
Porosity
(v∕v)

Shale
volume
(v∕v)

Water
saturation

(invaded zone)
(v∕v)

Water
saturation

(uninvaded zone)
(v∕v)

1st 4.2 (�0.05) 0.16 (�0.01) 0.51 (�0.03) 1.0 (constrained) 1.0 (constrained)

2nd 4.3 (�0.09) 0.27 (�0.01) 0.07 (�0.01) 0.75 (�0.02) 0.23 (�0.01)

3rd 1.4 (�0.07) 0.14 (�0.01) 0.39 (�0.02) 1.0 (constrained) 1.0 (constrained)

4th 9.3 (�0.06) 0.26 (�0.01) 0.07 (�0.01) 0.78 (�0.02) 0.28 (�0.02)

Figure 11. Legendre polynomial-based interval inversion results in well 1. Layer thicknesses are estimated by SA-based layer-by-layer interval
inversion are indicated in the depth scale. Observed (solid line) and calculated (dashed line) well logs are as follows: GR is natural gamma ray,
K is potassium, ρb is bulk density,ΦN is neutron porosity,Δt is acoustic traveltime, and Rd is resistivity. Petrophysical parameters estimated by
interval inversion are effective porosity Φ, water saturation (invaded zone) Sx0, water saturation (uninvaded zone) Sw, and shale volume Vsh.
Derived parameters are sand volume Vsd, brine saturation, and movable and irreducible hydrocarbon (HC) saturation.
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eters are proportional to data variances. In the data distance, a slight
improvement is detected. The zone parameters correlate to each
other and the petrophysical parameters weakly. The average corre-
lation of inversion unknowns is S ¼ 0.18. Parameter S1 in Table 3
represents the average of absolute value of correlation coefficients
between the given zone parameter and all the other expansion co-

efficients, whereas S2 gives the mean correlation between the esti-
mated zone and petrophysical (volumetric) parameters. Both of
them refers to moderate correlation relations. The rest of the zone
parameters in Table 1 correlates strongly to the petrophysical
parameters (e.g., S2 ¼ 0.76 for ρh or S2 ¼ 0.70 for Shrf ), which re-
sults in numerically unstable inversion procedure. By integrating
more than one zone parameter in the same interval inversion pro-
cedure, we find several highly correlated model parameters. In the
next step, by leaving the volumetric and control parameters un-
changed, we seek an estimate to GRsd, Δtsh, Δtsd, and Rsh, Rw

in a joint inversion procedure, respectively (joint I and joint II
in Table 3). The total number of unknowns is 4ðQ � þ1Þ þ 3 ¼
183 and 4ðQ � þ1Þ þ 2 ¼ 182, respectively, which slightly reduces
the overdetermination ratio (approximately 6.4). We find the opti-
mal solution after 10 iteration steps by using a zero regularization
factor. The data distance and the average correlation between the
unknowns have not changed considerably. The values of S1 and
S2 still show reliable inversion results. There is a theoretical pos-
sibility to involve more zone parameters in the interval inversion
procedure. In that case, we suggest the use of global optimization
methods, which give a practically initial-model-independent and
derivative-free solution (Dobróka and Szabó, 2011). Strongly cor-
related parameters should be determined out of the inversion
procedure.

CONCLUSIONS

We present a novel inversion method for improving the accuracy
and reliability of petrophysical parameter estimation based on well

logs. The interval inversion method, with the ad-
vantages of great overdetermination and stability,
is extended to inhomogeneous formations. We
solve a highly overdetermined inversion pro-
cedure to give a more accurate estimate of
petrophysical parameters. We use Legendre pol-
ynomials as basis functions for series expansion
to increase the vertical resolution in hydrocar-
bon-bearing shaly sand formations. The ortho-
normal set of basis functions gives relatively
small correlation between the model parameters,
which assures a very stable inversion process and
reliable estimation results. We suggest a method
for selecting the adequate processing interval for
interval inversion and the optimal number of in-
version unknowns to make a balance between the
vertical resolution (stability) and the accuracy of
inversion results. The case study shows that the
most accurate estimation can be given to porosity
and shale volume, whereas water saturation cor-
related strongly with the other petrophysical
parameters is less accurate. As an important
quantity in hydrocarbon reserve calculation,
we reduce the estimation error of water saturation
(invaded zone) significantly compared with local
inversion, especially in low-permeability forma-
tions. We propose the application of the interval
inversion method not merely in high-porosity
sandstones but also in low-permeability shaly
sands or nonconventional reservoirs.

Figure 12. Interval inversion test results in an inhomogeneous gas-
bearing layer (9.7–19.2 m) in well 1. Total number of expansion
coefficients estimated by inversion (box symbol), relative data mis-
fit (circle symbol), data-to-unknowns ratio (full-circle symbol),
average of correlation coefficients between expansion coefficients
(triangle symbol) versus degree of Legendre polynomials applied as
basis functions.

Table 3. Zone parameters estimated by interval inversion of well logs measured
in well 1. (Linear optimization using Legendre polynomials as basis functions.)

Inversion
Zone

parameter
Initial
value

Estimated
value

Estimation
error Unit S1 S2

Separate GRsd 15 9.42 �0.07 API 0.11 0.41

GRsh 160 153.4 �1.13 API 0.03 0.41

Δtsd 50 55.2 �0.41 μs∕ft 0.03 0.40

Δtmf 185 190.6 �1.40 μs∕ft 0.04 0.39

Δtsh 95 102.9 �0.76 μs∕ft 0.10 0.40

Δth 220 202.3 �1.50 μs∕ft 0.04 0.41

cp 1.0 1.08 �0.01 — 0.02 0.40

ρsd 2.6 2.65 �0.02 g∕cm3 0.02 0.41

ρsh 2.45 2.57 �0.02 g∕cm3 0.10 0.39

ΦN;mf 1.0 0.83 �0.01 v∕v 0.02 0.39

ΦN;sh 0.2 0.31 �0.02 v∕v 0.15 0.40

Ksh 2.5 3.21 �0.02 % 0.03 0.41

Kmf 1.5 1.82 �0.02 % 0.01 0.41

Ksd 0.5 0.62 �0.01 % 0.01 0.41

Joint I GRsd 150 153.4 �1.13 API 0.03 0.40

Δtsh 100 102.5 �0.86 μs∕ft 0.12 0.40

Δtsd 50 55.3 �0.53 μs∕ft 0.07 0.44

Joint II Rsh 2.0 2.18 �0.05 ohm-m 0.08 0.43

Rw 0.5 0.58 �0.06 ohm-m 0.09 0.44
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There is a possibility to involve suitable zone parameters used as
unknown to the interval inversion procedure. The estimation of
zone parameters for the entire processed depth is especially useful
when we do not have a priori information about the physical param-
eters of rock matrices and pore fluids or textural properties of the
formations. This is the most important feature of interval inversion
that local inversion does not have, because the latter is unfitted to
determine petrophysical (such as zone parameters) or geometric
properties (layer-boundary coordinates) of distant formations in
one inversion procedure. This also improves the accuracy of the
response functions. The selection of inversion unknowns must be
based on parameter sensitivity functions and the model correlation
matrix. Owing to its high overdetermination, the interval inversion
method can be extended to the evaluation of multimineral (com-
plex) reservoirs and to crosswell applications using basis functions
depending on the lateral coordinates, too. The interval inversion
method can be advantageously used in the evaluation of multimin-
eral rocks because the local inverse problem normally is underde-
termined and the evaluation is conventionally made by deterministic
methods. However, as we have more mineral components, the num-
ber of expansion coefficients may highly increase. Therefore, we
suggest using a moderate number of series expansion coefficients
to maintain a high overdetermination ratio and stability of the in-
verse problem. The optimal number of coefficients can be deter-
mined by the simultaneous test of average model correlation and
data distance. As presented in the paper, with the determination
of the spatial distribution of petrophysical properties, zone param-
eters, and layer boundaries, well log analysts can automate fully the
process of formation evaluation, which makes the interval inversion
method a powerful tool in reservoir modeling.
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