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1. Introduction

“You see, we’re in a funny position: It’s not that we’re looking for the theory, we’ve got the theory

– a good, good candidate – but we’re in the step in the science that we need to compare the theory

to experiment by seeing what the consequences are and checking it. We’re stuck in seeing what the

consequences are, and it’s my aim, it’s my desire to see if I can work out a way to work out what the

consequences of this theory are (LAUGHS). It’s a kind of a crazy position to be in, to have a theory

that you can’t work out the consequences of ... I can’t stand it, I have to figure it out. Someday,

maybe. Let George Do It”. ....Richard P. Feynman in ‘The Pleasure of Finding Things Out’

With the crowning success in explaining some enigmatic behaviour of heavy element
chemistry [50], relativity made firm its foothold in electronic structure theory in the
early 1980s. Nowadays it has widespread application, for instance, in the domain of lan-
thanide and actinide chemistry - for the studies of single molecule magnets, luminescent
complexes etc. Lanthanide and actinide compounds normally consist of several open-
shells, which is considered as a strong correlation problem. The effect of relativity and
correlation is certainly not additive [77], and one needs to develop a correlation method
within the framework of relativity (meaning based on the Dirac equation). But, the over-
whelming computational cost of a relativistic correlation method precludes the routine
use of them, which has made its application domain somewhat limited. It is therefore
necessary not only to develop new methodology and computational techniques, but also
to study the existing methodologies for the challenging problems. This thesis includes
studies of such kind along with implementation and use of new methods.

In the first part of this thesis I will provide some background of relativistic electronic
structure theory. I will mostly be focusing on the intricacies pertaining to the domains
which are not really present in the non-relativistic version. Hamiltonians and different
methodologies - starting from the mean field theory to the sophisticated most recent
correlation theories will be touched upon. Thereby, one will be able to see the breadth
and scope of this field. I will emphasize the theoretical details of the Coupled Cluster
theory, since a large part of the discussions in this thesis will revolve around that method.

In the next chapter, I will first discuss why relativistic theories are so much more
expensive and what measures had been undertaken to deal with that problem. Nonethe-
less, as already discussed, it is of paramount interest to study relativity and correlation
together and we will get into the business of studying problems where both of them have
major roles to play. We have studied the problem of heavy and superheavy rare gas
dimers. This study has provided benchmark spectroscopic constants for these systems.
Moreover, it has shown at least one example where the interplay between the Gaunt
interaction and correlation can be very dramatic indeed. We have continued our study

1



1. Introduction

of this effect on a different problem, namely the simulation of X-ray spectroscopy for
actinides. As X-ray spectroscopy probes the core-region of a molecule, relativity has to
be considered from the outset. Besides, one needs to carefully treat open-shells present
in such problems since they lead to various physical effects e.g, Auger shifts and the
Coester-Kronig effect. We have implemented Relativistic Single Reference Open Shell
Møller-Plesset perturbation theory for this purpose.

Another important aspect of relativistic theories is that they provide the most natural
framework for studying electromagnetic interactions, especially for magnetic properties.

In the second part of this thesis we will move into the discussion of molecular proper-
ties. In the first chapter of this part we will theoretically analyze the role of spin-orbit
coupling in various molecular properties. This analysis helped us to conclude that Spin
Orbit Coupling (SOC) has a great deal to do in both magnetic and electric properties.
While in the case of magnetic properties the origin of the problem lies fundamentally in
the nature of the interaction, for electric properties it hinges on the change of bonding
behaviour with and without the consideration of spin-orbit coupling. In numerous situ-
ation SOC is not at all a perturbation, and then one should include SOC at the zeroth
order of the Hamiltonian. The effect of Spin-Orbit coupling is ubiquitous in nature.
Therefore various approximate ways of treating it has been tried over the years. But,
very few of them really consider SOC at the variational level. In the present work our
approach is to treat SOC at the variational level. Moreover, for the study of molecular
properties a very accurate density of a particular state is necessary, which is possible
to obtain only through a high accuracy correlation method. Coupled Cluster theory is
known to provide the best accuracy with compromisable computational cost. Therefore,
our effort has been to develop and implement the first coupled cluster analytic gradient
code which incorporates SOC from the start.

The implementation of the Coupled Cluster theory requires a few words. Overwhelm-
ing success of this theory has driven people to implement this method with very sophis-
ticated computer technology, modern algorithms etc. Apart from the efficiency aspect,
the major thrust in those works has been to provide a sufficiently robust framework,
where one can implement various realizations of the theory in different contexts. We
have tried to build one such framework (where the efficiency issue has not been addressed
so far), which will be discussed first in chapter 6 (principle) and then again in section 6.3
(details).

To show that this theory really meets our expectation about the accuracy of predicting
molecular properties, we will demonstrate a few pilot applications. We have in this thesis
studied electric field gradient of molecules at the nuclear position of the heavier atom,
as well as the parity violation energy shift of chiral molecules.

At the very end, I have shown a work where core-spectroscopy was studied with multi-
reference coupled cluster theory. Promising results of that work prompted us to extend
it to the relativistic domain. Work in that direction is underway.
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3. Brief Overview of Relativistic Electronic
Structure Theory

3.1. Relativistic Molecular Hamiltonian

The dynamics of a particle in quantum mechanics is represented by the time-dependent
Schrödinger equation:

i~
∂ψ(r, t)

∂t
= Hψ (3.1)

which is understandable from the classical mechanical energy momentum relationship

of a free particle: E = p2

2m , with the heuristic replacement of E and p by the quantum

mechanical operators i~ ∂
∂t and −i~~∇.

However, in the relativistic case the energy momentum relationship is somewhat com-
plicated

E2 = p2c2 +m2c4, (3.2)

meaning energy appears as a quadratic term. Naive replacement of E and p by the
quantum mechanical operators as stated above will give us the equation:

− ~2∂
2ψ(r, t)

∂t2
= (−~2c2∇2 +m2c4)ψ(r, t) ≡ Hψ(r, t), (3.3)

which is quadratic in time derivative unlike the Schrödinger equation. By an attempt
to maintain the linear time derivative form, Dirac reached the very famous equation:

i~
∂ψ(r, t)

∂t
= (c~α.~p+ βmc2)ψ(r, t) (3.4)

with the introduction of the abstract quantities ~α and β. They must obey certain
relationships:

αiαj + αjαi = 2δij1 (3.5)

αiβ + βαi = 0 (3.6)

α2
i = β2 = 1 (3.7)

It can be deduced that the explicit form of ~α and β which satisfy all the above
relationships are given by the following quantities:

5



3. Brief Overview of Relativistic Electronic Structure Theory

αi =

(
0 σi
σi 0

)
;β =

(
1 0
0 −1

)
(3.8)

here, σis are the Pauli spin matrices. If we plug the wave function in Schrödinger

picture : ψ(r, t) = ψ(r)e−
iEt
~ to the Equation 3.4, we get

HDψ = Eψ. (3.9)

In the above equation we have dropped the r dependence of the wave function. We will
not carry this label from now on.

Expanding Equation 3.9 with the help of Equation 3.8 we get :

(
mc2 −c(~σ.~p)
−c(~σ.~p) −mc2

)(
ΨL

ΨS

)
= E

(
ΨL

ΨS

)
(3.10)

where we have written ψ =

(
ΨL

ΨS

)
on purpose, which will be clear in the following

section.
The solutions of Equation 3.10 are given by:

E± = ±
√
p2 +mc2 ≡ ±E (3.11)

ΨS =
c(~σ.~p)

mc2 ± EΨL (3.12)

We have got two solutions which differ only in the ΨS part through the explicit
dependence on energy E. If we shift the energy scale by separating out the rest mass
term: E → E′ = E + mc2, we can see that for ψ+, ΨS ∼ O(c−1)ΨL since mc2 � E′.
That justifies the label L as large and S as small for the ψ+ branch of the solutions.
However, for ψ− the role of ΨL and ΨS are exactly reverse 1. The total wave function of
the particle will be the linear superposition of ψ+ and ψ−. The energy difference between
these two branches is ∼ 2mc2. ψ+ and ψ− are called the positive-energy solution and
the negative-energy solutions respectively. Here, we should look back and can see that
we were aiming for a single particle wave function and we have ended up getting two
solutions! Dirac interpreted the negative-energy solution as like having a filled vacuum
state which prevents the transition of a particle from the positive-energy branch to the
lower energy negative-energy one. That gives a stabilized description of the positive-
energy branch. We can also notice that had the particle been boson type we could have
filled in the energy states with arbitrary number of particles, leading to an infinitely
stabilized vacuum, which does not make sense. However, for the fermions, fortunately

1The large and small nomenclature is a bit confusing. But, we identify ψ+ as the electronic part of
the solution and that is the important solution for our later discussion. Therefore, we will not be
bothered much about the ψ− and keep the same nomenclature.
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3. Brief Overview of Relativistic Electronic Structure Theory

enough the situation is different i.e, we can fill up each state by only one particle, which
does not lead to infinite energy problem. This Dirac Hamiltonian constitutes the one-
electronic part of our many-electron Hamiltonian.

In a molecule we consider the electrons moving in a clamped nuclei potential (the
Born-Oppenheimer approximation). The effect of the external potential is accounted for
by the principle of “minimal coupling” [25]:

~p→ ~p− q ~A;E → E − qφ. (3.13)

By substituting electronic charge (q=-e) to the above equation we get

~p→ ~p+ e ~A;E → E + eφ. (3.14)

We will neglect the effect of internal magnetic moment of the nucleus since that con-
tribution is very tiny ( O(c−2)). This substitution completes the description of our
one-electronic Hamiltonian:

H1−e = c(~α.~p) + βmc2 + v (3.15)

where, v = −eφ.
Now we shall describe the two-electronic part of the Hamiltonian. The derivation of

the Hamiltonian follows the same principle as above. The scalar and the vector potential
for the electron-electron interaction are in Coulomb gauge expressed as

φ(~r, t) =

∫
ρ(~r′, t)
|r − r′|dτ

′ (3.16)

~A(~r, t) =
4π

c2

∫
j⊥(~r′, tr)
|r − r′| dτ

′. (3.17)

Here, we notice that the φ(~r, t) is equivalent to the instantaneous Coulomb interaction.
On the other hand, for the vector potential we have a retarded time. Retarded time can
be understood from a heuristic argument that, in electrodynamics source is also moving,
therefore the signal which matters has been left at an earlier time, more precisely at
tr = t−(r−r′)/c, where t is the present time. That means we need to know the position
r′ of the other electron at a retarded time. j⊥ is the solenoidal or divergence free part
of the current. In the quantum domain the description of two-electronic term requires
full machinery of QED. Here we will use only two lowest order (order of 1

c2
) terms :

HCoulomb
2−e =

I4.I4

rij
(3.18)

HBreit
2−e = −e

2

c2
{(cαi).(cαj)

2rij
+

(cαirij)(cαjrij)

2r3
ij

)}. (3.19)

With a little manipulation of the Breit term we get

7



3. Brief Overview of Relativistic Electronic Structure Theory

HGaunt
2−e = − 1

c2

(ecαi).(ecαj)

rij
(3.20)

which represents a current-current interaction. And,

HGauge
2−e =

(ecαi.~∇i)(ecαj .~∇j)rij
2c2

(3.21)

The most common choice is to use only the Coulomb term as the two-electronic part i.e,
the zeroth-order term. The total Hamiltonian then is called the Dirac-Coulomb (DC)
Hamiltonian. When the other terms are also included, we call them the Dirac-Coulomb-
Gaunt (DCG) or the Dirac-Coulomb-Breit (DCB) accordingly. In the present work the
DC Hamiltonian has been used predominantly.

3.1.1. Elimination of Spin

The molecular Hamiltonian we have discussed so far includes spin from the outset. In this
section we will show how we can separate the Hamiltonian into an explicit spin-dependent
and spin-independent part. This analysis is particularly important because it reveals
various physical contributions “hidden” within the Dirac-Coulomb-Breit Hamiltonian.
Moreover, this helps us to identify the order of appearance of various terms, thereby we
can make systematic approximations about the inclusion of them. We will follow the
approach as advocated by Dyall [17].

One Electronic Hamiltonian:

Before starting the derivation we will set the zero of energy to +mc2, which amounts to
replacing β in Equation 3.15 by (β−14×4). We align the relativistic and non-relativistic
energy scale through this procedure. With this modification we rewrite Equation 3.15
as

vψL + c(~σ.~p)ψS = EψL (3.22)

c(~σ.~p)ψL + (v − 2mc2)ψS = EψS . (3.23)

From Equation 3.23 we get :

ψS =
1

2mc2

(
1 +

E − v
2mc2

)−1

c(~σ.~p)ψL. (3.24)

From there we define a pseudo-large component (φL) as follows:

ψS =
1

2mc
(~σ.~p)φL. (3.25)

In the non-relativistic limit the pseudo-large component is the large component for a
positive-energy E and non-singular v (Equation 3.24).

8



3. Brief Overview of Relativistic Electronic Structure Theory

Now, substitution of ψS from Equation 3.25 into Equation 3.22 and Equation 3.23,
and premultiplying Equation 3.23 by 1

2mc(~σ.~p) leads us to :

[(
v p2

2m
p2

2m
1

4m2c2
(~pv.~p)− p2

2m

)
+

(
O O
O 1

4m2c2
i~σ.(~pv × ~p)

)](
ΨL

φL

)
=

(
I O

O p2

4mc2

)(
ΨL

φL

)

(3.26)

Equation 3.26 is called the modified Dirac Equation [17]. The Hamiltonian now is
clearly separated into a spin-free and a spin-dependent term. We have not considered any
approximation in deriving this equation. Therefore we will not miss out any contribution
from the original Dirac equation by this dressing. The spin-dependent part obtained by
the spin-separation has dependence on the external potential v. For the point nucleus v
is given by −Z

ri
. With this substitution the spin-dependent term gives :

iσ.~pv × ~p = +
2Z

r3
i

si.li (3.27)

which we can identify as Spin-Orbit Coupling (SOC) contribution.

Two Electronic Hamiltonian

The spin-separation of the two-electronic part of the Hamiltonian is possible by carrying
out the same analysis as above. Instead of showing the explicit derivation we will only
mention all the terms involved in the Hamiltonian. For the derivation we will refer to
the book by Dyall and Fægri [20]. The spin-free part of the two electronic Coulomb
term gives the non-relativistic Coulomb type repulsion term and the Darwin term. The
spin-dependent part gives a contribution of the following kind :

Hsd,coul
2−el = ~pi

1

rij
.~pi + ~Σi.(~∇i

1

rij
)× ~pi (3.28)

where,

Σi =

(
σi 0
0 σi

)
(3.29)

By using the relation

~∇i
1

rij
= − ~ri

rij
(3.30)

to the second term of Equation 3.28

~Σi.(~∇i
1

rij
)× ~pi = − 2

r3
ij

si.lij (3.31)

This term contains the information about the interaction of spin of electron i with its
angular momentum generated due to the rotation around another electron j. This con-
tribution is called the spin-same-orbit (SSO) interaction. It can further be shown by the

9



3. Brief Overview of Relativistic Electronic Structure Theory

decomposition of the Gaunt term that there is another spin-orbit coupling contribution
namely the spin-other-orbit (SOO) coupling.

In DIRAC [1], the use of quaternion algebra allows us to separate the spin-free part
of the Hamiltonian very conveniently, just by considering the term associated with the
real quaternion unit [81].

3.1.2. 4-component to 2-component

In chemistry we are mostly interested in the electronic part of the wave function, which
consists of both positive-energy and negative-energy orbitals. It is therefore reasonable to
think of eliminating the negative-energy from the positive-energy part to get an electron-
only equation, for the majority of the chemical applications. This amounts to going from
a 4-component picture to the 2-component one. This picture change is possible by block-
diagonalizing the Hamiltonian into an upper and lower block. That has been tried in
various ways, to name a few: the Foldy-Wouthuysen (FW) [23], the Douglas-Kroll-
Hess (DKH) [16, 28, 27], the Barysz-Sadlej-Snijders [11] transformations, the Zeroth
Order Regular Approximation (ZORA) [14, 72], the Infinite Order Two Component
(IOTC) [31] approach etc. Fortunately consensus has been reached for one particular
approach which goes by the name eXact two component (X2C) Hamiltonian. Here, we
will schematically present all the steps involve in deriving the Hamiltonian:

1. Using a finite basis construct the one-electronic part of the Dirac Hamiltonian in
matrix form.

2. Diagonalize that matrix by a unitary transformation matrix U:

U †hU =

(
h++ O
O h−−

)
(3.32)

3. The h++ block of Equation 3.32 is regarded as the X2C Hamiltonian. The eigen-
vector from above transformation is given by:

c′ = U †
(
cL
cS

)
=

(
c+

c−

)
(3.33)

The choice of U ensures that c− = 0 therefore c+ as the corresponding eigenvector
of the X2C Hamiltonian.

If we now transform the two-electron part of the Hamiltonian (to be consistent with the
usual notation, H2−e will be called V, from now on) by the same U as obtained above
we get:

(U(1)⊗ U(2))†V (U(1)⊗ U(2)) =




Ṽ ++
++ Ṽ +−

++ Ṽ −+
++ Ṽ −−++

Ṽ ++
+− Ṽ +−

+− Ṽ −+
+− Ṽ −−+−

Ṽ ++
−+ Ṽ +−

−+ Ṽ −+
−+ Ṽ −−−+

Ṽ ++
−− Ṽ +−

−− Ṽ −+
−− Ṽ −−−−


 (3.34)

10



3. Brief Overview of Relativistic Electronic Structure Theory

This matrix consists of complicated transformed terms. The calculation of all these
terms is more expensive than the full-blown 4-component calculation. Therefore we will
approximate the transformed 2-electron Hamiltonian as the Ṽ ++

++ block i.e, the (1,1)
element from the above matrix. By neglecting the remaining terms we exclude the
possibility of including the spin-same-orbit contribution in the DC Hamiltonian and
additionally spin-other-orbit coupling contribution in the DCG Hamiltonian. Often the
error is amended by the so-called AMFI [29, 61] approach, where we add the mean-field
atomic contribution from the SOO and SSO terms at the second order DKH level to the
Hamiltonian. However, the full picture change transformation has been tried also [46].
In an alternative approach proposed by Sikkema et al. [66] mean field one-electronic
matrix i.e, the Fock matrix is diagonalized to get the decoupling transformation (U).
Therefore the treatment of SSO and SOO coupling is exact at the mean-field level.
Only the fluctuation potential part of the Hamiltonian remains untransformed. This
Hamiltonian is called the X2C-molecular mean field (mmf) Hamiltonian. We have used
this Hamiltonian in one of our works presented in the next section.

3.2. Relativistic Mean Field Theory

In the problems of many-body physics, the first approach in most of the cases is to
consider that each particle is moving in an average or mean field of others. In non-
relativistic molecular theory, this mean-field approach is the well-known Hartree-Fock
(HF) method. That leads us to a single Slater determinant of indistinguishable fermions
as a molecular wave function. When it was tried to adapt for relativistic theories (or
many Dirac-particle problem), several challenges were faced in the early stage of de-
velopment. Mostly because of the involvement of the negative-energy orbitals, it was
very difficult to get a stable bound state solution. Through continuous effort of several
groups most of the issues were settled down in early 1980s. It was needed to invoke
new techniques for the construction of basis sets, to obtain numerical stability of the self
consistent field equations etc. In this section I will describe briefly the very essentials of
those developments, mostly pointing at the departures from the non-relativistic version.
The relativistic HF method will be called the Dirac Hartree Fock (DHF) method.

A Dirac spinor is composed of the large and small components :

Ψ =

(
ψL

ψS

)
(3.35)

A Roothan type solution of the DHF equation requires suitable basis set expansion of
the spinors ψL and ψS . Any arbitrary expansion of them usually results in “variational
collapse”. One has to obey the fact that they are related by the Dirac equation. A
major breakthrough came when that has been considered approximately by the “kinetic
balance” condition [67]. It is defined as : to reproduce correct kinetic energy for the
positive-energy branch of the solution, in the non-relativistic limit, the small component
bases has to be expressed in terms of the large component bases:

χS = N(~σ.~p)χL (3.36)
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3. Brief Overview of Relativistic Electronic Structure Theory

where, χ is the basis functions and N is the normalization constant. If the basis functions
do not satisfy this condition, it can be shown that the error in the non-relativistic kinetic
energy is of the order of c(0) [21].

The 2-spinor representation in Equation 3.35 therefore needs different expansion of
the large and small components. They are clearly not the same as non-relativistic ones,
they have to be separately optimized, also evaluation of integrals in terms of them is a
separate task. Although there are attempts to devise basis sets along that line [55, 87],
it is more practical to think of using standard non-relativistic scalar basis functions, so
that one can utilize the advantage of previous developments in that domain. That leads
to a 4-component expansion of the wave function:

Ψ =




ψL
α

ψL
β

ψS
α

ψS
β


 (3.37)

where, both ψL
α

and ψL
β

are expanded in terms of standard non-relativistic basis func-
tions, with different expansion coefficients. The choice of standard non-relativistic basis
sets for the light to the medium-heavy elements are reasonably good but, the heavier
elements have stronger effect of orbital contraction, spin-orbit coupling etc. Therefore
the exponents for them should be determined by using relativistic Hamiltonian. The
small components are generated with the kinetic balance condition and expanded with
different expansion coefficients for α and β. Each component of Equation 3.37 can be
written as:

ψX
µ

=
∑

k=1,NX

CX
µ

k χX
µ

k (3.38)

where, X=L,S ; µ = α, β. Note that, as the number of large and small component
bases may differ (please see the discussion below) we have introduced NX , which keeps
track of the number of them.

In terms of the choice of basis set, Gaussian functions are always preferred because
of their convenient analytical integrability. A Cartesian Gaussian basis function is ex-
pressed as:

χk = N i+j+k
k xiyjzke−ζ(x

2+y2+z2) (3.39)

where, i+j+k = l (angular momentum), x2 + y2 + z2 = r2 and N is the normalization
constant. They are the choice for large component basis with suitably optimized expo-
nents. The small component basis, on the other hand, is generated by the operation
(~σ.~p)χLk , which involves a term like ∇χLk . That will generally give rise to functions of
angular momentum (l+1) and (l-1). As a result, there will be small component basis
functions of certain angular momentum as a combination of large component bases of
different angular momentum. One can choose the specific combination of them to gen-
erate the small component basis function, which is called the Restricted Kinetic Balance
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3. Brief Overview of Relativistic Electronic Structure Theory

(RKB) condition. Also one can take a set of functions which is the union of (l+1) and
(l-1) functions, named as the Unrestricted Kinetic Balance (UKB) condition. Though
construction of small component set with RKB and UKB requires the same compu-
tational effort, at the DHF step UKB is more expensive. Also, UKB generates few
unphysical solution vector for the DHF calculations, which should be removed. Another
issue is that UKB generates a lot of linearly dependent small component functions, which
can be realized as - a small component function of fixed angular momentum can come
from the large component functions of different angular momentum. For RKB the prob-
lem of linear dependence is somewhat lesser, the reason has been well-explained in [20].
The use of contracted basis function poses some inconveniences for the use of RKB, as
pointed out by Visscher et.al [76]. The way around is to solve the uncontracted DHF
type equation for the atoms we are interested in, that will generate contracted and kinet-
ically balanced large and small component basis sets with the exact connection between
them. This procedure is termed as the atomic balance [76]. In DIRAC [1] we work with
the scalar basis functions, for which employing uncontracted basis set is the logical choice
since, if we consider the example of p function, combination of same scalar px, py, pz
function span both j functions (p1/2,p3/2) of a relativistic p orbital. UKB is also natural
choice for the scalar basis functions. In DIRAC [1] the RKB is restored at the solution
step of DHF equation, where the AO overlap matrix is diagonalized. We multiply the
metric from the modified Dirac equation (Equation 3.25) to the overlap matrix, prior to
the diagonalization [81]. As an aside we should also note that, kinetic balance condition
takes care of the non-relativistic limit of kinetic energy for the positive-energy solutions
not for the negative-energy part. Therefore they are somewhat ill-defined in terms of
the above description. They might create problem when the negative-energy branch of
the solution is also important, for example, in the case of magnetic properties. There
has been effort to solve this problem by means of dual kinetic balance [63, 13] and very
recently by dual atomic balance [19].

With the one-electron basis at our disposal, we can proceed to the solution of the
DHF equation. The HF equation is customarily solved through the following steps: (1)
build a Fock matrix with the help of guessed density matrix ; (2) diagonalize it to obtain
solution vectors, from which construct new density matrix (3) rebuild the Fock matrix
with the new density matrix and check convergence upon the new density matrix. With
the DC Hamiltonian the Fock matrix can be concisely written in 2-spinor basis as:

F =

(
fLL fLS

fSL fSS

)
(3.40)

where,

fLL = vLL + JLL −KLL (3.41)

fLS = c(~σ.~p)LS −KLS (3.42)

fSL = c(~σ.~p)SL −KSL (3.43)

fSS = vSS − 2mc2SSS + JSS −KSS (3.44)
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J and K are the direct and exchange integrals; S is the overlap matrix. J and K depend
on the various components of density matrix, where those components are given by:

DXY
µν =

∑

i=Nocc

CXiµC
Y ∗
iν ;X,Y ∈ L, S (3.45)

µ and ν are the labels for atomic orbitals and Nocc is the number of occupied orbitals.
Diagonalization of Equation 3.40 generates the solution vectors both for the positive-

energy orbitals and the negative-energy orbitals. The negative-energy orbitals lie below
the positive-energy orbitals with a large energy gap of ∼ 2mc2. Therefore, effort to
minimize the energy with the variation of orbital rotation parameter pe-pe and pe-
ne kind, will bring us to a solution within negative-energy domain. However, we are
looking for a solution of the state which is minimum in the positive-energy spectrum, in
other words a maximum of the negative-energy spectrum, therefore a minimax problem
[69]. It has been resolved by Mittleman [47], by defining a projection operator for the
positive-energy orbital, which eliminates the negative-energy orbitals at every iterative
step of the SCF solution. The negative-energy orbital, as a consequence, changes its
description at every iterative step depending on the positive-energy eigenvectors. This
is the ”floating vacuum” interpretation of the negative-energy orbitals. In practice,
instead of defining any explicit projector, we occupy the positive-energy orbitals following
the aufbau principle, at the density matrix (Equation 3.45) construction step in each
iteration. That implicitly takes care of the projection. Due to the large separation
between the pe and ne states, solution of a DHF equation does not suffer from numerical
instability.

For the relativistic wave-function spin is not a good number. However, according to
the Kramer’s theorem one electronic wave-function will still remain doubly degenerate in
the absence of external magnetic field. Instead of spin-partner, those functions are called
time-reversal partner or Kramer’s pair. It has the implication that in the relativistic do-
main also we can use the benefit analogous to the use of spatial orbital in non-relativistic
cases. This has been done most elegantly by introducing quaternion algebra. We will
not go into the details of that approach, but refer to the original work by Saue et al.
[59]. In DIRAC [1], the quaternion scheme as advocated by Saue et al. is employed.

3.3. Relativistic Correlation Methods

The starting point of the discussion for relativistic correlation method is how to include
electronic interaction to the Hamiltonian beyond the mean-field approximation. Due to
the involvement of the negative-energy orbitals, one can conceive of a situation where
electrons make a transition from the positive-energy orbitals to the negative-energy one,
thereby creates a configuration, in which the difference of energy due to this transition
gets cancelled by the opposite sign of energy for the negative- and positive-energy or-
bitals. It results in a configuration of equal energy. There is a possibility of creating
many such configurations, which form a continuum. Therefore it is difficult to get a
bound state solution. This problem is called the continuum dissolution [68] or Brown-
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Ravenhall disease [2]. In the literature, it has been argued that this problem is an
artefact of the description of relativistic Hamiltonian in configuration space [42]. This
is typically avoided by introducing “no-pair” projection operator :

HNP =
∑

i=1,n

Λ(i)+hiΛ(i)+ +
1

2

∑

i,j=1,n

Λ(i)+Λ(j)+VijΛ(i)+Λ(j)+ (3.46)

where Λ+ is an operator to project out all the negative-energy orbitals. Several choices of
this operator have been reported over the literature [39]. The major difference between
them lies in the choice of external potential.

It is worthwhile to reinterpret the ”no-pair” projection in terms of the Fock-Space
Hamiltonian. We should first recall that in second quantized formalism the electronic
Hamiltonian is written as:

H =

∫
ψ†(1′)h(1)ψ(1′)d1′ +

1

2

∫
ψ†(1′)ψ†(2′)V (1, 2)ψ(2′)ψ(1′)d1′d2′ (3.47)

where ψ and ψ† are the field operators. In the relativistic theory, a field operator is
expanded in terms of suitably chosen eigenvectors (χ) of electron and positron (charge
conjugated negative-energy orbitals),

ψ =
∑

p

bpχp (3.48)

ψ† =
∑

p

b†pχ
†
p (3.49)

Here, p runs over both electronic and positronic degrees of freedom. ‘b’ and ‘b†’ are
defined in the spirit of quasi-particle creation and annihilation operators:

bp = ap

b†p = a†p

}
electron (3.50)

b†p = ap

bp = a†p

}
positron (3.51)

where, ‘a’, ‘a†’ are the particle creation, annihilation operators in traditional sense.
This choice is motivated from the fact that annihilation of a negative-energy electron
can be considered as a creation of a positron.

Substituting Equation 3.48 and Equation 3.49 in to Equation 3.47 we get

H =
∑

p,q

hqpb
†
qbp +

1

2

∑

p,q,r,s

V rs
pq b
†
rb
†
sbqbp . (3.52)

Now, by applying Wick’s theorem one gets 2

2Wick’s theorem states the relationship between an ordinary product and normal-ordered product of a
string of operators : AB = {AB}+ {AB}c, where c indicates operator A and B are contracted.
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{H} =
∑

p,q

h′qp{b†qbp}+
1

2

∑

p,q,r,s

V rs
pq {b†rb†sbqbp}, (3.53)

where, {..} is the symbol of normal ordered product. h′ is the modified one electronic
part (one can recall the definition of a Fock matrix for h′, though, the interpretation of
it follows from the QED picture). Normal ordering in ‘H’ ensures that all the vacuum
expectation value terms are cancelled. This is the Fock Space definition of the Hamilto-
nian. We will drop the {..} symbol from H for simplicity, and will (try to) stick to the
normal ordered form of the Hamiltonian.

Now, if we analyze the one-electronic part in Equation 3.53 it consists of two parts:

∑

p,q

hqp{b†qbp} =
∑

p,q

h′qp
++{b†qbp} − h′qp−−{a†qap} (3.54)

=
∑

p,q

ε++
p a†pap −

∑

p

ε−−p a†pap + 〈vac|h′qp−−|vac〉 (3.55)

In the above equation the range of p and q is dictated by the sign of the h′qp term. When
it is +ve, p and q run over the positive-energy orbitals, otherwise the negative-energy
orbitals. In the final normal-ordered Hamiltonian the vacuum expectation value term
will go away.

Let us introduce Ne = −e(a†qap) as electronic (p and q restricted to positive-energy

orbitals) and Np = +e(a†qap) as positronic (p,q restricted to negative-energy orbitals)
charge operator. We can see that the energy of those two states are of the same sign
since the charge of them is of opposite sign, which is in contradiction to the configuration
space description.3

The contribution ε−−p (there will be similar terms from the two-electronic part of the
Hamiltonian as well) from Equation 3.55 can be very large and they don’t represent the
energy of the electronic states either. It is therefore reasonable to exclude them from the
Hamiltonian. A convenient way is to define a new normal ordering with respect to the
whole negative-energy orbital as vacuum. In accordance with our previous discussion if
we consider the vacuum as ‘empty’, then the new normal ordering precludes any rotation
between the positive and negative-energy orbitals. The Hamiltonian will then reduce to
:

H =
∑

p,q=1,ne

h
′q
p {b†qbp}+

1

4

∑

p,q,r,s=1,ne

V rs
pq {b†rb†sbqbp}, (3.56)

Now the question is : what will be the choice of basis set by which the field operators
will be expanded? It is reasonable to choose the HF basis in this purpose. One can
however choose a better basis set, for instance, MCSCF basis set. This choice defines
the previously mentioned projection operator. Accordingly, we can call them as HF

3Interesting point to note here is that neither Ne nor Np commutes with the Hamiltonian. But, the
electronic charge operator Q = −e(Ne−Np) commutes, meaning that for the relativistic Hamiltonian
total charge of the system is a conserved quantity not the individual number of particles.

16



3. Brief Overview of Relativistic Electronic Structure Theory

projector, MCSCF projector etc. This is precisely the reason why there is no “exact”
relativistic correlation energy. Nevertheless, in DIRAC [1] HF projector is used for all
the correlation modules. Notice that the choice of projector for the correlation method
is different from the HF method, here vacuum is “fixed” not “floating”. Possibly, this is
embedded in the Fock space description of the Hamiltonian.

Furthermore, we can employ the ‘Fermi Vacuum’ or ‘HF Vacuum’ to the Equation 3.56
exactly like in the non-relativistic theory. Redefining the creation and annihilation op-
erator in terms of the standard hole-particle picture is still valid since we have excluded
all the positronic label only the particle type labels from the previous definition exists.
We can safely replace ‘h′’ by F also. The final Hamiltonian is therefore :

H =
∑

p,q=1,ne

F qp {b†qbp}+
1

4

∑

p,q,r,s=1,ne

V rs
pq {b†rb†sbqbp}, (3.57)

where, the new normal-ordering cancels the HF total energy term. In the above form
the Hamiltonian is exactly equivalent to the non-relativistic one. A difference lies in the
fact that the Fock matrix and V matrix now is in terms of the complex 4-spinor orbitals
and symmetry structure of them is also different.

Before finishing this section we should mention the pros and cons of this choice of the
Hamiltonian:

1. It has been shown by Saue et al. [60] from the perturbative point of view that
single excitation and double excitation amplitudes from the positive-energy to the
negative-energy orbitals contribute at O (c−3) and O (c−4), respectively. Therefore,
neglecting them would not cause much damage to the whole description.

2. Positronic contribution to the electron density is very minute. Electron correlation
contribution due to the positive-energy orbital would therefore be insignificant.

3. For magnetic perturbation, it can be shown that the effect of the coupling is O(c0).
In those cases, it is not a logical choice to ignore the coupling.

We will now very briefly describe some of the developments in relativistic correlation
method. In the basic essence of the theory they are closely related to their non-relativistic
counterpart. However, there are few aspects where they may differ. We will try to
address some of those issues while describing one particular method. The correlation
methods can be classified into two categories : Single Reference and Multi Reference.
The methods pertaining to each category will be described in the two following sections.
However, this list of the methods is not exhaustive by any means, it is to show the
present capability of this field.

3.4. Single Reference Methods:

3.4.1. Relativistic CI:

The Configuration Interaction (CI) is one of the earliest methods for the treatment of
dynamical electron correlation. In this method ground state configuration is combined
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with several excited state configurations for the description of exact wave function of a
particular state. In the non-relativistic version two choices are made - the configurations
are either the eigenfunctions of specific Sz (Slater determinants) or they are eigenfunc-
tions of both Sz and S2 (Configuration State Functions or CSFs). In addition, if spatial
symmetry is there one can combine the determinants of same spatial symmetry. In the
relativistic case neither Sz nor S2 is a good quantum number. Therefore, in an attempt
by Visscher et.al. [82] only double group symmetry adapted determinant space has been
tried. In order to avoid the factorial scaling of the total number of configurations, restric-
tions to the configuration space have been tried. The scheme they used is the Restricted
Active Space approach [49], where the excitation space is divided into three subspaces :
RAS1, RAS2 and RAS3 and electron excitations are allowed only within each subspace.
This approach was implemented in conjunction with the group chain technique [83] for
the efficient evaluation of coupling coefficients between the determinants. Fleig et.al.
took another route for the construction of active space namely the Generalized Active
Space (GAS) technique [22]. This implementation has been massively parallelized by
Knecht et. al. [35, 36]. The GASCI method takes advantage of time-reversal symmetry,
that appears in the choice of the excitation operators. The excitation operators for rela-
tivistic GASCI are classified according to the number of Kramer’s flip (∆mk) associated
with them, thereby it allows coupling between certain classes of determinants. This
operator may be thought of as a relativistic analogue of spin-flip (∆ms) operator. It has
been argued, though that this approach does not provide significant savings for a true 4-
component calculation, only it helps to adapt spin-free theories much more conveniently
in the same framework [75]

3.4.2. Relativistic MP2:

Møller-Plesset perturbation theory is the conceptually simplest approach for the treat-
ment of electron correlation. When ”no-pair” projected Hamiltonian is used as in Equa-
tion 3.57 we obtain the identical energy expression as in non-relativistic case:

EMP2 =
1

4

|〈ab||ij〉|2
εi + εj − εa − εb

(3.58)

Both Kramer’s Restricted [43] and Unrestricted version of the MP2 theory is known.
While the Kramer’s restricted version is limited only to the closed-shell cases, the unre-
stricted MP2 in DIRAC [1] can handle simple open-shell references. Another open-shell
version of MP2 is known due to Dyall [18] where 2 electrons in 2 open-shell can be
treated in Kramer’s restricted manner. In terms of application, single reference pertur-
bation theory is preferred in the non-relativistic problems only when one wants to get
qualitative accuracy for a large complicated problem (e.g, intermolecular forces). That
requires modification of the standard MP2 version, for instance works like Symmetry
Adapted Perturbation Theory (SAPT) [57], Z-averaged Perturbation theory (ZAPT)
[45] etc. However, in the relativistic domain those theories have never been adapted.
Perturbation theory therefore is a method of limited applicability in this domain.
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3.4.3. Relativistic Coupled Cluster

The two correlation methods we have discussed so far suffered from the following prob-
lems:

1. The CI energy does not scale properly with the increase of system size, if any
truncated version of it is used. This is known as the size extensivity problem.
The CI method therefore will not be successful except for small to medium sized
system.

2. The other one i.e, the MP2 method, inspite being size extensive, misses a large
amount of correlation contribution, which can be very significant.

It was required to have a method which can fulfil the size extensivity condition while
provides very accurate correlation energy. It has been shown that the Coupled Cluster
(CC) theory can satisfy both the criterion.

In the Coupled Cluster theory we define a wave operator of the form exp(T ), which
can map a model approximate function to the exact function. If the model function is
single determinant in nature, we call that CC technique as Single Reference (SR) CC.
In mathematical form:

|Ψ〉 = exp(T )|φ0〉 (3.59)

where, |Ψ〉 is the exact wave function and |φ0〉 is an approximate N-electronic model
function. |φ0〉, in principle, can be any N-electronic configuration (not only ground
state). However one should keep in mind that the state it is representing has to be
single reference in character. T is a parameter, which by its action on |φ0〉 generates
various excited determinants. It is typically represented as

T =
∑

l

tl{El} (3.60)

where, {El} is a string of second quantized operator which generates ‘l’ - tuple excited
function from the model function and tl is the associated amplitude. In practical pur-
poses, we truncate T at the singles-doubles level i.e, T = T1 + T2. The Hamiltonian
we will be using is already defined in Equation 3.57. To get the correlation energy we
need to evaluate the unknown quantity T. The working equation for which is obtained
by plugging in the wave function ansatz of Equation 3.59 to the Schrödinger equation
and by applying Baker-Campbell-Housdroff (BCH) expansion:

[H exp(T )]Sc = 0 (3.61)

[H exp(T )]Dc = 0 (3.62)

Where [H exp(T )]c means various contracted quantities between H and exp(T ) of singles
(S) and doubles (D) excitation type. For the second quantization representation of the
Hamiltonian matrix elements and T amplitudes, we must specify the MO basis set. Since
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the solution of the CC equation unfortunately depends on the underlying perturbative
structure we need a set of functions which represents |φ0〉 reasonably well.

Relativistic theory differs from the non-relativistic one in the fact that MO is now a
4 component quantity instead of 2 (spin orbital) or 1 (spatial orbital) component. The
choice of ‘E’ operator is also significantly different in both the cases. Underlying spin
symmetry in the non-relativistic Hamiltonian allows one to choose very limited number of
spin classes for the Hamiltonian and the amplitudes, if the spin-orbital based formalism
is used. Moreover, the use of spin-algebra allows to adapt the amplitudes and the Hamil-
tonian matrix elements to a particular spin multiplicity. By using those relationships

one can show that for the closed-shell singlet cases only one spin class (t
aαbβ
iαjβ

≡ t
aβbα
iβjα

)
survives for the amplitudes. That helps in saving operation and memory count. In the
relativistic case the spin-orthogonality is not there. Therefore the same reduction in the
operator class is not possible. However, the use of time reversal symmetry may provide
some benefit, though not at all analogous to the spin symmetry. In that case, depending
on the specific point group symmetry some of the matrix elements will become zero.
The relationship between different classes of integrals are also governed by the time-
reversal symmetry, it is not just the equality relationship as in the non-relativistic case
( see in Appendix A). Visscher et al. [78] proposed a Kramer’s adapted coupled cluster
scheme for all the symmetry subgroups of d∗2h but C∗1 . Where they define three distinct
classes of amplitudes by exploiting the relationship among the integrals. They ended up
getting fairly complicated looking algebraic equations. In a follow up paper [80] they
gave up that scheme for an unrestricted formalism by stressing on the issue that the
latter is better suited not only for the C∗1 symmetry but also for open-shell cases. In the
unrestricted formalism the use of double group symmetry allows the Kramer’s partners
(coming from the SCF calculation) to span different fermionic irreps. That immediately
identifies all the zero valued amplitudes and integrals in a Kramer’s pair basis. But,
of course cannot employ all the relationships invoked in the earlier paper. DIRAC [1]
package uses this unrestricted formalism in the RELCCSD module. That is the most
widely used DC coupled cluster code. Visscher et al. [80] also implemented the CCSD
(T) method where 4-th and 5-th order connected triples contributions are added to the
CCSD energy equation, under the unrestricted formalism.

3.5. Multi-Configurational Methods:

Major domain of application for the relativistic methods is the lanthanides and ac-
tinides chemistry. The ground state of those elements consists of several open-shells.
Thus, many realistic application of the relativistic methods needs the formulation and
implementation of the multi-configurational methods. Another motivation is that, SOC
may strongly couple few states which are otherwise not coupled in the non-relativistic
theories due to the spin-symmetry. Therefore strong multi-reference character arises
even without the presence of any open-shell. This point has been amply discussed in the
book by Dyall and Fægri [20]. We will briefly describe few of the approaches taken for
the multi-configurational treatments.
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3.5.1. MCSCF

The key to the multi-configurational treatment is the generation of orbitals when the
state is described by a combination of determinants. It is a general notion that in
the orbital generation step we should keep the symmetry structure intact as much as
possible. Thus, the strategy for devising the MCSCF procedure in relativistic domain
requires careful treatment of time-reversal symmetry. The detailed theory for it is due to
Jensen et.al. [32]. They call this method as Kramer’s Restricted (KR)-MCSCF. Thyssen
et.al. [70] implemented that theory in DIRAC by employing double group symmetry.
However, that implementation is not computationally very efficient probably because of
the construction of explicit Hessain matrix at the orbital optimization step as pointed
out by Bates and Shiozaki [12]. They have very recently reported an MCSCF procedure
where they alleviate this bottleneck by quasi-second-order optimization procedure (avoid
explicit construction of the Hessian). In that work by using density fitting technique
and efficient parallelization procedure, they were able to carry out MCSCF calculation
with more than 100 atoms.

3.5.2. CASPT2 and NEVPT2

The MCSCF procedure treats static electron correlation adequately, but dynamical cor-
relation is missing in that treatment. The logical step forward is to treat the dynamical
correlation by perturbation theory on top of the MCSCF wave function. Those method-
ologies are called multireference perturbation theory. The major difference among dif-
ferent variance of this theory lies in the choice of zeroth order Hamiltonian which is not
unique. Complete Active Space Perturbation Theory (CASPT2) proposed by Anderson
et.al. [5] adopts a projection operator based definition of the Fock matrix. CASPT2 has
been successfully applied for various multi-reference problems. The relativistic version
of CASPT2 has been first implemented by Abe et al. [4]. More recent implementation
of CASPT2 is due to Shiozaki et al. [65]. Shiozaki et al. uses traditional CASSCF
reference state for their CASPT2 implementation whereas Abe et. al. used CASCI-
Improved Virtual Orbitals (IVO) reference state. Relativistic CASPT2 has been tried
for the complicated thallium dimer and Rb-Yb molecule. Various shortcomings of the
CASPT2 theory are also well-known namely, the problem of intruder state and size inex-
tensivity. Another MRPT theory, rapidly growing in popularity, the N-electron Valence
Perturbation Theory (NEVPT2) by Angeli et al. [6] which is immune to all the afore-
mentioned problems of CASPT2. Relativistic NEVPT2 is also known due to the work
by Shiozaki et al. [65].

3.5.3. DMRG

The Density Matrix Renormalization Group (DMRG) theory has been developed by
White et. al. [85] for the treatment of strongly correlated systems in condensed mat-
ter physics. When DMRG was adapted for the molecular problem, it has been argued
that the strong correlation is equivalent to the multi-reference character arises in nu-
merous molecular problems. The construction of a wave function is conceptually much
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3. Brief Overview of Relativistic Electronic Structure Theory

different from the correlation methods described so far, here one exploits locality of the
strong correlation problem. That problem is looked as an one-dimensional lattice chain
where only nearest neighbour can interact with each other, and all non-neighbouring
ones are coupled in an indirect fashion. This intrinsic one-dimensional nature of the
method reduces the problem size to the polynomial. It is thereby possible to carry out
a DMRG calculation with very large systems. However, in situations where the one-
dimensional nature is not prominent and dynamical electron correlation is significantly
large, DMRG is prone to failure. The DMRG method with the DC Hamiltonian has
been first implemented by Knecht et al. [37] and was applied for a prototype thallium
hydride molecule.

3.6. Approximate Correlation methods

4-component DC Hamiltonian based correlation methods can be prohibitively expensive.
In the next chapter we have compared the cost of relativistic correlation methods vis-a-
vis non-relativistic methods. To keep it computationally tractable several approximate
methods have been designed. The approaches can be classified in the following manner:

1. 2-component Hamiltonian based correlation calculations are one of the most com-
mon choices. In the two-component approaches the wave-function does not contain
any small-component part. Therefore, in the integral transformation step, prior
to a correlation method, we need to transform only the large component part of
the molecular orbitals. The small component basis being much bigger than the
large component one dominates the cost of the integral transformation. There-
fore by neglecting the small component we get significant savings at this step in
comparison to the full 4-component calculations. However, in the ensuing actual
correlation step there is no additional saving in the 2-component approaches since
we work with the no-pair projection Hamiltonian and in MO basis anyway. All
the 2-component Hamiltonians discussed in the last section are suitable in this
purpose.

2. Sometimes Spin-Free DC Hamiltonian based mean-field spinors are used for the
subsequent correlation calculation. The motivation is two-fold: the algebra remains
real and the spinors obey the spin-orthogonality relation. This has been explained
by Dyall [17] himself as a motivation for the spin-separation of the DC Hamiltonian.

The Spin-Free approaches can also be combined with the machinery for 2-Component
approaches, which gives further saving in the integral transformation step.

3. Another route often reported in the literature is to use spin-free/non-relativistic
Hamiltonian at the SCF step and treat SO coupling at the correlated level. It
has the advantage of using real algebra at the integral transformation step. This
approach is very popular, it has been used in the context of Multi-Reference CI
[64, 71], MRPT [7], Coupled Cluster[84] etc.
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3. Brief Overview of Relativistic Electronic Structure Theory

Most of those developments are based on few specific set of applications in mind,
they do not generally cover all the aspects of relativistic electronic structure. Thereby
application domain of those approaches are also restricted to specific problems.
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4. Application of Relativistic Correlation
Methods

In the last chapter we have introduced the major theoretical concepts of relativistic
electronic structure theory. It is by its very theoretical foundation much more richer
than the non-relativistic counterpart. However, there are still some issues in practical
aspects of using these methodologies. The non-relativistic counterpart, has been going
through stormy developments since the last few years thereby one can carry out very
large realistic calculations [48, 38]. Relativistic methodologies are still far from that
tremendous breadth of application domain primarily because of its huge inherent com-
putational cost. In this section I will present a comparison between the computational
scaling of a relativistic correlation method from that of a non-relativistic one. In view of
them quite a few measures have already been taken, which can make it somewhat more
tractable. I will describe a few of those approaches. I will keep our discussion focused
on the correlation part since that is only of relevance to this thesis. Finally I will show
some applications, carried out during the span of this thesis, by applying relativistic
correlation methodologies. et al.

4.1. Comparison of Computational Cost Between Relativistic
and Non-Relativistic Methods:

In the relativistic theory the orbitals are represented as a 4-component quantity (Equa-
tion 3.35) in comparison to the 2-component (spin-orbital) or 1-component quantity in
non-relativistic domain. Therefore, for the transformation of 2-electron integrals from
AO to MO basis we have to consider three type of quantities for the DC Hamiltonian
: (LL|LL), (LL|SS) or (SS|LL) and (SS|SS). Among them the quantities involving
small components require very high computational cost, since the small component AO
basis is roughly double (usually more than double) in size with respect to the large
component one (as we use UKB). The integrals (in a scalar basis it is real) and MO
coefficients are both complex quantities, any operation between two complex numbers
gives a factor of 4 increase in the operation count. We have shown the computational
cost for that step in Table 4.1 following Saue and Visscher [60]. Another aspect is that
we use scalar un-contracted basis functions, as already explained in section 3.2, that
gives us a huge number of unphysical MOs, which we need to transform also. There is
no robust way, by which one can eliminate them. This is an additional disadvantage.
Furthermore, the spin-integration is not possible for relativistic case.

In the actual correlation step the difference arises first because of the larger size of the
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4. Application of Relativistic Correlation Methods

Table 4.1.: Comparison of operation count between various steps of relativistic and non-
relativistic correlation calculation. N is the total number of basis functions.
NL and NS refer to total number of large and small component functions
respectively. M is the total number of active spinors. M = Mo +Mv where o
refers to occupied and v to virtual. Integral Transformation-1 indicates the
first half transformation of AO to MO integrals and Integral Transformation-
2 is the corresponding second half transformation.

Step Non-Relativistic Relativistic

Integral Transformation-1 1
2MN4 + 1

2M
2N3 2M(N4

L +N2
SN

2
L +N4

S)
+8M2(N3

L +NSN
2
L +N3

S)

Integral Transformation-2 1
2M

3N2 + 1
2M

4N 4M3(N2
L +N2

S) + 16M4(NL +NS)

CCSD 1
4M

4
oM

2
v + 4M4

oM
2
v + 1

2M
2
oM

4
v 8M4

oM
2
v + 128M4

oM
2
v + 16M2

vM
4
v

virtual orbital space (they would have been the same with the use of contracted basis
function), and second due to the lack of spin-orthogonality, which I have discussed in
the context of relativistic coupled cluster theory in subsection 3.4.3. The corresponding
comparison of cost can be seen in Table 4.1.

4.2. Improvements to the Computational Scheme:

In the integral transformation step Visscher [74] reduced the computational cost by
approximating the small component contribution. The total SSSS contribution has been
replaced by a Coulombic repulsion term of interatomic small component charge densities.
Therefore he got an energy correction:

∆E =
∑

AB

qSAq
S
B

RAB
(4.1)

for two atoms A and B, where RAB is the distance between them and q is the charge
density. The justification of taking this approximation was small component charge is
very much local in the vicinity of the nucleus and spherical in nature. By this way we
avoid the costliest part of the integral transformation step.

The lack of spin-integrability can somewhat be overcome by the use of quaternion
algebra. In DIRAC[1] with the use of explicit time-reversal symmetry we get our MO
coefficients as a quaternion number 1. Multiplication of two quaternion numbers is
also a quaternion. Thereby a two-electron integral can be realized as a product of two
quaternion numbers belonging to electron 1 and electron 2. This is identical to the spin-
integration, only price we have to pay is to go from real to quaternion algebra. However
for the ensuing correlation calculation one quaternion integral is expanded in terms of

1A quaternion number is defined as : q = a + ǐb + ǰc + ǩd where, ǐ = iσx; ǰ = iσy; ǩ = iσz and
ǐ2 = ǰ2 = ǩ2 = ǐǰǩ = −1
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4. Application of Relativistic Correlation Methods

complex integrals in Kramer’s pair basis. This has the implication that in the correlation
step we do not get any savings equivalent to spin-integration.

In the non-relativistic theories, it is nowadays a common practice to use AO-direct
methods in the correlation calculation. Especially in the context of CC theory the
integrals which involve four virtual orbitals i.e, V V V V -type, are never transformed,
that bypasses the cost of integral transformation of that class and avoids the use of
large memory space. In relativistic case this choice is questionable since the size of AO
basis is much larger than the MO basis and any truncation to the orbital space is also
unproductive in that situation.

Now, I will describe two works in which we have applied existing relativistic correlation
methodologies, analyzed thoroughly to get better understanding of the interplay between
relativity and correlation and implemented new methodologies to facilitate particular
kind of studies. Those two works are the substance of two different publications. We
will not describe those papers with its entirety, rather first summarize them very briefly,
and then will attach them to the end of this chapter.
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4. Application of Relativistic Correlation Methods

4.3. Papers

4.3.1. Paper I : A theoretical benchmark study of the spectroscopic
constants of the very heavy rare gas dimers

Avijit Shee, Stefan Knecht and Trond Saue, Phys.Chem.Chem.Phys., 2015, 17, 10978

Spectroscopic constants for the homonuclear dimers of the very heavy rare gases radon
(Rn) and eka-radon (Uuo) are reported. A computational protocol using the eXact 2-
Component molecular-mean field Hamiltonian has been established based on extensive
calculations of the xenon dimer. We find that reliable results require CCSD(T) calcu-
lations at the extrapolated basis set limit. In this limit counterpoise corrected results
are closer to experimentally derived values than uncorrected ones. Furthermore, in an
attempt to reduce the computational cost while retaining very high accuracy, we studied
the performance of range-separated density functional theory. Although we observe a
somewhat more favorable basis set convergence and reduced importance of connected
triples with range-separated methods compared to pure wave function theory, in practice
we have to employ the same computational protocol for obtaining converged results. At
the Dirac-Coulomb level we find an almost fourfold increase of binding energy when going
from the radon to the eka-radon dimer, but the inclusion of spin-other-orbit interaction
reduces the dissociation energy of the heaviest dimer by about 40 %

My contribution in this work was to carry out all the calculations, analyze most of the
results and writing the first draft of that article
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spectroscopic constants of the very
heavy rare gas dimers

Avijit Shee,a Stefan Knechtb and Trond Saue*a

Spectroscopic constants for the homonuclear dimers of the very heavy rare gases radon (Rn) and eka-radon

(Uuo) are reported. A computational protocol using the eXact 2-Component molecular-mean field

Hamiltonian has been established based on extensive calculations of the xenon dimer. We find that

reliable results require CCSD(T) calculations at the extrapolated basis set limit. In this limit counterpoise

corrected results are closer to experimentally derived values than uncorrected ones. Furthermore, in an

attempt to reduce the computational cost while retaining very high accuracy, we studied the performance

of range-separated density functional theory. Although we observe a somewhat more favorable basis set

convergence and reduced importance of connected triples by range-separated methods compared to

pure wave function theory, in practice we have to employ the same computational protocol for obtaining

converged results. At the Dirac–Coulomb level we find an almost fourfold increase of binding energy

when going from the radon to the eka-radon dimer, but the inclusion of spin-other orbit interaction

reduces the dissociation energy of the heaviest dimer by about 40%.

1 Introduction
Rare gas dimers are bound species because of the dispersion
interaction, which is generally characterized as an attractive
interaction between the induced dipoles of each monomer. In
the framework of wave function theory (WFT), the generation of
induced dipoles can only be described by adding excited determi-
nants to the ground state Hartree–Fock (HF) determinant. There-
fore, the potential energy curves of those dimers at the HF level
are repulsive. Consideration of excited determinants, on the other
hand, leads to the possibility of various kinds of interactions,
namely, Coulombic attraction or repulsion, induction and disper-
sion at the same time. Careful treatment of all those interactions
requires very sophisticated theoretical approaches. It has been
demonstrated by Hobza et al.1 that the inclusion of up-to triple
excitations in a Coupled Cluster (CC) expansion and extrapolation
to the complete basis set limit (CBS) can provide chemical
accuracy (B1 kcal mol!1) for such systems. The overwhelming
cost of CC methods at the CBS limit, however, has encouraged
the development of various new theoretical techniques to reach
the same accuracy with a much cheaper computational setup.2,3

Density functional theory (DFT) is undoubtedly the most-
used quantum chemistry method.4 However, it is well-known
that standard approximate DFT functionals, with a local ansatz,
are unable to capture dispersion interaction.5,6 In recent years
there has been intense development in dispersion corrections
within the framework of Kohn–Sham theory, mostly by inclu-
sion of explicit dispersion coefficients (C6 and higher) and the
appropriate distance dependence.7–14 An alternative is provided
by range-separated DFT, introduced by Savin,15 which allows
one to graft WFT correlation methods onto DFT without double
counting of electron correlation. The resultant long-range WFT-
short-range DFT (lrWFT-srDFT) method formally comes with
the computational cost of the selected WFT component. How-
ever, it has been argued that range-separated methods have a
weaker basis set dependence as well as less severe requirements
for the size of the correlation space and excitation rank.16 One
of our objectives of the present work is therefore to investigate
whether such methods can yield CCSD(T)/CBS-like accuracy for
van der Waals dimers at reduced computational cost.

The homonuclear dimers of He, Ne, Ar, Kr and Xe have been
studied extensively both theoretically and experimentally by
various groups (see ref. 17–28 and references therein). However,
the dimers of the heavier elements in this group, that is, Rn
(Z = 86) and eka-Rn (Z = 118; ununoctium), have not been
studied at all by experiment and very rarely by theory.29–32 In
passing we should note that the chemical exploration of radon is
limited due to its price and radioactivity, and it is mostly known
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as a health hazard,33–35 whereas (possibly) only three single
atoms of the isotope 294118 have been synthesized.36–38 The
half-life of this isotope is 0.89 ms, which is beyond the limits of
present-day techniques for the chemical study of superheavy
elements.39,40

Runeberg and Pyykkö29 have reported spectroscopic con-
stants of Rn2 (and Xe2) obtained at the CCSD(T) level using
relativistic pseudopotentials. Nash, applying a similar computa-
tional protocol, has provided corresponding data for Rn2 and
eka-Rn2.30 More recently, Kullie and Saue reported spectroscopic
constants for the complete series of homoatomic rare gas dimers
using MP2-srDFT and the 4-component relativistic Dirac–
Coulomb (DC) Hamiltonian.32 For the heaviest dimers there
is, however, a significant discrepancy between results (as shown
in the lower parts of Tables 2 and 3). For instance, for Rn2

Runeberg and Pyykkö obtained a dissociation energy of De =
222.6 cm!1 and estimated De = 276.6 cm!1, which is still far
from 323.9 cm!1 reported by Kullie and Saue (MP2-srLDA) and
from 129.1 cm!1, reported by Nash. Likewise, Kullie and Saue
obtained De = 1199.1 cm!1 for eka-Rn2, which is more than
twice the value 500.1 cm!1 reported by Nash. In the present
study we therefore carried out 2-component relativistic CCSD(T)
as well as CCSD(T)-srLDA calculations in an attempt to provide
reference values for the spectroscopic constants of the dimers
of the very heavy rare gases and to establish a computational
protocol for reliable theoretical studies of the chemistry of the
heaviest rare gases. This effort constitutes the very first use of
lrCC-srDFT methods with a relativistic Hamiltonian.

Our paper is organized as follows: in Section 2 we discuss
our choice of relativistic all-electron Hamiltonian and correla-
tion methods. Computational details are given in Section 3. In
Section 4 we present and discuss our results, starting with a
calibration study of the xenon dimer. We conclude and provide
perspectives in Section 5.

2 Theoretical considerations
2.1 Choice of the Hamiltonian

The selected compounds clearly call for a careful relativistic
treatment, including both scalar-relativistic and spin–orbit effects.
Starting from the 4-component Dirac Hamiltonian in the molecular
field one may add the two-electron Coulomb term, which provides
not only the instantaneous two-electron Coulomb interaction, but
also two-electron spin-same orbit (SSO) interaction.41 For very
accurate calculations higher-order contributions to the fully relativ-
istic two-electron interaction, notably the spin-other orbit (SOO)
interaction, as well as QED corrections may be considered.
Formally, WFT-based electron correlation calculations have exactly
the same cost using 2- and 4-component relativistic Hamiltonians,
to the extent that the latter Hamiltonians are employed within the
no-pair approximation (that is, negative-energy orbitals are
excluded). This is easily seen from a consideration of the electronic
Hamiltonian in second-quantized form

H ¼ EHF þ
X

p;q

Fq
p ayqap
n o

þ 1

4

X

p;q;r;s

Vrs
pq ayra

y
saqap

! "
; (1)

where {} denotes normal ordering with respect to the Fermi
(HF) vacuum: the number of Fock matrix elements Fq

p and anti-
symmetrized two-electron integrals Vrs

pq will be exactly the same
at the 2-component (2c) and 4-component (4c) levels. However,
the large prefactor of the 4-index transformation at the 4c level,
due to the small-component basis functions, may favor the use
of a 2c relativistic Hamiltonian, even though the formal scaling
of this computational step is generally lower than the correlated
calculation itself. An interesting alternative is provided by the
eXact 2-Component (X2C) molecular-mean field (mmf) Hamil-
tonian,42 where the converged 4-component Fock operator is
subjected to an exact block diagonalization from which only the
corresponding 2c Fock operator for positive-energy orbitals
is extracted and represented by the large-component basis.
The two-electron Coulomb term is thus left untransformed,
formally introducing ‘‘picture change errors’’,43–45 but the
resulting X2CDC

mmf Hamiltonian has been shown to provide very
close agreement with 4c correlated calculations, at least when
only valence electrons are correlated.42 It is also possible to
include the Gaunt term, and thereby SOO interactions, in a
molecular mean-field manner. We denote this Hamiltonian
as X2CDCG

mmf.
In the present study our correlated calculations have been

carried out on top of both HF and short-range Kohn–Sham
reference functions, as will be described in the following
subsections.

2.2 Wave function theory

We have considered a range of correlation methods: second-order
Møller–Plesset perturbation theory (MP2), coupled-cluster singles-
and-doubles (CCSD) and CCSD with approximate triples (CCSD(T)).
Although MP2 is widely employed to study weak intermolecular
interactions, deficiencies have been identified which may lead
to a huge overestimation of non-covalent binding energies.46,47

In particular, Szabo and Ostlund demonstrated that the MP2
energy of a closed-shell diatomic molecule formed by two closed-
shell atoms has the correct long-range R!6 behavior

lim
RAB!1

EMP2
AB ¼ EMP2

A þ EMP2
B þ CAB

6

R6
AB

; (2)

but with the CAB
6 dispersion coefficient calculated at the uncoupled

HF level of theory.48 The CCSD method takes into account all
intra-atomic correlation contributions up-to singles and doubles
amplitudes, but it has been shown that CCSD can significantly
underestimate non-covalent binding energies (see for instance
ref. 49 and 50). In contrast, inclusion of connected triples of the
inter-atomic type and hence attractive, improves the description
vastly. The inclusion of the 4th and 5th orders of connected
triples, i.e. CCSD(T), is therefore the current reference method
for non-covalent interactions.51–53

2.3 Range-separated theory

The first implementation of the lrCC-srDFT method was reported
by Goll, Werner and Stoll,16 who also reported the calculated
spectroscopic constants of the homoatomic dimers of He, Ne, Ar,
Kr and Xe, the latter two rare gas elements described by relativistic
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effective core potentials. In the present work we report the first
implementation and application of the lrCC-srDFT method at
the 2c/4c relativistic level. In this section we briefly outline the
theory of the lrCC-srDFT method. Further information can be
obtained by consulting ref. 16 and references therein.

One starts from a separation of the two-electron Coulomb
term Vee into a short-range part V sr

ee and its complement V lr
ee. The

latter is denoted as the long-range part, although in practice it
is non-zero at all interelectronic distances r12. Ideally the
separation should be such that the long-range part, to be handled
by WFT, carries a maximum of static correlation and a minimum
of dynamic correlation as well as providing mathematically
tractable two-electron integrals. The most common choice is
defined in terms of the error function15

vlreeð1; 2Þ ¼
erfðmr12Þ

r12
(3)

where the range-separation parameter m can take any value
between 0 and N; m = 0 defines pure Kohn–Sham DFT and
m - N corresponds to pure WFT. m!1 has units of length, but
one should note that the long-range potential, eqn (3), corre-
sponds to that of a Gaussian charge distribution rather than a
hard-sphere model.32 If one therefore wants to associate the
range-separation parameter with a radius R around the refer-

ence electron, one should choose m!1 ¼ R
ffiffiffiffiffiffiffiffi
2=5

p
which provides

identical root-mean-square radii for the two models.
The energy functional of lrWFT-srDFT theory

E½n' ¼ min
Cm!n

Cm T þ V lr
ee

$$ $$Cm
% &

þ Esr
HXc½n' þ

ð
nð1ÞveNð1Þd1; (4)

to be minimized with respect to the (number) density n, is
obtained through a generalized adiabatic connection54 to a
fictitious system, defined by m, with long-range interaction only.
The wave equation of the fictitious system is

ĤmCm = EmCm; Ĥm = T + V m
eff + V lr

ee, (5)

where we impose that the local effective potential

Vm
eff ¼ veN þ vsrHxc; vsrHxcð1Þ ¼

dEsr
HXc

dnð1Þ (6)

affords the same electron density as the real interacting system.
Analogous to conventional Kohn–Sham theory, the exact form
of the short-range Hartree, exchange and correlation (Hxc)
energy functional Esr

HXc is not known, but since it is restricted
to the short-range part of the total electron interaction (as well
as coupling to the long-range part), one may hope that local
approximations may be even more effective than in conven-
tional DFT.

A fundamental difference between conventional Kohn–Sham
theory and lrWFT-srDFT theory is that the fictitious system of
the latter is interacting so that its wave function Cm cannot be
expressed in terms of a single Slater determinant. Approximate
methods of WFT are therefore invoked to solve eqn (5).
Calculations generally start with a single-determinant ansatz
HF-srDFT,55 corresponding to a Kohn–Sham calculation with a
range-separated hybrid (RSH),56 which provides an orbital set

for more elaborate correlation calculations. It also defines a
partitioning of the Hamiltonian

Hm = Hm;0 + Wm (7)

where the zeroth-order Fock-like Hamiltonian

Hm;0 = T + VeN + Jlr[n0] + V sr
Hxc[n0] (8)

is defined in terms of the zeroth-order density n0. The perturbation

Wm ¼ V lr
ee ! J lr n0½ '|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

lr fluctuation potential

þV sr
HXc½n' ! V sr

HXc n0½ '|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
self consistency correction

(9)

contains a long-range fluctuation potential as well as a short-
range self-consistency correction, the latter reflecting the change
of the density from the initial HF-srDFT calculation to the final
correlated level. The self-consistency correction does not enter
the lrMP2-srDFT energy expression,57,58 but formally enters lrCC-
srDFT theory. However, studies by Goll et al.16 indicate that the
effect of the density update is quite small, and it will be ignored
in the present work.

2.4 Basis set extrapolation

The accuracy of correlation methods also entails that we have to
cancel out other sources of errors such as the basis set incom-
pleteness. For pure WFT correlation methods, the two-point
extrapolation scheme advocated by Helgaker et al.59,60 provides a
convenient means for calculating the energy at the extrapolated
basis set limit:

E1 ¼ ESCF
X þ

X3Ecorr
X ! ðX ! 1Þ3Ecorr

ðX!1Þ

X3 ! ðX ! 1Þ3 : (10)

Here X is the cardinal number of the correlation-consistent
basis set.

For range-separated methods the situation is less clear. Very
recently, Franck et al. have proposed a three-point scheme based
on an exponential formula,61 but we feel that further study is
required to settle this issue and have not applied the proposed
scheme in the present work.

3 Computational details
We performed all calculations with a development version of
the DIRAC-13 quantum chemistry package.62 Unless otherwise
stated all calculations are based on the 2-component relativistic
X2CDC

mmf Hamiltonian.42 A Gaussian nuclear model has been
chosen for the nuclei.63 We applied uncontracted large-component
basis sets of Dyall-type64,65 including core-correlating and diffuse
functions up to quadruple-z quality (the highest available set). The
corresponding small component basis set is generated using the
restricted kinetic balance condition.

In our range-separated DFT studies a short-range LDA exchange–
correlation functional was used for all cases.66,67 We have chosen a
system-independent fixed value 0.4a0

!1 as our range separation
parameter (m), following the suggestion by Fromager et al.68

Spectroscopic constants have been derived by a least square
fit of the potential energy curve (PEC) to a polynomial using the
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TWOFIT utility program available in DIRAC. Throughout this
study, we have chosen nine grid points and fitted them against
an eighth-degree polynomial. The grid has been generated
inside the classical turning points of the PEC. For Xe2 the grid
was generated around the experimental equilibrium bond length,
whereas for the heavier dimers we used the best estimate from
previous studies.

4 Results and discussion
4.1 Calibration study

We first carried out a calibration study of the xenon dimer with
the goal to define a suitable computational protocol in terms of
(i) the correlation method, (ii) the number of active occupied
orbitals and (iii) the basis set level. We consider the conver-
gence of spectroscopic constants with respect to these para-
meters rather than their agreement with experimental values in
order to avoid getting the right result for the wrong reason.
Throughout the calibration study, we compared results of
two augmented correlation-consistent basis sets for relativistic
calculations provided with the DIRAC package, namely dyall.acv3z
(TZ) and dyall.acv4z (QZ).64 Subsequently, we extrapolated the
pure WFT data to the complete basis set limit using eqn (10).
The basis set superposition error (BSSE) was addressed by
means of the counterpoise correction approach.69 MP2, CCSD
and CCSD(T) have been considered for the correlation treat-
ment and analyzed to ascertain what is sufficient to yield
properly converged data. To determine a minimal yet physically
accurate active occupied orbital space we have systematically
increased our correlation space from valence 5s5p to sub-
valence 4s4p4d. We used for the xenon dimer an energy cutoff
in the virtual space of 40 Eh, but a Mulliken population analysis
was carried out in order to ensure that all correlating functions
were retained.

Table 1 comprises our results for the equilibrium bond
length (re), the harmonic frequency (oe) and the dissociation
energy (De) of the xenon dimer. Compared to the QZ basis set
calculations with the TZ basis set yield a significant elongation
of re (40.1 Å), lowering of harmonic frequencies of B2–3 cm!1

and De’s reduced by 20%. We are unable to determine to what
extent our results are converged at the QZ level, since no Dyall
basis sets with a higher cardinal number are available. How-
ever, upon basis set extrapolation we find, as summarized in
Table 1, that the extrapolated results are significantly different
from the results obtained with the QZ basis set. We have
therefore systematically performed the same extrapolation
technique for the radon and eka-radon dimers in our subsequent
pure WFT correlation calculations.

Table 1 further shows that even in the extrapolated basis set
limit there is a significant spread in the spectroscopic constants
obtained by MP2, CCSD and CCSD(T). In fact, we find that MP2
and CCSD in the best basis indeed over- and underbinds
the xenon dimer, respectively, in agreement with previous
findings (cf. Section 2.2). Therefore, we conclude that we cannot
compromise with any lower-level method, but have to use the

CCSD(T) method. As shown by Table 1, the deviations of the
spectroscopic constants (re, oe, and De) with respect to their
values derived from experiments are then (0.017 Å, 0.8 cm!1,
and 12 cm!1), respectively, which are quite satisfying.

The effect of correlating sub-valence and outer-core shells
can be determined from the CCSD(T)/QZ results outlined in
Table 1. Adding the 4d shell to the occupied correlation space
of the 5s5p valence shells changes (re, oe, and De) by (!0.04 Å,
0.81 cm!1, and 13.13 cm!1), whereas the addition of the 4s4p
shells has hardly any effect. This indicates that saturation with
respect to correlated orbitals can to a great extent be reached by
including the (n ! 1)d-shell in addition to the nsnp valence
shell of a given noble gas. In subsequent calculations we have
therefore correlated (n ! 1)dnsnp.

A final issue to be addressed is whether BSSE-corrected
results are to be used or not. BSSE typically leads to overbinding
in that the atoms in the dimer calculation benefit from the
presence of the basis set of the other atom. Counterpoise-
corrected interaction energies for homoatomic dimers A2 are
given by

DEint ¼ EA2
A2
! 2EA

A þ DBSSE; DBSSE ¼ 2 EA
A ! EAGh

A

) *
; (11)

where atomic energies EAGh
A have been calculated in the full

molecular basis by introducing a ghost (Gh) center at the
position of the second atom. The usefulness of the counter-
poise correction has been challenged in two recent papers by
Baerends and co-workers.70,71 They have carried out bench-
mark calculations of the helium and beryllium dimers and find
that uncorrected interaction energies overall compare better
with (ideally) basis set free reference numbers. They point out
that basis set incompleteness is more severe for the dimer than
the atom, an imbalance which is aggravated by the improve-
ment of the monomer basis in counterpoise-corrected calcula-
tions. Clearly, in a complete basis EA

A = EAGh
A , but this limit is not

ensured by basis set extrapolation, an issue not discussed by
Baerends and co-workers. Indeed, by analysis of their data we
find that in general DBSSE is significantly different from zero
in the extrapolated basis set limit. From the expected faster
convergence of EAGh

A with respect to EA
A one may expect that the

correlation contribution to DBSSE is positive in the extra-
polated limit, but curiously this is not always what we observe.
Looking at our own data we find that the CP-uncorrected
CCSD(T) results agree best with experiment in any finite basis,
but not in the extrapolated basis set limit. We have therefore
chosen our computational protocol to be based on counterpoise-
corrected CCSD(T) interaction energies extrapolated to the basis
set limit.

Let us now turn to the range-separated approach. Table 1
summarizes the performance of lrWFT-srLDA methods for the
xenon dimer. The calculated spectroscopic constants are less
sensitive with respect to the choice of the basis set as compared
to the pure WFT calculations, but the effect is not negligible:
the difference between the TZ and QZ basis sets is for either
correlation approach on the order of (0.03 Å, 1.2 cm!1, 20 cm!1)
for (re, oe, De), respectively. This means in turn that a QZ basis
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set is required to achieve sufficient accuracy. We next observe,
in agreement with previous findings,16 that the valence-only
results for the range-separated methods are in closer agreement
with the experimental references than those of their pure WFT
counterparts. However, with the inclusion of the 4d shell in the
occupied correlation space numbers change significantly:
(Z0.04 Å, Z1.2 cm!1, and Z25 cm!1) for (re, oe, and De),
respectively. We therefore conclude that similar to the pure

WFT case the addition of the (n ! 1)d shell to the active
correlation is required for the WFT-srDFT methods. Also upon
correlation of the subvalence we observe a better convergence
of the results with regard to the pure WFT correlation model, in
particular for CCSD. Still, lrCCSD(T)-srLDA notably outperforms
all other methods while showing a consistent behavior with
increasing basis set size and correlation space. The lrCCSD(T)-
srLDA approach combined with a QZ basis set thus yields

Table 1 Spectroscopic constants for the xenon dimer. dyall.acvNz refers to the extrapolated basis using eqn (10) with X = 4. CP refers to counterpoise
correction. ECP stands for effective core potential. Bold numbers are best numbers for each choice of the Hamiltonian and the method

Method Correlating orbitals Hamiltonian Basis re/Å oe/cm!1 De/cm!1 CP

MP2 5s5p X2CDC
mmf dyall.acv3z 4.491 18.01 165.16 x

dyall.acv4z 4.392 20.76 204.48 x
CCSD dyall.acv3z 4.673 13.98 98.43 x

dyall.acv4z 4.564 15.99 120.98 x
CCSD(T) dyall.acv3z 4.585 15.81 127.20 x

dyall.acv4z 4.465 18.67 162.62 x
MP2-srLDA dyall.acv3z 4.431 18.54 173.54 x

dyall.acv4z 4.404 19.56 189.98 x
CCSD-srLDA dyall.acv3z 4.440 18.37 171.40 x

dyall.acv4z 4.408 19.55 190.69 x
CCSD(T)-srLDA dyall.acv3z 4.429 18.75 179.28 x

dyall.acv4z 4.396 19.99 200.49 x

MP2 4d5s5p X2CDC
mmf dyall.acv3z 4.375 20.64 213.90 x

4.349 21.40 230.88
dyall.acv4z 4.275 23.87 267.32 x

4.250 24.68 283.57
dyall.acvNz 4.213 26.21 311.14 x

4.187 27.16 327.80
CCSD dyall.acv3z 4.644 14.19 102.15 x

4.610 14.96 112.81
dyall.acv4z 4.536 16.30 124.95 x

4.510 16.85 132.95
dyall.acvNz 4.466 17.99 144.53 x

4.444 18.41 151.01
CCSD(T) dyall.acv3z 4.540 16.52 137.53 x

4.508 17.40 151.13
dyall.acv4z 4.421 19.48 175.75 x

4.396 20.11 186.64
dyall.acvNz 4.346 21.73 208.69 x

4.324 22.28 217.67
MP2-srLDA dyall.acv3z 4.364 20.58 213.29 x

dyall.acv4z 4.337 21.70 233.59 x
CCSD-srLDA dyall.acv3z 4.399 19.54 193.04 x

dyall.acv4z 4.367 20.78 215.03 x
CCSD(T)-srLDA dyall.acv3z 4.388 19.93 201.65 x

dyall.acv4z 4.355 21.25 225.76 x

MP2 4s4p4d5s5p X2CDC
mmf dyall.acv3z 4.373 20.71 214.94 x

dyall.acv4z 4.272 23.94 268.91 x
CCSD dyall.acv3z 4.646 14.17 101.96 x

dyall.acv4z 4.537 16.26 124.51 x
CCSD(T) dyall.acv3z 4.540 16.55 138.01 x

dyall.acv4z 4.420 19.49 176.17 x
MP2-srLDA dyall.acv3z 4.362 20.64 214.42 x
CCSD-srLDA dyall.acv3z 4.398 19.58 193.73 x
CCSD(T)-srLDA dyall.acv3z 4.386 19.97 202.36 x

CCSD(T) 4d5s5p X2CDCG
mmf dyall.acv4z 4.422 19.49 176.14 x

dyall.acvNz 4.347 21.74 209.17 x

MP2-srLDA32 4d5s5p DC dyall.acv4z 4.337 21.7 233.6 x
CCSD(T)29 5s5p ECP46MWB78 ‘‘Basis 2’’ 4.525 17.6 156.5 x
CCSD(T)-srPBE16 5s5p ECP28MDF84 aug-cc-pVQZ 4.334 20.5 197.5 x

Exp.83 4.363 20.90 196.20
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spectroscopic constants within (0.009 Å, 0.5 cm!1, 15 cm!1) for
(re, oe, De) of the pure wave function CCSD(T)/CBS reference
data. We therefore conclude that lrCCSD(T)-srLDA is indeed a
very promising approach for the description of dispersion-
bound molecules. We do observe a faster convergence of results
with respect to computational parameters, in particular less
sensitivity to the inclusion of triple excitations, but not enough
to warrant the use of a less expensive computational protocol.

4.2 Rn2 and Uuo2

Based on the calibration study discussed in detail in the
previous section our computational protocol for the subse-
quent study of the Rn2 and Uuo2 dimers comprises the correla-
tion of the occupied (n ! 1)dnsnp shells using the best basis set
available, an augmented correlation-consistent QZ basis set.
The energy cutoffs in the virtual space were set to 46 and 40 Eh,
respectively, for the radon and eka-radon dimers. In the case of
the pure WFT methods we also carry out extrapolation to the
basis set limit according to eqn (10).

Table 2 shows our results for the Rn-dimer at the CCSD(T)
level, both for the QZ basis set and extrapolated to the basis set
limit. The corresponding lrWFT-srDFT/QZ data show very close
agreement with the pure WFT CCSD(T)/CBS data. The same
conclusion holds for the spectroscopic constants of the eka-
radon dimer, which are shown in Table 3. Two remarkable
features should be noted: (i) when including the spin-other
orbit interaction through the X2CDCG

mmf Hamiltonian, the disso-
ciation energy of eka-Rn2 is reduced by about 40%, whereas the
effect of this interaction is almost negligible for the lighter
homologues. We would like to stress that whereas previous

studies have demonstrated considerable weakening of covalent
bonds by spin–orbit interaction,72–77 the present study concerns
bonds arising from London dispersion forces and where a sub-
stantial weakening is observed upon introduction of a component
of the two-electron interaction often ignored in relativistic mole-
cular calculations, namely the spin-other orbit interaction. This is
new and merits further study. (ii) In spite of the very significant
weakening of the eka-Rn2 bond by inclusion of the Gaunt term,
the bond is still markedly stronger than for the lighter homo-
logues, as seen in Fig. 1, albeit absent at the HF level.

In Tables 2 and 3 we have listed some results of previous
studies. We note that the lrMP2-srDFT spectroscopic constants of
Kullie and Saue32 are in line with the present benchmark values,
while this is not the case for the values reported by Runeberg and
Pyykkö29 and by Nash.30 Runeberg and Pyykkö29 employed large-
core pseudo-potentials,78,79 calibrated against atomic HF calcula-
tions based on the Wood–Boring Hamiltonian80 using an effective
spin–orbit operator. Only valence nsnp electrons were treated
explicitly and described by a specially designed basis. By compar-
ison with the all-electron basis sets of Dyall we find that the ‘‘Basis
2’’ of Runeberg and Pyykkö is of augmented correlation-consistent
TZ quality. Their results are therefore not converged with respect
to the basis set and correlated orbitals. Nash30 employs small-core
pseudopotentials81,82 calibrated against atomic HF calculations
based on the Dirac–Coulomb Hamiltonian. Although Nash corre-
lates with (n ! 1)s(n ! 1)p(n ! 1)dnsnp electrons, his 6sd6p2pf1g
valence basis is clearly too small. Runeberg and Pyykkö29 as well
as Nash30 include spin–orbit interaction in their calculations, but
not spin-other orbit interaction, which we have seen is critical for
the appropriate description of bonding in eka-Rn2.

Table 2 Spectroscopic constants for the radon dimer. dyall.acvNz refers to extrapolated basis using eqn (10) with X = 4. CP refers to counterpoise
correction. ECP stands for effective core potential. Bold numbers are best numbers for each choice of the Hamiltonian and the method

Method Correlating orbitals Hamiltonian Basis re/Å oe/cm!1 De/cm!1 CP

MP2 5d6s6p X2CDC
mmf dyall.acv4z 4.343 20.47 364.40 x

4.323 21.04 385.70
dyall.acvNz 4.280 22.43 427.31 x

4.263 23.01 449.82
CCSD dyall.acv4z 4.617 13.93 168.56 x

4.596 14.42 179.55
dyall.acvNz 4.617 15.45 197.25 x

4.528 15.91 207.22
CCSD(T) dyall.acv4z 4.502 16.56 235.56 x

4.483 17.06 249.70
dyall.acvNz 4.424 18.54 282.80 x

4.412 18.97 294.95
MP2-srLDA dyall.acv4z 4.388 19.06 323.68 x
CCSD-srLDA dyall.acv4z 4.432 17.87 284.73 x
CCSD(T)-srLDA dyall.acv4z 4.418 18.31 301.02 x

MP2 5d6s6p X2CDCG
mmf dyall.acv4z 4.346 20.49 363.58 x

dyall.acvNz 4.282 22.46 426.99 x
CCSD dyall.acv4z 4.621 13.91 166.65 x

dyall.acvNz 4.547 15.44 195.57 x
CCSD(T) dyall.acv4z 4.506 16.55 233.82 x

dyall.acvNz 4.427 18.53 281.41 x

PBE31 All DC 4.646 15 193.6
MP2-srLDA32 5d6s6p DC dyall.acv4z 4.387 19.0 323.9 x
CCSD(T)29 6s6p ECP78MWB79 ‘‘Basis 2’’ 4.639 14.9 222.6 x
CCSD(T)30 5s5p5d6s6p RECP60(DC)81 6sd6p2pf1g 4.73 129.1

Paper PCCP

Pu
bl

ish
ed

 o
n 

20
 M

ar
ch

 2
01

5.
 D

ow
nl

oa
de

d 
by

 U
ni

ve
rs

ite
 P

au
l S

ab
at

ie
r o

n 
22

/1
0/

20
15

 1
2:

22
:4

4.
 

View Article Online



10984 | Phys. Chem. Chem. Phys., 2015, 17, 10978--10986 This journal is© the Owner Societies 2015

5 Summary and outlook
We have reported spectroscopic parameters for the homo-
atomic dimers of xenon, radon and eka-radon obtained with the
eXact 2-Component (X2C) molecular-mean field Hamiltonian at
the CCSD(T) level and extrapolated to the complete basis set
limit, at which counterpoise corrected results seem to be more
reliable than uncorrected ones. We also report the very first lrCC-
srDFT implementation at the 2-and 4-component relativistic level.
The lrCCSD(T)-srLDA/QZ results are in general in rather close
agreement with the CCSD(T)/CBS results. Although we observe a

somewhat faster convergence of the range-separated results with
respect to the number of correlating orbitals, the choice of the basis
set and, in particular, inclusion of triples, in practice this does not
allow us to proceed with a computationally less expensive protocol.

Our results confirm the previous lrMP2-srDFT numbers
reported by Kullie and Saue,32 notably an almost fourfold increase
at the DC level of the binding energy in going from the radon to
the eka-radon dimer. However, we also find that the dissociation
energy of the eka-Rn2 dimer is reduced by about 40% upon the
inclusion of spin-other orbit interaction. Yet the bonding in the
eka-Rn2 dimer is markedly stronger than in the lighter homo-
logues. This may suggest contributions of covalent bonding to the
bonding picture, which clearly deserves further attention, although
we find that Uuo2 is unbound at the HF level. It will therefore be
interesting to study the bulk behavior of this superheavy element.
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C. V. Larsen, H. S. Nataraj, P. Norman, G. Olejniczak, J. Olsen,
Y. C. Park, J. K. Pedersen, M. Pernpointner, K. Ruud, P. Saek,
B. Schimmelpfennig, J. Sikkema, A. J. Thorvaldsen, J. Thyssen,
J. van Stralen, S. Villaume, O. Visser, T. Winther and
S. Yamamoto, see http://www.diracprogram.org.

63 L. Visscher and K. G. Dyall, At. Data Nucl. Data Tables, 1997,
67, 2007.

64 K. Dyall, Theor. Chem. Acc., 2006, 115, 441–447.
65 K. Dyall, Theor. Chem. Acc., 2012, 131, 1172.
66 P. M. W. Gill, R. D. Adamson and J. Pople, Mol. Phys., 1996,

88, 1005.
67 J. Toulouse, A. Savin and H.-J. Flad, Int. J. Quantum Chem.,

2004, 100, 1047–1056.
68 E. Fromager, J. Toulouse and H. J. A. Jensen, J. Chem. Phys.,

2007, 126, 074111.
69 S. Boys and F. Bernardi, Mol. Phys., 1970, 19, 553–566.
70 X. W. Sheng, L. Mentel, O. V. Gritsenko and E. J. Baerends,

J. Comput. Chem., 2011, 32, 2896–2901.
71 L. M. Mentel and E. J. Baerends, J. Chem. Theory Comput.,

2014, 10, 252–267.
72 P. A. Christiansen and K. S. Pitzer, J. Chem. Phys., 1981, 74, 1162.

73 P. Hafner, P. Habitz, Y. Ishikawa, E. Wechsel-Trakowski and
W. H. E. Schwarz, Chem. Phys. Lett., 1981, 80, 311.

74 T. Saue, K. Fægri and O. Gropen, Chem. Phys. Lett., 1996,
263, 360.

75 Y.-K. Han, C. Bae and Y. S. Lee, J. Chem. Phys., 1999,
110, 8969.

76 Y.-K. Han, C. Bae, S.-K. Son and Y. S. Lee, J. Chem. Phys.,
2000, 112, 2684.

77 K. Faegri and T. Saue, J. Chem. Phys., 2001, 115, 2456.
78 A. Nicklass, M. Dolg, H. Stoll and H. Preuss, J. Chem. Phys.,

1995, 102, 8942.
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4. Application of Relativistic Correlation Methods

4.3.2. Paper II : 4-component relativistic calculations of L3 ionization and
excitations for the isoelectronic species UO2+, OUN+ and UN2

Phys.Chem.Chem.Phys. DOI:10.1039/C6CP00262E

Christopher South, Avijit Shee, Debashis Mukherjee, Angela Wilson and Trond Saue

We have studied core-excitation and core-ionization spectra for three isoelectronic
compounds of Uranium : UO2+, OUN+ and UN2. For the ionization study, electron
removal has been considered from the 2p1/2 and 2p3/2 shells of uranium. At the uncor-
related level, we calculate ionization potential using ∆SCF method. For the correlation
study, both DFT and ab-initio methods have been considered. Ab-initio study of the
core-ionization was very difficult, since one needs to take into account various phenomena
very accurately, which may or may not pertain to the present day ab-initio methodolo-
gies. Our primary investigation with Coupled Cluster method has lead to divergence of
the amplitude equation. We therefore considered a less accurate ∆MP2 method, where
optimized orbitals of individual states have been used. It was necessary to employ an
open-shell MP2 code for the ionized state. That has been formulated and implemented
in the context of DC Hamiltonian. We also analyzed one peculiar behaviour related to
core-correlation, where total correlation contribution for a (N-1) elctronic system can be
larger than the N electronic system.

The core-excitation spectra we generate is of L3 edge X-ray absorption near edge struc-
ture (XANES) type. It was simulated by Restricted Excitation Window Time-Dependent
Density Functional Theory (REW- TDDFT), Complex Polarization Propagator (CPP)
and Static Exchange approximation (STEX) methods.

The Dirac-Coulomb Hamiltonian has been used for most of the methods. The con-
tribution of Gaunt interaction has been investigated at the SCF level, which has been
huge for these systems.

My major contribution in this work was to formulate, implement and apply the open-
shell ∆MP2 method.
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4-Component relativistic calculations of
L3 ionization and excitations for the isoelectronic
species UO2

2+, OUN+ and UN2

Christopher South,a Avijit Shee,b Debashis Mukherjee,c Angela K. Wilsonad and
Trond Saue*b

We present a 4-component relativistic study of uranium 2p3/2 ionization and excitation in the isoelectronic

series UO2
2+, OUN+ and UN2. We calculate ionization energies by DSCF at the Hartree–Fock (HF) and

Kohn–Sham (KS) level of theory. At the DHF level we observe a perfectly linear chemical shift of ionization

energies with respect to uranium atomic charges obtained from projection analysis. We have also developed

a non-canonical 2nd-order Møller–Plesset code for wave function based correlation studies. We observe

the well-known failure of Koopmans’ theorem for core ionization due to the dominance of orbital relaxation

over electron correlation effects. More unexpectedly, we find that the correlation contribution has the same

sign as the relaxation contribution and show that this is due to a strong coupling of relaxation and

correlation. We simulate uranium L3 XANES spectra, dominated by 2p3/2 - U6d transitions, by restricted

excitation window time-dependent density functional theory (REW-TDDFT) and the complex polarization

propagator (CPP) approach and demonstrate that they give identical spectra when the same Lorentz

broadening is chosen. We also simulate XANES spectra by the Hartree–Fock based static exchange (STEX)

method and show how STEX excitation energies can be reproduced by time-dependent Hartree–Fock

calculations within the Tamm–Dancoff approximation. We furthermore show that Koopmans’ theorem

provide a correct approximation of ionization energies in the linear response regime and use this observa-

tion to align REW-TDDFT and CPP spectra with STEX ones. We point out that the STEX method affords

the most detailed assignment of spectra since it employs virtual orbitals optimized for the selected core

ionization. The calculated XANES spectra reflect the loss of bound virtual orbitals as the molecular charge

is reduced along the isoelectronic series.

1 Introduction
Uranyl compounds are of great interest due to their unique
coordination chemistry as well as their potential impact on the
environment. Uranium has been shown to readily form a myriad
of coordination complexes in three separate oxidation states
(IV, V, and VI), though it tends to prefer the IV and VI oxidation
states, resulting in its rich chemistry.1–4 Because uranium

(along with thorium, actinium, and protactinium) is one of
the few actinide elements that is stable and safe enough to be
characterized in a laboratory, this allows for the physical effects
of the f orbitals on the electronic structure, geometry and
thermochemistry to be determined experimentally, giving
much insight on the electronic structure of uranyl coordination
complexes.5–15

The electronic properties of uranyl coordination complexes,
as well as the nature of the compounds themselves, have been
determined through electronic spectroscopy and X-ray diffraction
methods. X-ray absorbance and photoelectron spectroscopy have
been frequently used to provide knowledge about the electronic
structure of the deep core, which results in an element-specific
electronic spectrum.7 X-ray absorbance near edge spectroscopy
(XANES) has been used to probe low-lying unoccupied core-
ionized states of the uranyl complexes, returning energetics
of the energy levels of the low-lying virtual orbitals, as well as
information on the oxidation state of the molecule.7,9,14,15 Walshe
and coworkers used both high resolution XANES spectroscopy
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as well as extended X-ray absorbance fine structure (EXAFS)
spectroscopy to characterize uranyl peroxides and uranyl oxo-
hydroxides in their mineral forms and provided the first
experimental crystal structure of metastudtite, as well as subtle
differences in the core spectra of the mineral forms studied.14

Given the highly local nature of the atomic core orbitals, the
orbitals will be heavily affected by changes in the local electronic
environment, such as relaxation effects which may be caused by
changes in the formal oxidation state.

While uranium is not strongly radioactive (an alpha emitter with
a half-life of over 44 billion years), it still presents a significant long
term health risk, especially in a solvated form such as uranyl.16

Computational modeling of uranium complexes circumvents this
risk and has been used to model the thermochemistry and
electronic structure of uranium coordination complexes.12,17–32

Analogous to experiment, computational chemistry can be
used to calculate electronic transitions, allowing for the creation
of electronic spectra from calculated excitation energies. Multi-
reference computational methods have been used to directly solve
for electronic states and transitions between states in the mole-
cule.23–25,28 Réal et al. compared preexisting CASPT2 electronic
transitions of uranyl to intermediate Hamiltonian Fock space
coupled cluster (IHFSCC) excitations and found that the two
methods perform similarly for low level excitations, but the
methods deviate from each other for higher excitation energies.25

However, multi-reference methods scale unfavorably with the size
of the system, and as a result, can only be utilized for the smallest
of molecular systems. A commonly used alternative to multi-
reference methods for the simulation of molecular spectra
is time-dependent DFT (TDDFT), which have been used to
great effect to calculate the electronic transitions in uranyl
complexes.23,33–35 Tecmer et al. performed TDDFT calculations
to simulate the UV-Vis spectrum of uranyl as well as the
isoelectronic analogues OUN+ and UN2. They found that among
the functionals used, CAMB3LYP, M06, and PBE0 gave the
lowest mean errors relative to IHFSCC, performing similarly
to CASPT2 overall.34 The complex polarization propagator (CPP)
method36–41 is similar to time-dependent methods, but expli-
citly accounts for the linewidth of the peaks via an imaginary
damping factor which, when graphed, generates the spectrum.
At the Hartree–Fock level, the static exchange approximation
(STEX)42–44 models core excitations as an electron being acted
upon by the core-ionized molecule, the latter of which is optimized
separately in order to give a complete account of the orbital
relaxation in the molecule.

Accounting for relativistic effects is of great importance in
calculations on actinide elements, especially in the calculation
of properties of deep core orbitals as spin–orbit is incredibly
strong for these orbitals. The most direct means of accounting
for relativity is the full four-component Dirac–Coulomb (DC)
Hamiltonian. The DC Hamiltonian gives a full account of the
one-electron relativistic effects in a molecule, whereas the fully
relativistic two-electron interaction is truncated, but includes the
instantaneous Coulomb interaction as well as spin–own orbit
interaction.45 It has been used to calculate properties of uranyl
and its complexes.20,24,25 Relativistic effective core potentials

(RECPs) are another means of accounting for relativistic effects for
heavy atoms, and have been used frequently to recover these effects
and to simplify the costly calculations involved.12,18,23,25,26,32,35,46–49

Dolg and Cao developed a relativistic small core pseudopotential
for uranium constructed from Dirac–Coulomb–Breit (DCB)
orbitals, compared it to all-electron DKH calculations with
perturbative spin–orbit (+BP), and noted that the vertical exci-
tation energies agreed well with the values obtained at the all-
electron level, at far reduced computational cost.46 However,
since the chemical core is simplified and treated by a simple
function, part of the core-level description is lost and no
core-level properties (such as core-ionization energies) can be
calculated. The large and small component of the wave func-
tion can also be decoupled yielding two (or one) component
Hamiltonians for the purpose of reducing computational cost
relative to the full four-component calculation.22,23,25,28,29,33 The
eXact 2-Component relativistic Hamiltonian (X2C)50–52 has been
used by Réal et al. to calculate relativistic effects for uranyl
compounds and has resulted in similar effectiveness to Dirac–
Coulomb in the calculation of vertical excitation energies.25

Klooster et al.53 have reported calculations of X-ray photoelectron
spectra, including U5+ using the analogous normalized elimina-
tion of the small component (NESC) Hamiltonian. Calculations
on uranium compounds including scalar relativistic effects
through the Darwin and mass-velocity terms have also been
reported.29,31

Two isoelectronic homologues of uranyl have been synthe-
sized, OUN+ and UN2, and have been characterized using experi-
mental and theoretical methods.23,31,32,34,47,54 Both of these
molecules possess uranium in the +VI formal oxidation state
and, analogous to uranyl, have also been shown to have linear
structures.17,23,26,29,31,32,34,47,48,55,56 The geometries and valence
electronic spectra for these molecules have been determined
computationally. However, less is known about the core spectra
of these molecules from a theoretical standpoint.

Therefore, to classify and characterize these new molecules,
we have in the present work simulated the uranium L3 edge
XANES spectrum for UO2

2+, OUN+ and UN2 using restricted
excitation window (REW) TDDFT, the CPP method, as well as
STEX. We have also investigated the position of the uranium
L3 ionization threshold using both wave function and density
functional methods. The paper is outlined as follows: in Section 2
we present the theory behind the methods employed in this
work. In Section 3 we provide computational details and then, in
Section 4, present and discuss our results. In Section 5 we provide
conclusions and perspectives.

2 Theory
2.1 Core ionization

Koopmans’ theorem57 provides a reasonable estimate of
valence ionization energies, although it is based on the differ-
ence of Hartree–Fock energies between the ionized and the
parent state, using the orbitals of the parent state. There are
accordingly two major sources of error, that is, (i) lack of orbital
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relaxation of the core-ionized state and (ii) lack of electron
correlation:

IPi(M) = ! ei(M) + Drelax + Dcorr.

The relaxation contribution Drelax (!Drelax is denoted the contrac-
tion error by Koopmans57) will be negative since orbital relaxation
lowers the energy of the core-ionized state. The correlation con-
tribution Dcorr is, on the other hand, expected to be positive since
there is one more electron to correlate in the parent state (see for
instance ref. 58). In practice, for valence ionizations, the two
contributions are found to be of the same order of magnitude,
there by providing fortunate error cancellation, as illustrated for
the HOMO (1b1) ionization of the water molecule in Table 1. For
core ionizations, on the other hand, the Koopmans estimate is
known to be poor59 since the correlation contribution is typically
an order of magnitude smaller than the relaxation contribution,
as seen in Table 1 for the 1a1 (oxygen 1s) ionization energy.

In the present work the correlation contribution is calculated
by DMP2. The core-ionized state is first obtained by a Kramers
restricted average-of-configuration Hartree–Fock (HF) calculation62

starting from the orbitals of the parent state. Convergence is
straightforward and obtained by first reordering the orbitals such
that the target core orbital is in the position of the open shell and
then kept there by overlap selection. This method has been used
since the molecular DSCF calculations of Bagus and Schaefer,63,64

but has more recently been rediscovered under the name Maxi-
mum Overlap Method by Gill and co-workers.65 For the DMP2
calculation we have employed the RELCCSD module of DIRAC

66

which uses a Kramers unrestricted formalism67 and thereby allows
simple open-shell calculations. However, since the incoming mole-
cular orbitals are optimized under Kramers restriction, the recon-
structed Fock matrix for the core-ionized state is not diagonal and
will have a non-zero occupied-virtual (ov) block. We have therefore
extended the MP2 algorithm to handle this case. We start from the
electronic Hamiltonian normal-ordered with respect to the Fermi
vacuum defined by the current (Kramers restricted) orbital set

HN ¼
X

pq

f pq aypaq
n o

þ 1

4

X

pqrs

Vpr
qs aypa

y
rasaq

n o
; Vpr

qs ¼ pr k qsh i:

Following Lauderdale et al.,68 we then define the zeroth-order
Hamiltonian to be the diagonal blocks (oo and vv) of the Fock
matrix. Setting up perturbation theory in a coupled cluster (CC)
framework we subsequently derive the non-canonical MP2 energy

EncMP2 ¼
X

ai

f iat
að1Þ
i þ 1

4

X

ij

X

ab

Vij
abt

abð1Þ
ij : (1)

Here and in the following we employ indices i, j, k, l for occupied
orbitals, a, b, c, d for virtual orbitals and p, q, r, s for general
orbitals. The equations of the first-order CC amplitudes are

X

b

f ab t
bð1Þ
i !

X

j

t
að1Þ
j f ji ¼ !f

a
i

X

c

f bc t
acð1Þ
ij þ f ac t

bcð1Þ
ij

! "
!
X

k

f kj t
abð1Þ
ik þ f ki t

abð1Þ
jk

! "
¼ !Vab

ij :

Starting from these, one may show that the non-canonical MP2
energy is invariant under separate rotation of occupied and virtual
orbitals. The equation for the first-order T1-amplitudes may be
recognized as the Sylvester equation and can therefore be solved
in a direct fashion, but we have for convenience chosen to use
the existing iterative scheme in RELCCSD for the solution of the
amplitude equations.

2.2 Core excitation

In this work we are exploring three different methods for the
calculation of core excitation spectra: restricted excitation window
time-dependent density functional theory (REW-TDDFT), complex
polarization propagator (CPP) and the static exchange approxi-
mation (STEX). In this section we give a brief presentation and
comparison of these methods.

A common starting point for the three methods is the frequency-
dependent linear response function which in the exact state
formalism69–71

A;Bh ih io ¼ !
1

!h

X

m4 0

Am
&Bm

om ! o
þ Bm

&Am

om þ o

# $
(2)

involves an explicit sum over the excited states |mi of the zeroth-
order Hamiltonian. In the above expression !hom = Em ! E0 are
excitation energies with respect to the unperturbed ground state
|0i and Pm = hm|ĤP|0i, (P = A, B) the corresponding transition
moments with respect to property operator ĤP. In the present
work we restrict ourselves to the electric dipole approximation,
so that both property operators are limited to components of the
electric dipole operator, although the short wave length of X-ray
radiation may require the inclusion of terms beyond this approxi-
mation.72,73 It is clear from the above expression that a scan of
the linear response function through a frequency window will
display poles corresponding to excitations in the range allowed
by the property operators ĤA and ĤB and whose transition
moments can be extracted from the residues. The singularities
are unphysical, though, in that they correspond to infinitely long
lifetimes of the excited states. This feature may be amended by
the introduction of inverse lifetimes gm through the substitution
om - om ! igm in the above expression (2). The response
function then becomes generally complex, with the real part
corresponding to refractive properties such as polarizabilities
and the imaginary part associated with absorption processes.

Within the framework of Hartree–Fock and Kohn–Sham
methods we may employ an exponential parametrization of
orbitals (and thereby density and energy)

jiðkÞ ¼
X

a

ja exp½!k(ai; kpq ¼ !kqp&

Table 1 Valence and core ionization energies (in eV) of gaseous water
obtained using the dyall.ae3z basis set

Method 1b1
!1 1a1

!1

Exp.60,61 12.61 539.7
Koopmans 13.84 560.1
DHF 11.05 539.6
DMP2 12.75 540.5
Drelax !2.79 !20.5
Dcorr 1.70 0.9
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which allows for unconstrained optimization and straightforward
identification of redundancies.74–77 In the present case we restrict
ourselves to closed-shell references in which only rotations
between occupied and virtual orbitals, with amplitudes kai, are
non-redundant; all other amplitudes may therefore be set to zero.
At the SCF level of theory the frequency-dependent linear
response function may be formulated as

hhA;Biio = E[1]†
A XB(o),

where the vector XB(o) contains the first-order orbital rotation
amplitudes

XBðoÞ ¼
KðoÞ

K&ð!oÞ

" #

; KaiðoÞ ¼ kð1Þai ðoÞ:

It is a solution of the linear response equation

(E[2]
0 ! !hoS[2])XB(o) = !E[1]

B ,

where appears the property gradient

E
½1(
B ¼

g

g&

" #
; gai ¼ ! ja ĤB

%% %%ji

& '

as well as the generalized metric S[2] and the electronic Hessian
E[2]

0 , with structures

S½2( ¼
I 0

0 !I

" #
; E

½2(
0 ¼

A B

B& A&

" #
;

Aai;bj ¼
@2E0

@kai&@kbj

%%%%
j¼0

Bai;bj ¼
@2E0

@kai&@kbj&

%%%%
j¼0

:

(3)

Further discussion of the SCF linear response formalism can be for
instance be found in ref. 69, 78 and 79. Since the SCF linear
response function does not contain any sum over states, its
complex extension can not be obtained by the introduction
of state-specific inverse lifetimes gm. It is therefore common
practice to employ a single damping parameter g which can
be interpreted as an imaginary extension of the perturbing
frequency o-o + ig.36–41 A relativistic implementation of complex
response, including spin–orbit interaction, has been reported by
Devarajan et al.39 However, it is based on the zeroth order regular
approximation (ZORA), which may not be very accurate for core
excitations, as pointed out by the authors themselves. In the
present contribution we employ the complex response implemen-
tation of the DIRAC code,80 which can be used with the more accurate
4-component Dirac–Coulomb and eXact 2-Component (X2C)
Hamiltonians. Working within the electric dipole approximation
the isotropic oscillator strength f iso, including a Lorentzian
linewidth defined by the damping parameter g, is obtained
directly by a scan of the imaginary part of the isotropic electric
dipole polarizability aiso through the desired frequency window

f isoðoÞ ¼ 2mo
pe2

Im aisoðoþ igÞ
( )

:

Alternatively, excitation energies can be found by TDDFT
(or TDHF), that is, by solving the generalized eigenvalue problem

(E[2]
0 ! !homS[2])Xm = 0.

An inconvenience with this approach is that excitation energies
are typically found by a ‘‘bottom-up’’ approach, which becomes
highly impractical for core excitations. A solution is to restrict the
occupied orbitals entering the orbital rotation amplitudes {kai} to
the desired core orbitals. This is referred to as the ‘‘restricted
excitation window’’81 or ‘‘restricted channel’’82 approach. In the
present work we employ the relativistic adiabatic TDDFT imple-
mentation reported by Bast et al.,71 where restrictions are possi-
ble both on occupied and virtual orbitals, such that the extension
to REW-TDDFT is straightforward.

Transition moments are found by contracting the eigen-
vectors Xm with the corresponding property gradient

Pm = X†
m(o)E[1]

P .

The isotropic oscillator strength associated with excitation m is
then obtained as

f isom ¼ 2mom

3!he2

X

a¼x;y;z
mm;a
%% %%2: (4)

Cumulated isotropic oscillator strengths, including a Lorentzian
broadening DL, are then obtained as

f isoðoÞ ¼
X

m

f isom DL o;om; gð Þ;

DL o;om; gð Þ ¼ 1

gp
g2

o! omð Þ2 þ g2

" #

:

The resulting simulated spectra obtained by complex response
and REW-TDDFT are expected to be identical to the extent that
no other occupied orbitals are involved in the excitation pro-
cesses with the selected frequency window (channel coupling)
and to the extent that the REW-TDDFT calculation includes a
sufficient number of excitations to cover the frequency window.
In passing we note that upon a change of energy units the
Lorentz-broadened oscillator strengths are scaled down by the
same factor as the energy is scaled up, in order to conserve
the integrated oscillator strength.

A third method investigated in the present work is the static
exchange approximation (STEX). The name originated in the
context of early theoretical investigations of the scattering of
electrons by hydrogen atoms.83,84 The two-electron wave func-
tion of the system was expanded in products of hydrogen atom
orbitals and orbitals of the projectile electron.85 The static
exchange approximation was obtained by restricting the atomic
orbital in this expansion to the ground state 1s orbital of the
target hydrogen atom, thus neglecting polarization of the atomic
charge density during collision, yet retaining exchange effects,
shown by Morse and Allis in 1933 to have some importance
upon scattering with slow electrons.86 This is apparently the
first STEX calculation. A further development was the obser-
vation by Hunt and Goddard87 that the optimal virtual orbital
ja in the otherwise frozen N-electron singly-excited determinant
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Fa
i is obtained by diagonalization of the orbital-specific Fock

operator

F̂ ðN!iÞ ¼ ĥþ
XN

jai

Ĵ j ! K̂ j

* +

where Ĵj and K̂j are the usual Coulomb and exchange operators,
respectively. The diagonalization is carried out in the space
of virtual orbitals, thus keeping the occupied orbitals frozen.
The assumption that the other occupied orbitals are hardly
modified upon excitation is an instance of the STEX approxi-
mation, as pointed out by Langhoff.88–90 The so-called improved
virtual orbitals (IVO) generated in this manner contrasts with
the canonical virtual HF orbitals generated from the usual Fock
operator

F̂N = F̂(N!i) + ( Ĵi ! K̂i)

and which are more appropriate for the (N + 1)-electron system.
Not surprisingly then, the orbital-specific Fock operator F̂(N!i)

is also the conventional Fock operator for the (N ! 1)-electron
system obtained by removal of the occupied orbital ji from the
system. Based on the above observations, Ågren and co-workers42,43

proposed to extend the IVO approach to core excitations and
notably to build the STEX operator F̂(N!i) using the occupied
orbitals of the corresponding core-ionized system, thus capturing
orbital relaxation essentially missing in TD-DFT/HF. Transition
moments are calculated between the parent ground state and the
core excited states, the latter built from the core-ionized orbitals.
Since two non-orthogonal orbital sets are used, special techni-
ques, such as a cofactor expansion,91 must be used. In the present
work we are using the 4-component relativistic STEX implementa-
tion of Ekström et al.92

The core excitation energies obtained by a STEX calculation
can be reproduced by a REW-TDHF calculation using the orbitals
of the core-ionized system and invoking the Tamm–Dancoff
approximation (TDA), that is, setting B = 0 in the electronic
Hessian (3). If excitations are restricted to a single (core) orbital
ji the elements of the remaining A block can be expressed as

Aai,bi = h ~Fa
i |ĤN| ~Fb

i i ! dabh ~F0|ĤN| ~F0i = F̃N
ab ! dabF̃N

ii ! hã~ıJb̃~ıi

= F̃N!i
ab ! dabF̃N!i

ii ,

In the above expression we employ the tilde symbol to indicate
quantities calculated in the orbitals of the core-ionized system.
Upon diagonalization of the A block, we obtain the eigenvalues
of the orbital-specific Fock operator F̂(N!i), shifted by F̃N!i

ii , which
can be recognized as the negative of the core ionization energy,
calculated in the frozen orbitals of the core-ionized system,
contrary to Koopmans’ theorem, who uses the frozen orbitals of
the parent system. It is corrected by rather using the ionization
energy obtained by DSCF.

2.3 Projection analysis

In order to elucidate the electronic structure of the title species
as well as to assign the simulated core excitation spectra we
have performed projection analysis.93 This method is akin to
Mulliken population analysis, but the strong basis-set dependence

of the latter method is avoided by expanding molecular
orbitals in pre-calculated orbitals of the atoms constituting
the molecule

cij i ¼
X

Aj

cA
j

%%%
E
cAji þ cpol

i

%%%
E
; (5)

where indices A and j refer to atoms and atomic orbitals (AOs),
respectively. Charges and populations of atoms in the molecule
are subsequently calculated in analogous manner to Mulliken
population analysis, but starting from molecular orbitals given
as linear combinations of true and well-defined atomic orbitals,
rather than in terms of atom-centered basis functions. The atoms
are calculated in their proper basis and by default in their ground
state configuration, either by average-of-configuration at the HF
level or by using fractional occupation at the DFT level. In order to
make the projection analysis chemically meaningful, the expan-
sion in eqn (5) is normally limited to AOs occupied in the atomic
ground state configuration. However, for the assignment of the
calculated core excitation spectra these orbitals, in the case of
uranium, were supplemented by selected improved virtual orbitals,
as discussed in Section 4.3. In either case, the selected set of AOs
is not guaranteed to fully span a given molecular orbital. The
orthogonal complement |cpol

i i, which we denote the polarization
contribution, can be eliminated using the Intrinsic Atomic Orbital
scheme of Knizia.94

3 Computational details
Reference geometries were optimized at the scalar-relativistic
CCSD(T) level using the MOLPRO 0995 package and numerical
gradients. For uranium we employed a relativistic small core
potential (ECP60MDF) with a (14s13p10d8f6g)/[6s6p5d4f3g]
quadruple zeta level valence ANO basis set developed by Dolg
and Cao,46 and the (11s6p3d2f)/[5s4p3d2f] aug-cc-pVTZ basis
sets96,97 for oxygen and nitrogen.

All other calculations were carried out with the DIRAC code98

and are, unless otherwise stated, based on the 4-component
Dirac–Coulomb Hamiltonian using the simple Coulombic
correction99 to avoid the explicit calculation of two-electron
integrals involving the small components only. For uranium
we employed the dyall.v3z basis set100 (large component
33s29p20d13f4g2h) and for oxygen and nitrogen the cc-pVTZ
basis set96 (large components 10s5p2d1f). For MP2 calculations
we switched to the slightly larger dyall.ae3z basis (large compo-
nent 33s29p20d13f7g3h) for uranium. All basis sets were uncon-
tracted and the small components generated by restricted kinetic
balance. A finite nucleus model in the form of a Gaussian charge
distribution was employed.101

Uranium 2p ionization energies were calculated by DSCF
calculations,59 both at the Kramers-restricted Hartree–Fock and
Kohn–Sham level, the latter using the BLYP,102–104 B3LYP,105,106

PBE,107 PBE0108 and CAM-B3LYP109 functionals. Convergence of
the core excited states was straightforward using initial reordering
of orbitals followed by selection of orbitals based on overlap with
starting orbitals during the SCF cycles.
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The uranium L3 edge XANES spectrum of the selected mole-
cules was simulated by REW-TDDFT, CPP and STEX calculations,
the former two using the CAM-B3LYP109 functional. Transition
moments have been calculated within the electric dipole approxi-
mation, more specifically in the length gauge, that is, as integrals
over the electric dipole operator. The nature of the excitations
was determined from the excitation amplitudes combined with
Mulliken and projection analysis93 of the involved molecular
orbitals. In the REW-TDDFT and STEX calculations finite linewidths
of the individual peaks were introduced by Lorentzian functions of
half-width at half-maximum (HWHM) g = 0.0367 Eh (B1 eV).
The same value of g was taken as damping parameter in the
CPP calculations.

4 Results and discussions
4.1 Molecular and electronic structures

Prior to the calculation of core ionization and excitation energies
we optimized the geometries of the title species and investigated
their electronic structures by projection analysis.93 In Table 2 we
report our calculated bond lengths for the isoelectronic series
together with selected literature values. Wei et al.23 reported bond
lengths for NUO+ and UN2 calculated at the CCSD(T) level using the
aug-cc-pVTZ basis set96 for the ligands. For uranium the authors
employed the relativistic small core potential ECP60MWB with the
accompanying (12s11p10d8f)/[8s7p6d4f] valence basis, although it
was developed for SCF calculations.49 Jackson et al.26 reported bond
distances for UO2

2+ with the same computational setup, except that
they added two g functions to the valence basis. Switching to the
larger segmented valence basis set (14s13p10d8f6g)/[10s9p5d4f3g]
developed by Cao and co-workers110,111 and further augmentation
by h and i functions was found to have only a small effect on
calculated bond lengths. More recently, Tu et al. reported bond
lengths for the entire isoelectronic series with basically the same
computational setup.55 They reproduce the uranyl bond length
reported by Jackson et al.,26 and get slightly shorter bond distances
than reported by Wei et al.23 for the other species. We have opti-
mized bond lengths for the isoelectronic species using the more
recent ECP60MDF core potential with the accompanying valence
basis46 and interestingly get somewhat longer bond lengths, closer
to those reported by Gagliardi and Roos48 at the CASPT2 level with
ANO basis sets. Particularly noteworthy is that the U–N bond in the
nitridooxouranium cation is shorter than the U–O bond, although
experiment suggest that that the former is weaker than the latter
(bond dissociation energies BDE[OU+–N] = 4.44 ) 1.27 eV vs.
BDE[NU+–O] = 7.66 ) 1.70 eV).31

We have also investigated the electronic structure of the title
compounds by projection analysis93 at the HF level using the

pre-calculated atomic orbitals occupied in the electronic ground
state of the constituent atoms. Polarization contributions have
been eliminated by polarizing the atomic orbitals in the molecule
according to the Intrinsic Atomic Orbital scheme of Knizia,94

yet conserving overlap between atomic orbitals on different
centers. The charge and electronic configuration of uranium
in the three molecules are given in Table 3. Concerning the
electronic configurations, one in particular notes the 6p-hole,112

primarily arising from overlap between the 6p3/2 orbital with the
ligands, and which is basically identical for the three species.
The calculated atomic charges, which do not suffer from the
strong basis set dependence of Mulliken charges, are far
from the formal oxidation state +VI of uranium in these mole-
cules, in agreement with previous theoretical and experimental
studies.113 The uranium charge furthermore reduces according
to the total molecular charge, as expected. The ligand charge
is !0.42e and in !0.73e in UO2

2+ and UN2, respectively. In
NUO+ the charge on oxygen and nitrogen is !0.63e and !0.49e,
respectively. The calculated dipole moment of NUO+ is!1.43 D,
when the uranium atom is placed at the origin with the
nitrogen atom along the positive axis. Interestingly, for certain
initial start guesses the HF SCF procedure converges to a
solution 0.2 Eh higher in energy and with atomic charges very
slightly modified (QU = +2.16e, QO = !0.70e, QN = !0.45e), but
enough to switch the sign of the calculated dipole moment
(+1.55 D).

Canonical orbitals are quite suitable for the description of
electron detachment and excitation processes, such as XPS and
XAS, respectively. However, in order to ‘‘see’’ chemical bonds
one needs to rotate the occupied molecular orbitals to form
localized ones,114,115 although there is no unique localization
criterion. In Table 4 we present a projection analysis of bonding
orbitals obtained by Pipek–Mezey localization.116 The bonding
orbitals are identified as localized molecular orbitals with
significant contributions from both the uranium center and a
(single) ligand. Approximate orbital eigenvalues have been
calculated as expectation values of the converged Fock operator.
For each ligand we find three such bonding orbitals, of which
two are almost degenerate and with o = 1/2 and 3/2, respec-
tively. Based on our analysis we conclude that each ligand is
bound to the central uranium atom by triple (s,p) bonds, where
the p bond has been split by spin–orbit interaction into p1/2

and p3/2, and where the metal center contributes df hybrid
atomic orbitals.

4.2 Uranium 2p binding energy

In Table 5 we report relaxation Drelax and correlation Dcorr

contributions to the uranium 2p ionization energies of the

Table 2 Calculated bond lengths (in Å) for the title species

Bond CCSD(T) CCSD(T) CCSD(T)55 CASPT248 PBE34

UO2
2+ U–O 1.704 1.689826 1.689 1.705

OUN+ U–O 1.748 1.74323 1.731 1.746 1.761
U–N 1.696 1.70323 1.681 1.695 1.698

UN2 U–N 1.736 1.74323 1.731 1.735 1.739

Table 3 Charge and electronic configuration of uranium in the title
compounds obtained by projection analysis at the HF level

Molecule QU Atomic configuration

UO2
2+ +2.84 5f2.266p5.676d1.207s0.04

NUO+ +2.12 5f2.526p5.676d1.607s0.10

UN2 +1.45 5f2.686p5.666d2.017s0.23
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title species, for uranium using the dyall.ae3z basis set which
include correlation functions for all occupied orbitals. The
calculations are based on the default Hamiltonian of the DIRAC

package, that is, the 4-component relativistic Dirac–Coulomb
Hamiltonian with a simple Coulomb correction,99 thus avoiding
the calculations of two-electron integrals (SS|SS) containing small
component basis functions only. At the HF level the uranium 2p
orbitals are split by 3838 eV due to spin–orbit interaction, and the
2p3/2 orbital further split by a mere 0.3 eV due to the molecular
field. As illustrated by Fig. 1, the DHF uranium 2p binding
energies are a linear function, all with slope 13.4 eV e!1, of the
atomic charges reported in Table 3, thus demonstrating the
chemical shift of X-ray photoelectron spectroscopy117,118 as well
as the usefulness of the atomic charges obtained from projec-
tion analysis.

We have defined Dcorr as the difference between the ioniza-
tion energy (IP) obtained at the DMP2 and DHF level, that is,

Dcorr = IP(DMP2) ! IP(DHF),

but it should be emphasized that due to the non-canonical
nature of the orbitals of the core-ionized states, there will be
non-zero T1 contributions to the MP2 energy, that are more
properly associated with relaxation (see eqn (1)). However,
these contributions are negligible in the calculations reported
in Table 5, as will be discussed and demonstrated below.
Table 5 shows that the correlation contribution Dcorr is an
order of magnitude smaller than the relaxation contribution
Drelax and that the Koopmans estimate gives errors on the order
of 75 eV. What is striking, though, is that the correlation
contribution has the same sign as the relaxation contribution,

that is, it is negative. If we consider the canonical MP2 energy
expression

EMP2 ¼
X

io j

eij ; eij ¼
X

ao b

ij k abh ij j2

ei þ ej ! ea ! eb
;

Table 4 Projection analysis of Pipek–Mezey localized bonding orbitals in the title compounds at the HF level. hei refers to the expectation value (in Eh) of
the converged Fock operator. X refers to the ligand

o hei U6p3/2 U5f5/2 U5f7/2 U6d3/2 U6d5/2 U7s1/2 X X2s1/2 X2p1/2 X2p3/2

UO2
2+ 1/2 !1.487 0.09 0.19 0.18 0.08 0.08 0.00 O 0.10 0.34 0.88

1/2 !1.078 0.00 0.10 0.12 0.12 0.09 0.00 O 0.00 1.09 0.43
3/2 !1.075 0.00 0.07 0.16 0.05 0.16 0.00 O 0.00 0.00 1.52

NUO+ 1/2 !1.147 0.06 0.13 0.12 0.09 0.08 0.00 O 0.12 0.35 0.98
1/2 !0.790 0.00 0.08 0.10 0.11 0.09 0.00 O 0.00 1.16 0.43
3/2 !0.787 0.00 0.06 0.13 0.04 0.16 0.00 O 0.00 0.00 1.59
1/2 !1.146 0.19 0.28 0.20 0.11 0.07 0.01 N 0.02 0.23 0.76
1/2 !0.689 0.01 0.13 0.19 0.20 0.17 0.00 N 0.00 0.94 0.31
3/2 !0.683 0.01 0.12 0.23 0.09 0.28 0.00 N 0.00 0.00 1.24

UN2 1/2 !0.826 0.16 0.19 0.16 0.10 0.09 0.03 O 0.03 0.31 0.81
1/2 !0.427 0.00 0.12 0.14 0.21 0.16 0.00 O 0.00 0.96 0.38
3/2 !0.425 0.00 0.09 0.19 0.08 0.28 0.00 O 0.00 0.00 1.33

Table 5 Ionization energies (in eV) obtained with dyall.ae3z basis set for uranium

Method

UO2
2+ OUN+ UN2

2p1/2,1/2
!1 2p3/2,1/2

!1 2p3/2,3/2
!1 2p1/2,1/2

!1 2p3/2,1/2
!1 2p3/2,3/2

!1 2p1/2,1/2
!1 2p3/2,1/2

!1 2p3/2,3/2
!1

Koopmans 21165.33 17321.80 17321.74 21155.86 17312.25 17312.32 21147.87 17304.32 17304.24
DHF 21094.94 17257.20 17257.31 21084.79 17247.02 17247.14 21076.27 17238.48 17238.61
DMP2 21089.94 17251.82 17251.55 21079.99 17241.85 17241.60 21069.13 17231.16 17230.89
Drelax !70.40 !64.60 !64.43 !71.07 !65.23 !65.18 !71.61 !65.84 !65.63
Dcorr !5.00 !5.38 !5.76 !4.80 !5.17 !5.54 !7.14 !7.32 !7.72

Fig. 1 Shifted DHF uranium 2p ionization energies of the title species (in eV)
as a function of the uranium charge (in a.u.) from projection analysis.
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with No occupied and Nv virtual orbitals for the parent state, then
the core-ionized state has (No ! 1) fewer pair energies eij, all of
them negative in the parent state. In addition, the remaining pair
energies has Nv new contributions containing the now virtual
core orbital, such that denominators may be zero or even
positive. Indelicato and co-workers,119–121 in the framework of
many-body perturbation theory, makes a distinction between
contributions to the ionization energy for which |ei + ej| 4 |eh|,
where eh is the energy of the virtual core orbital, say b, and
contributions for which |ei + ej| o |eh| and refer to them as core–
core and Auger effects, respectively. Core–core contributions only
occur if there are core orbitals lower in energy than the ionized
one. The denominator is generally negative, but may change sign
if the second virtual orbital, say a is bound, which are precisely
the orbitals associated with pre-edge structure in X-ray absorp-
tion spectroscopy. The denominator of Auger effect contribu-
tions, on the other hand, starts off positive with increasing energy
of the second virtual orbital, but eventually become negative for
sufficiently high-lying virtuals. Such contributions were observed
by Nooijen and Bartlett122 to lead to convergence problems in
coupled-cluster calculations of core-ionized states and were there-
fore ignored. In the present non-canonical MP2 calculations we
do not make a distinction between Auger and core–core con-
tributions, but simply monitor contributions to the pair correla-
tion energy of positive sign. For the 1a1 ionization energy of water
the total contribution is quite small (0.13 eV), whereas we obtain
3.43 eV for the uranium 2p3/2,3/2 ionization of uranyl.

The above discussion confirms the expectation that the corre-
lation contribution should be positive. However, a negative con-
tribution, arising from a strong coupling of correlation and
relaxation, can not be excluded. To investigate this, we carried
out non-canonical MP2 calculations on core-ionized uranyl as well
as water using the molecular orbitals of the parent state. The
results are shown in Table 6. Using the orbitals of the parent state
(denoted ‘‘frozen’’ in the table) the relaxation contribution Drelax is

by definition zero, to within numerical noise. The correlation
contribution Dcorr, on the other hand, becomes negative for both
water and uranyl. However, when decomposing Dcorr further into
T1 and T2 contributions, according to the non-canonical MP2
expression of eqn (1), one observes that the T1-contribution, which
can be associated with relaxation, is completely dominating.
For water the T2-contribution Dcorr(T2) remains positive and is
basically the same as when using relaxed orbitals. For uranyl,
on the other hand, the T2-contribution using frozen orbitals is
positive, leading us to conclude that the negative correlation
contribution obtained with the relaxed orbitals is indeed due to
a strong coupling of correlation and relaxation.

We now turn to the effect of extensions to the default
Hamiltonian of the DIRAC package. In Table 7 we report the effect
of explicit inclusion of the (SS|SS) class of integrals (DDDOSSSS).
Although the effect is sizable, causing a reduction of binding
energies on the order of 18 and 6 eV for uranium 2p1/2 and 2p3/2

orbitals, respectively, it is constant for all three isoelectronic
species, and thus does not contribute to the chemical shift. Even
more important is the effect of the inclusion of the Gaunt two-
electron interaction, but again the chemical shift is not affected,
and so we have ignored these both (SS|SS) integrals and the
Gaunt term in the subsequent calculations. In passing we note
that the Gaunt term reduces the spin–orbit splitting of the
uranium 2p manifold by about 40 eV, which makes sense, since
the Gaunt term contains the spin-other-orbit interaction.45

We have also investigated the performance of a selection of
DFT functionals for the calculation of uranium 2p binding
energies of the title species. These are reported in Table 7 relative
to the HF binding energies. To the extent that the difference
between HF and DFT binding energies can be interpreted as pure
correlation contributions, we note that these are significantly
larger in magnitude than the correlation contributions extracted
from the DMP2 calculations. It should be noted that the core-
ionized species have been calculated under Kramers restriction
such that spin polarization, which is expected to reduce ioniza-
tion energies, is missing. The GGA functionals PBE and BLYP
reduce both uranium 2p1/2 and 2p3/2 binding energies, whereas
the global hybrid functionals PBE0 and B3LYP, as well as
the long-range corrected hybrid CAMB3LYP, decrease the 2p3/2

binding energies and increase the 2p1/2 ones. No DFT functional
has a performance similar to MP2.

No experimental uranium L2 or L3 binding energies are
available for the title species. The 2p1/2 and 2p3/2 binding energies

Table 6 Relaxation and correlation contributions (in eV) to core ioniza-
tion energies of water and uranyl. See text for further details

Molecule IP Orbital set Drelax Dcorr Dcorr(T1) Dcorr(T2)

H2O 1a1 Relaxed !20.51 0.92 !0.17 1.08
Frozen 0.00 !34.58 !35.50 0.92

UO2
2+ 2p3/2,3/2 Relaxed !64.54 !5.17 !0.28 !4.89

Frozen 0.06 !103.91 !106.08 2.17

Table 7 Ionization energies (in eV) obtained using the dyall.v3z basis set for uranium

Method

UO2
2+ OUN+ UN2

2p1/2,1/2
!1 2p3/2,1/2

!1 2p3/2,3/2
!1 2p1/2,1/2

!1 2p3/2,1/2
!1 2p3/2,3/2

!1 2p1/2,1/2
!1 2p3/2,1/2

!1 2p3/2,3/2
!1

DHF 21095.41 17257.59 17257.71 21085.26 17247.41 17247.54 21076.74 17238.87 17239.01
DDDOSSSS !18.01 !5.86 !5.86 !18.00 !5.85 !5.86 !18.01 !5.86 !5.86
DDGaunt !108.73 !68.90 !68.90 !108.73 !68.91 !68.90 !108.74 !68.91 !68.91
DDPBE !14.41 !59.09 !59.02 !13.90 !58.58 !58.50 !13.53 !58.21 !58.13
DDBLYP !11.35 !57.03 !56.96 !10.84 !56.51 !56.44 !10.46 !56.12 !56.05
DDPBE0 23.49 !15.91 !15.86 23.83 !15.57 !15.52 24.05 !15.35 !15.29
DDB3LYP 17.89 !22.98 !22.92 18.25 !22.61 !22.55 18.52 !22.34 !22.28
DDCAMB3LYP 18.82 !22.67 !22.62 19.14 !22.35 !22.29 19.37 !22.12 !22.06
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of metallic uranium are 20 948 and 17 166 eV, respectively,
relative to the Fermi level.123 If we add the (SS|SS) and Gaunt
contributions as corrections, then the MP2 ionization energies
for UN2, in which uranium has the smallest charge, agree to
within 10 eV with the cited experimental numbers. If we instead
linearly extrapolate the MP2 ionization energies to zero uranium
nuclear charge at the HF level and add the cited corrections, we
underestimate the experimental numbers by about 30 eV.

4.3 Uranium L3 edge XANES spectra

In this section we present and analyze simulated uranium L3

edge XANES spectra of the title species. A good discussion of the
electronic structure of actinyls has been given by Denning.124

Here focus will be on the bound virtual orbitals. We start by
considering the calculated uranium L3 edge XANES spectrum for
uranyl obtained by the STEX method. In Fig. 2 we compare the
spectra obtained with three different basis sets. These are local
Gaussian basis sets which are not appropriate for the description
of continuum states,125 as can be seen from the lack of any
convergence of the spectra with respect to basis sets beyond the
L3 edge. Such artifacts have been observed previously, and it was
suggested by Ekström and Norman that the meaningful energy
range of a simulated spectrum in a local basis can be ascertained
by exponent scaling.126 In the present case, a zoom into the pre-
edge region of the spectrum, as shown in Fig. 3 suggests that the
spectrum is not fully converged for quasi-bound states in the
vicinity of the ionization threshold. Convergence in this region
would probably require a rather extensive set of diffuse func-
tions. In the following we shall therefore focus on the first three
peaks of the spectrum.

We shall also compare the performance of the three different
methods discussed in Section 2.2. We start by demonstrating
numerically that the STEX excitation energies can be obtained by
using a REW-TDHF calculation within the Tamm–Dancoff approxi-
mation and using the orbitals of the core-ionized state. In Fig. 4
the uranium L3 edge XANES spectrum for uranyl calculated by
the two methods is displayed. As discussed in Section 2.2 both

the STEX and the TDHF/TDA excitation energies have been
corrected as

!hom - !hom + E0 ! Ẽ0

where E0 and Ẽ0 are the energies of the parent state calculated
in the parent and core-ionized orbitals, respectively. The same
correction is applied to the oscillator strengths, eqn (4). The
excitation energies are indeed seen to match perfectly, whereas
the REW-TDHF/TDA Lorentz-broadened oscillator strengths are
systematically smaller than the STEX ones.

A direct comparison of STEX on the one hand and CPP and
REW-TDDFT on the other hand is complicated by the fact that
the latter spectra are significantly shifted with respect to the
experimental L3 edge due to the combined effect of missing
orbital relaxation and self-interaction errors.127 In order to align

Fig. 2 UO2
2+ uranium L3 edge XANES spectra simulated by STEX using

different basis sets and a Lorentzian broadening of B1 eV. The vertical line
indicates the ionization threshold obtained at the DHF level (the value
changes less than 0.1 eV with the indicated basis sets).

Fig. 3 UO2
2+ uranium L3 edge XANES spectra simulated by STEX using

different basis sets and a Lorentzian broadening of B1 eV: zoom of the
pre-edge region.

Fig. 4 Comparison of UO2
2+ uranium L3 edge XANES spectra obtained by

STEX and REW-TDHF, in both cases adding a Lorentzian broadening of B1 eV.
The REW-TDHF calculations has been carried out within the Tamm–Dancoff
approximation and using the orbitals of the core-ionized state. The vertical
line indicates the ionization threshold obtained at the DHF level. The
REW-TDHF and STEX excitation energies are both corrected by the
difference between the ground state energy calculated in ground state
and core-ionized orbitals.
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the spectra we have therefore considered the position of the
L3 ionization threshold within a linear response regime. We
may consider the process of ionization as an extreme case of a
charge-transfer excitation in which the separation between
donor and acceptor tends towards infinity. Following the argu-
ments of Dreuw et al.,128 it then becomes clear that the excitation
energy reduces, for any DFT functional, to the energy difference
between the acceptor and donor orbital. Since this excitation
energy is also equal to the difference between the ionization
potential of the donor and the electron affinity of the acceptor
we are led to the conclusion that within TDDFT (and TDHF) the
ionization threshold is de facto given by Koopmans’ theorem, that
is, as the negative of the donor orbital. We have tested this
conclusion numerically by forcing an excitation from the selected
core orbital to a remote tight ghost function placed 100 a0 away
from the uranium atom along the molecular axis and then
subtracting the ghost orbital eigenvalue from the resulting excita-
tion energy. The results are given in Table 8 and clearly confirms
the validity of our conclusion. On the other hand, it should be
emphasized that the meaning of orbital eigenvalues is different in
Hartree–Fock and exact Kohn–Sham theory.129–131

As a consequence we have shifted the excitation energies
obtained with CPP and REW-TDDFT according to

!hom - !hom + IPi(DHF) + eKS
i (6)

From Fig. 5–7 it is seen that these shifts, on the order of
150 eV, clearly bring the CPP and REW-TDDFT spectra into the

same energy region as the STEX one. The CPP and REW-TDDFT
spectra agree perfectly, as they should (cf. Section 2.2); the slight
deviation observed towards higher photon energies in Fig. 6 is
simply due to an insufficient number of excitations calculated at
the REW-TDDFT level. For uranyl the CPP and REW-TDDFT
spectra are seen to match the STEX one very well, but the
agreement deteriorates as the molecular charge is reduced along
the isoelectronic series. For OUN+ we note in particular new
pre-edge features with respect to STEX. It should be pointed
out, however, that the uranium 2p3/2 natural width is 7.43 eV,132

although the experimental energy resolution can be reduced down
to about 4 eV using partial fluorescence yield techniques.10,133

This still means that the above-mentioned pre-edge structures
of the theoretical spectrum can not be resolved by present-day
experiment.

Amongst the three methods STEX offers perhaps the
most straightforward assignment of spectra. This is because
XANES spectroscopy, in an orbital picture, probes bound virtual

Table 8 Estimated ionization potential of uranium 2p3/2 orbital (in eV)
based on excitation to a tight ghost function placed 100 a0 away from
uranium, compared to the negative orbital energy !e2p3/2

(averaged over
the mj components). All results have been obtained with the CAMB3LYP
functional

Molecule Estimated IP (U2p3/2) in eV !e2p3/2
(eV)

UO2
2+ 17104.31 17104.41

OUN+ 17095.03 17095.13
UN2 17087.25 17087.34

Fig. 5 UO2
2+ uranium L3 edge XANES spectra simulated by STEX,

CPP(CAM-B3LYP) and REW-TDDFT(CAM-B3LYP), including a Lorentzian
broadening of B1 eV. The two latter spectra have been shifted by 152.63 eV
according to (6).

Fig. 6 OUN+ uranium L3 edge XANES spectra simulated by STEX,
CPP(CAM-B3LYP) and REW-TDDFT(CAM-B3LYP), including a Lorentzian
broadening of B1 eV. The two latter spectra have been shifted by 151.73 eV
according to (6).

Fig. 7 UN2 uranium L3 edge XANES spectra simulated by STEX, CPP(CAM-
B3LYP) and REW-TDDFT(CAM-B3LYP), including a Lorentzian broadening
of B1 eV. The two latter spectra have been shifted by 150.98 eV according
to (6).
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orbitals which, as discussed in Section 2.2, have been optimized
by calculating the core-ionized state. As an illustration we may
note that in the dyall.v3z basis a HF calculation on the uranyl
ground state gives 41 bound also virtual orbitals (Kramers pairs)
whereas for OUN+ this number is reduced to 15 and for UN2

there are none. In contrast, the corresponding numbers for the
uranium 2p3/2-ionized state are 46, 35 and 15, respectively. We
have been able to carry out a detailed assignment of the STEX
uranium L3 XANES spectra using projection analysis.93 For the
ligands we have used the ground state orbitals. For uranium the
ground state occupied orbitals were supplemented by the bound
improved virtual orbitals generated by freezing the ground state
orbitals and then recalculating the virtual orbitals for the
2p3/2-ionized state. The first peak of the uranyl STEX spectrum
(cf. Fig. 5) is thereby found to be dominated by excitations to
uranium 6d orbitals, but also virtual orbitals of uranium 7s
character. These virtual orbitals have essentially no ligand
character. The second peak is assigned as excitations to virtual
orbitals dominated by uranium 6d, but about 25% ligand
character. The third and final peak before the ionization thres-
hold is dominated by excitations to uranium 7d orbitals. Moving
to OUN+ the molecular charge is reduced by one unit and the
number of peaks before the ionization threshold to two; both are
dominated by excitations to uranium 6d orbitals, but the second
peak also has some ligand character (23% nitrogen and 6%
oxygen). Finally, for neutral UN2 there is a single peak before the
ionization threshold dominated by excitations to uranium 6d
and with no ligand character. The same assignment basically
carries over to the CPP and REW-TDDFT spectra, but with less
precision since the virtual orbitals are less optimal. The extra
features of the second peak of the OUN+ spectrum (cf. Fig. 6)
appears to be due to a larger splitting of the o = 3/2 and o = 5/2
components of the uranium 6d5/2 orbitals.

5 Conclusions and perspectives
In the present work we have studied the processes of ionization
and excitation out of the uranium 2p3/2 orbital in the isoelectronic
species UO2

2+, OUN+ and UN2 at the 4-component relativistic level.
Molecular geometries were reoptimized at the CCSD(T) level using
small-core scalar relativistic pseudopotentials and correlation-
consistent basis sets, and the electronic structure studied by pro-
jection analysis in localized orbitals. Using the extracted uranium
atomic charges we find a perfectly linear chemical shift of uranium
2p3/2 ionization energies obtained by DHF. We confirm the failure
of Koopmans’ theorem for core ionization due to the dominance
of relaxation contributions over correlation ones. More unexpected
is that the correlation contribution Dcorr is negative for all three
species, meaning that the parent state has less correlation energy
than the core-ionized state. Our analysis suggests that this is due to
a strong coupling of relaxation and correlation. Uranium 2p3/2

ionization energies calculated by DSCF using different DFT func-
tionals do not agree very well with our DMP2 values, but this
situation might improve by the introduction of spin polarization in
a Kramers unrestricted formalism.

To describe core excitations we have investigated three methods
and shown how they are related. In particular, we show how
STEX excitation energies, but not intensities, can be reproduced
by TDHF calculations within the Tamm–Dancoff approximation.
We also show that for the same Lorentz broadening REW-TDDFT
and CPP give identical spectra. The CPP method has a certain
ease of application in that the spectrum is directly simulated by
scanning the desired frequency region, without any worry about
the appropriate number of excitations to include. On the other
hand, CPP lacks some flexibility in that spectra are only simu-
lated for one specific damping parameter and would therefore
have to be recalculated if another value was chosen. Although
Koopmans’ theorem fails for core excitations, it is the correct
approximation of ionization potentials in the linear response
regime, and this observation has allowed us to introduce shifts
(cf. eqn (6)), on the order of 150 eV, to align REW-TDDFT and
CPP uranium L3 XANES spectra with the STEX ones. Since orbital
relaxation dominates over electron correlation for core excita-
tions, the ionization threshold of STEX spectra are in the vicinity
of experimental ones. The interpretation of STEX spectra is
furthermore more straightforward in that the virtual orbitals
of the core-ionized state are optimal. We accordingly obtain
a detailed assignment of our calculated STEX spectra using
projection analysis, notably with improved virtual orbitals of
the uranium atom. On the other hand, it has been claimed (see
for instance ref. 134) that REW-TDDFT (and thus CPP) gives
better relative peak positions and intensities than STEX com-
pared to experiment due to the inclusion of electron correla-
tion. In the present work no direct comparison with experiment
was made. In future work we plan to address this issue in detail.
It should also be pointed out that the molecules in the present
study are closed shell in their parent state, which is rather the
exception in the domain of f-elements. As pointed out by
Roemelt et al.,135 TDDFT (and therefore also CPP and STEX)
has simply not enough parameters to handle the general open-
shell case. A challenge for the future is therefore to develop
cost-effective methods for the simulation of X-ray spectra of
actinide species.
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M. Schütz, P. Celani, T. Korona, A. Mitrushenkov,
G. Rauhut, T. B. Adler, R. D. Amos, A. Bernhardsson,
A. Berning, D. L. Cooper, M. J. O. Deegan, A. J. Dobbyn,
F. Eckert, E. Goll, C. Hampel, G. Hetzer, T. Hrenar, G. Knizia,
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5. Molecular Properties with ab-initio
Relativistic Methods

In a review article entitled ‘Ab Initio Calculation of Molecular Properties’ [40] Werner
Kutzelnigg commented that:

“Although quantum chemists have spent most of their effort on the construction of
wave functions and energies, the final aim of a quantum-chemical calculation is often
neither the wave function nor the energy, but rather some physical property, or to phrase
it more physically, the response of a system to an external perturbation, e.g. to a mag-
netic or an electric field or the combination of various fields.”

The motivation of studying molecular properties in a relativistic framework is not very
much different from a non-relativistic framework. The major difference between those
two domains lies in the molecular Hamiltonian and nature of the interaction between
the system and the field. The definition of a property operator may differ depending
upon that. Notably, magnetic interaction is often envisaged as a pure relativistic phe-
nomena, and the non-relativistic treatment of it is somewhat ad-hoc [58]. In the first
section of this chapter we will describe briefly the nature of the Hamiltonian in presence
of fields and how various terms enter the Hamiltonian due to that. I will separate out
the contribution of spin-dependent terms from scalar relativity in that section. Then the
role of Spin Orbit Coupling (SOC) in molecular properties will be theoretically analyzed
in section 5.2. For the calculation of properties one needs an accurate wave function
or density. Remarkable developments of the wave function methodologies, as described
in the first half of the thesis, can be utilized by defining a suitable framework for the
molecular property calculation. We will discuss the framework, by which this connection
can be established in section 5.4. The accuracy of a calculated molecular property is
directly related to the correctness of a wave function. Coupled Cluster (CC) theory is
unequivocally considered as one of the most accurate methods for the single reference
problems. We will discuss in section 6.3 how one can calculate time-independent molec-
ular properties using the relativistic CC method. The formulation we have used in that
section is largely motivated from the non-relativistic theories. However, due to the very
nature of the Dirac equation there are some differences namely in the symmetry struc-
ture, nature of the orbital relaxation etc., they will be amply clarified in that chapter.
This method has been implemented in the DIRAC [1] quantum chemistry package. The
principle of this implementation and some theoretical background of symmetry aspects
will be provided in chapter 6. I will discuss all the pertinent details of this implementa-
tion also in section 6.3. Finally, in the same section 6.3, I will show applications of the
present method. Our section 6.3 is the manuscript of an article.
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5. Molecular Properties with ab-initio Relativistic Methods

5.1. Molecule Under External field

In the realm of molecular properties a molecule and the interaction of it with the field is
treated quantum mechanically, but the electromagnetic field itself is treated classically
i.e, by Maxwell equations. The field enters the molecular Hamiltonian by the so-called
“minimal substitution” [25]:

~p→ ~p+ e ~A = ~π (5.1)

E → E + eφ (5.2)

where, ~A is the vector potential and φ is the scalar potential. ~π is called the kinetic
momentum and ~p is the canonical momentum. This form of the substitution was obtained
when it was tried to construct an interaction Lagrangian in Lorentz co-variant form [62].
In the non-relativistic domain, the same form of the substitution is used, in somewhat
ad-hoc manner. Though that choice in practice provides good description at that domain
as well.

For a uniform electric field in the absence of any magnetic field, the form of the scalar
and vector potential is :

φ(r) = −~r. ~E; ~A = ~0 (5.3)

For the magnetic field, specific forms of the vector potential depends on whether the
field is external or internal. For a homogeneous external magnetic field in the absence
of electric field, the scalar and vector potential is:

φ = 0; ~AB(r) =
1

2
~B × ~r, (5.4)

and, for the internal nuclear magnetic moments, they are:

φ = 0; ~Amk(r) =
1

c2

~mk × ~rk
r3
k

(5.5)

where, ~mk is the point magnetic dipole of nucleus k 1. In Equation 5.4, ~r should ideally
be expressed as (~r − ~G) where ~G is the Gauge origin for the vector potential and for
Equation 5.5 gauge origin is customarily chosen at the position of the nucleus for an
atom and for an molecule at the centre of mass. In approximate calculations the choice
of gauge origin is very problematic issue. In this thesis, though, we are not worried with
this problem and henceforth this issue will not be addressed.

After minimal substitution, the one-electronic part of the Dirac Hamiltonian is (we
will consider only the vector potential since that will only be the relevant part for the
subsequent discussion)

HD =

(
V c~σ.(~p+ e ~A)

c~σ.(~p+ e ~A) V − 2mc2

)
. (5.6)

1It is slightly counter-intuitive, since in relativistic theories finite size of the nucleus is considered. It is
due to the classical treatment of the field.
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5. Molecular Properties with ab-initio Relativistic Methods

To understand the physical content it is often a common practise to decompose Equa-
tion 5.6 into spin-free and spin-dependent part. Following the same strategy as in sub-
section 3.1.1, we express the small-component of a Dirac spinor as:

2mcΨS = (~σ.~p)φL (5.7)

where, φL is called the pseudo-large component. It defines a non-unitary transforma-

tion matrix to the wave function

(
ΨL

ΨS

)
:

W =

(
I2 O2

O2
(~σ.~p)
2mc

)
. (5.8)

By carrying out a transformation to Equation 5.6 employing the W matrix, we isolate
the spin-dependent and the spin-free part:

H = Hsf +Hsd (5.9)

where,

Hsf =

(
V T

T ~pV ~p
4m2c2

− T

)
+

e

2m

(
O2

~A.~p

~p. ~A O2

)
(5.10)

Hsd =

(
O2 O2

O2
iσ.~pV×~p
4m2c2

)
+

e

2m

(
O2 iσ.( ~A× ~p)

iσ.(~p× ~A) O2

)
(5.11)

and, T = p2

2m .

Further manipulation of property term in Equation 5.10 by using the relations ~∇. ~A = 0
(the Coulomb Gauge condition), ~∇ × ~A = ~B and using the definitions of ~AB and ~Amk
gives us,

Hsf
oz =

e

4m

(
O2

~B.(~r × ~p)
~B.(~r × ~p) O2

)
Orbital Zeeman (5.12)

Hsf
PSO =

e

2m

(
O2 ~mk.(

~rk
r3k
× ~p)

~mk.(
~rk
r3k
× ~p) O2

)
Paramagnetic Spin Orbit (5.13)

Similarly with the property term in Equation 5.11 one gets

Hsd
prop =

ie

2m

(
O2 ~σ.( ~A× ~p)

~σ.( ~A× ~p) O2

)
+

e

2m

(
O2 O2

~σ. ~B′ O2

)
(5.14)

where, ~B′ = ~B + ~Bhf ; ~Bhf stands for magnetic hyperfine field, which contains

Hsd
SZ =

e

4m

(
O2 ~σ
~σ O2

)[(
O2

~B.(~∇.~r)− (B.~∇)r
~B.(~∇.~r)− ( ~B.~∇)~r O2

)
+2

(
O2 O2

~B O2

)]
Spin Zeeman

(5.15)
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5. Molecular Properties with ab-initio Relativistic Methods

and,

Hsd
FC+SD =

e

4m

(
O2 ~σ
~σ O2

)
Fermi-Contact and Spin Dipole (5.16)

×
[(

O2 ~mk(~∇~rk
r3k

)− ~rk
r3k

(~mk
~∇)

~mk(~∇~rk
r3k

)− ~rk
r3k

(~mk
~∇) O2

)
+ 2

(
O2 O2

Bhf O2

)]

(in the derivation of Equation 5.16, we have used ~∇~mk = 0, since ~mk is independent
of electronic coordinates.)

In the next section, this spin-separated Hamiltonian will be used to understand the
role of SOC for few specific molecular properties.

5.2. Effect of Spin-Orbit coupling on molecular properties

In this section we will show some example of molecular properties, for which inclusion
of SOC at the zeroth-order of perturbation has several interesting consequences.

5.2.1. Electronic g-tensor

In Electron Paramagnetic Resonance (EPR) spectroscopy, the g-tensor along with the
zero-field splitting tensor provide the essential description of electronic transitions. En-
ergies and intensities of this spectroscopy can be conveniently described by an effective
Hamiltonian expressed in terms of magnetic field ( ~B) and fictitious effective spin oper-
ator (〈S〉):

HEPR
eff = µB ~Bg〈S〉 (5.17)

where µB is Bohr’s magneton and g is a (3× 3) tensor depending on the direction of the
external magnetic field. The effective spin is used to represent the experimental multiplet
splittings. One can easily see that the form of the effective Hamiltonian summarizes the
electronic Zeeman effect. From the ab-initio point of view, the electronic g-tensor is a
first order property with respect to the external magnetic field. It is expressed as:

gµν =
2c

〈Sν〉
∂E

∂Bµ
. (5.18)

From the discussion of last section we can see that the contributing perturbation

operators for the calculation of g-tensor are :
∂Hsf

OZ
∂Bµ

and
∂Hsd

SZ
∂Bµ

For clarity, we write the
∂Hsf

OZ
∂Bµ

as following:

∂Hsf
OZ

∂Bµ
=

e

2m

(
O2 lµ
lµ O2

)
. (5.19)

According to the Hellman-Feynman theorem (Equation 5.35) terms in Equation 5.19
will give a zero contribution since the expectation value of angular momentum operator
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is vanishing when spin-free hence real wave functions are considered. The other term

i.e,
∂Hsd

SZ
∂Bµ

will give a constant contribution 2 for each direction of the magnetic field. It
does not represent any splitting pattern, therefore not of any interest. However, with
the consideration of spin-orbit coupling operator (first term in Equation 5.11) the wave
function will no longer be real because of the coupling between spin and orbital degrees of
freedom. In that case, both the terms contribute at the same order of hyperfine coupling
constant (α). Because of that, in the non-relativistic domain, one needs to consider SO
coupling as another perturbation apart from the static magnetic field. It also suggests
we need to consider linear response or second order energy derivative technique for its
calculation. In the 4c DC level only the consideration of expectation value allows us to
calculate g-tensor.

5.2.2. NMR shielding

In Nuclear Magnetic Resonance (NMR) spectroscopy, the nuclei of our interest are
shielded from the full external magnetic field, ~B, by the very presence of electron shell
surrounding them. Nuclear magnetic moments can also couple between themselves by
magnetic polarization of the electron system. The connection between this spin-spin cou-
pling tensor, J, and shielding tensor, σk of a molecule with its non-relativistic electronic
wave function was given by Ramsey [56]:

HNMR
eff = −

∑

k

~BT (1− σk)~mk +
1

2

∑

k 6=l
~mT
k (Dkl + ~Jkl)~ml (5.20)

where, DKL is the classical dipolar interaction.
The NMR shielding therefore is a second order molecular property, where derivative is

taken both with respect to the external magnetic field (B) and internal magnetic moment
(~mk):

σk;µν =
∂2E

∂Bµ∂mk;ν
. (5.21)

In the interpretation purpose, the most convenient form of this expression is given by
the sum-over-state (SOS) approach 2:

σk;µν = 〈ψ0|h11|ψ0〉+
∑

p>0

〈ψ0|h01|ψp〉〈ψp|h10|ψ0〉
E0 − Ep

(5.22)

where, ψ0 is the unperturbed state and ψps are the excited states. h01, h10 are the op-
erators for external magnetic field perturbation, nuclear magnetic moment perturbation
respectively and h11 is a mixture of both.

2In practice, the SOS approach is rarely used. For HF wave functions it is analogous to the uncoupled
HF equation, meaning electron-electron repulsion term is missing. Much accurate expression is
obtained by Coupled Perturbed HF approach where that repulsion term is used to obtain first order
response parameters.

57



5. Molecular Properties with ab-initio Relativistic Methods

We will now show what will happen if we choose ψ0 as a SF wave function. To do that
we will again resort to the spin-separated form of the Hamiltonian. The h01 operator
contains spin-independent OZ term and spin-dependent SZ term. As ψ0 preserves spin
symmetry, only surviving terms from the SOS expression are those, for which both h01

and h10 are either spin-free or spin-dependent. If SO coupling is considered, the spin
restriction is lifted. Therefore, admixtures between spin-free and spin-dependent terms
will also contribute. Any spin-free approach, by this argument, misses contributions
from PSO-FC and PSO-SD terms. In heavy elements those missing terms may play
very significant role [10]. However, third order perturbation expression considering SO
coupling as an additional perturbation operator recovers the contribution due to those
terms. The drawback of that treatment is two fold : the third order expansion is compu-
tationally much more expensive, requires quadratic response approach and SO coupling
in many cases is not at all a perturbation. Here one can notice that the diamagnetic
term is missing from our analysis. In the non-relativistic theories the diamagnetic con-
tribution arises from the A2 part of the perturbation. It is possible to recover that term
if we use the relation ψL = 1

2mc(~σ.~π)φL unlike what we have done in Equation 5.7. By
using the Dirac identity:

(~σ.~π).(~σ.~π) = p2 +A2 + [~σ.~p, ~σ. ~A]+ (5.23)

we can clearly see the existence of A2 term. The same line of argument has been
put forward for the construction of small component basis set for studying magnetic
properties, instead of Restricted Kinetic Balance (RKB) condition one should have used
Restricted Magnetic Balance (RMB) [9].

As a digression here we will try to see what are the terms we get from the original
Dirac Hamiltonian. We can see that first by substituting Equation 5.4 and Equation 5.5
into the one-electronic part of the Dirac Equation

hBD = c(~α.~p) + c(~α. ~AB(r)) + c(~α. ~A~mk(r)) + βmc2 (5.24)

then, by taking derivative with respect to ~B and ~mk

h01 =
∂hBD
∂Bµ
| ~B=0, ~mk=0

=
c

2
(~α× ~r)µ (5.25)

h10 =
∂hBD
∂mk;µ

| ~B=0, ~mk=0

=
1

c
(~α× ~rk

r3
k

) (5.26)

h11 =
∂hBD

∂Bµ∂mk;ν
| ~B=0, ~mk=0

= 0 (5.27)
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One should notice that the h11 term has no contribution when full Dirac equation is
considered. In the non-relativistic case that term gives the diamagnetic contribution.
In the context of Dirac Hamiltonian the origin of diamagnetism can be traced in the
rotation between positive energy and the negative energy orbitals [58, 41].

5.2.3. Parity Violation

There are ample evidences in the universe for the violation of parity (P-odd effect). Dif-
ference of energy between two enantiomers of a molecule is one of such effects. The reason
of parity violation is often attributed to the electroweak interaction. The energy shift of
this interaction is so small that it is very difficult to measure unambiguously. Though for
atoms there are some firm evidences of measuring the parity violation contribution [86],
in the molecular domain still it is “unknown”. There is continuous search for finding a
suitable candidate molecule - both experimentally and theoretically [54, 53, 52, 15]. For
theory it is already evident that one needs to employ very sophisticated methodology
for this property.

The derivation of the parity-violating Hamiltonian needs tedious recourse to stan-
dard model physics, gauge theory and quantum field theory. In the framework of DC
Hamiltonian it is given by

HPV =
GF

2
√

2

∑

i,n

QW,nγ
5
i ρn(~ri) (5.28)

where GF = 1.16637 × 10−11MeV −2 = 2.22255 × 10−14 a.u. is the Fermi coupling
constant. The summation runs over the nuclei, n and electrons, i. QW,n = −Nn+Zn(1−
4sin2θw), where Nn and Zn are the number of neutrons and protons on each nucleus. θw
is called the Weinberg mixing angle, we have chosen a fixed value of 0.2319 for sin2θw.
ρn is the normalized nucleon density. γ5 is the (4× 4) chirality operator, which is given
by:

γ5 =

(
O I
I O

)
(5.29)

Nuclear spin-dependent PV effect has been neglected since it has been argued in the
literature that for the closed-shell system it is not significant [44].

We will show results of the study of this property in the manuscript.
In spin-free theories the PV operator turns out to be:

HPV =
GF

4mc
√

2

∑

i,n

[
QW,n

(
O2 ρn(~ri).(~σi.~p)

(~σi.~p).ρn(~ri) O2

)]
(5.30)

Since this is a purely imaginary operator, gives a zero expectation value with real wave
function. Non-vanishing contribution for those cases are obtained with the consideration
of SO coupling as a first order perturbation. This demonstrates the utility of variational
treatment of SO coupling for PV.
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5.3. Coupled Relativistic and Correlation Effect on Molecular
properties:

In this section I will discuss the importance of correlation in the calculation of molecular
properties when relativistic Hamiltonians are used. Let us consider the example of
Electric Field Gradient (EFG).

The quadrupolar interaction energy between an electric charge and a nuclear charge
is given by :

E
(2)
int =

1

2
BQ (5.31)

where B is the nuclear quadruple moment tensor and Q is called the the Electric Field
Gradient tensor.

The operator for EFG at the nucleus position (~R) of an atom in spherical co-ordinate
is given by

Qαβ(~r, ~R) = −3(~rα − ~Rα)(~rβ − ~Rβ)− (~r − ~R)2δαβ

|~r − ~R|5
(5.32)

and the nuclear field gradient contribution is

Qnucαβ (~R) =
∑

k

Zk
3(~Rk − ~Rα)(~Rk − ~Rβ)− (~Rk − ~R)2δαβ

|~Rk − ~R|5
(5.33)

where, α, β belong to the x, y and z cartesian components and k belongs to the nuclear
co-ordinates, let’s say, X, Y, Z. Qnucαβ is an additive constant for a fixed geometry of the
molecule. We can see that Qαβ has formal dependence on the parameter - distance
from the nucleus, at the inverse cube order. It is therefore called a core property. The
core region of a heavy element is subject to very strong relativistic effects. It is indeed
numerically shown that relativistic effects are very strong for EFG [33].

In an atom, EFG arises only when open valence shell is present at j > 0 orbitals.
For j = 0, we get an equal charge distribution along each co-ordinate direction. The
traceless spherical tensor (3αβ − δαβ) representation of EFG will therefore give a zero
contribution. We have to break spherical symmetry to get a non-zero value. Similarly for
molecules we find EFG values only when charge distribution deviates from the sphericity
3. In the core-region of a molecule the charge distribution is largely spherical in nature,
whereas in the valence region due to the effect of bonding it is not. As a result, the
major contribution of the EFG values comes from the valence region. This point is
substantiated numerically by Visscher et al. [79], Van Lenthe et al. [73] and Neese et al.
[3]. Due to this valence nature the contribution of correlation methods can be predicted
as very high. It is indeed the case and correlation effect is almost equivalent to the total
mean-field relativistic effects for several systems [79]. In the correlation treatment apart

3Due to this behaviour of EFG, it is a sensitive probe for Jahn-Teller distortions, impurities and defects
in solids.
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from the valence we should also consider the effect of core to the extent it influences the
valence region. What remains to be discussed is the effect of SO coupling on EFG. A First
guess is that as EFG is directly related to the bonding, the cases where SO coupling plays
significant role in bonding would be substantially important for EFG as well. However,
it has been argued by Pyykko et.al. [51] through the spin-orbit tilting mechanism 4 that
this effect is somewhat smaller than the scalar relativistic one, though not insignificant
at all. Aquino et.al. [8] has also shown very recently by ZORA-DFT study that this
effect is significantly large on the halogen centre of TlI molecule. In the manuscript
we will investigate this effect for the molecules containing 6p-block atoms. There are
few other allied molecular properties where the central theme is electron density on the
nucleus e.g, contact density, which has been used for the study of Mössbauer isomeric
shift [34] ; hyperfine interaction, mostly used for NMR J coupling values etc. The major
interactions would be very much close to the discussion above.

5.4. Numerical vs Analytical approach

When a molecule is exposed to an external field (X), the total energy can be expressed
as a Taylor series expansion around the zero field situation:

E(X) = E(0) +
dE

dX
|X=0X +

1

2!

d2E

dX2
|X=0X

2 +
1

3!

d3E

dX3
|X=0X

3 + .. (5.34)

In the most general situation, there can be arbitrary number of perturbations and then
the derivatives of order higher than one can be of mixed type.

The connection between molecular properties with different derivative terms requires
to understand the detailed structure of the Hamiltonian in presence of the field as has
been described in the last section. One way of connecting them is through the Hellman-
Feynman theorem:

dE

dX
|X=0 = 〈φX |

∂H

∂X
|φX〉 (5.35)

Where, φX is a variationally determined wave function and the perturbation is in-
dependent of the molecular parameters. The gradient term of Equation 5.34 can be
understood for a simple situation in presence of a static electric field, where the RHS of
Equation 5.35 gives the dipole moment of a molecule.

Energy derivatives can very easily be evaluated by applying numerical differentiation
formula e.g, symmetric difference formula:

dE

dX
=
E(+∆X)− E(−∆X)

2∆X
(5.36)

To achieve higher accuracy 5-point and 7-point stencil formulas are also known [30].
Numerically second or higher derivative formulas are also not difficult to obtain and

4An p orbital from a scalar relativistic calculation is split into p1/2 and p3/2 shells in presence of SOC.
Valence p is contracted due to the scalar relativistic effects, but SOC allows p3/2 shell to expand.
That reduces the value of EFG.
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5. Molecular Properties with ab-initio Relativistic Methods

the connection of that to the specific properties can be seen by identically extending
Equation 5.35 to the higher orders. Despite the ease of implementation, the numerical
methods suffer from the following shortcomings:

• Plagued by limited numerical accuracy. The higher the order of derivative, the
less accurate it is. Often very rigorous calibration of field-strength, grid-size is
necessary for highly sensitive molecular properties.

• Computational cost scales very high if one wants to obtain high accuracy.

• Extension to the time-dependent molecular properties are not possible.

The more rigorous analytical evaluation of the derivatives may alleviate most of the
problems mentioned in the above list.

The analytic evaluation of the derivatives requires a much closer look into the de-
pendence of the wave function and the energy on the external perturbation. For our
purpose, we will write energy in the following functional form:

E = E(X, ci(X)) (5.37)

where, ci(X) represents a set of wave function parameters.
The gradient formula for Equation 5.37 is

dE

dX
=
∂E

∂X
+
∑

i

∂E

∂ci

dci
dX

(5.38)

For a variational method ∂E
∂ci

vanishes (e.g, in the HF method energy is minimum with
respect to the variation of MO coefficients), therefore the gradient of energy takes the
simple form:

dE

dX
=
∂E

∂X
(5.39)

which means a simple expectation value implementation will provide us desired prop-
erties. To reach Equation 5.39 it is also sufficient that dci

dX = 0, meaning wave function
is free of any perturbation parameter. In most of the cases i.e, in presence of exter-
nal electromagnetic field that criteria is fulfilled, except for geometrical perturbation.
For geometrical perturbation it can be realized by considering Atomic Orbital (AO)
as an wave function parameter. They follow the nuclear position therefore geometrical
derivative of them are not vanishing. This is a finite basis artefact.

For the non-variational cases, however, the situation is not that straightforward. The
energy functional, in that case, depends on more than one wave function parameters
of which at least one parameter is not variational. For instance, in the Configuration
Interaction (CI) method wave function has a dependence on both the MO coefficients
and the coefficient of configurations. The CI energy is minimum only with respect to
the variation of configuration coefficients.
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5. Molecular Properties with ab-initio Relativistic Methods

In those cases, the equations for determining the non-variational wave function pa-
rameters are coupled with the energy functional Equation 5.37, thereby we define a
generalized Lagrangian:

L(X, ci,Λ) = E(X, ci,Λ) + Λg(X, ci(X)) (5.40)

Where, ‘g’ is the functional to determine wave function parameters and Λ is the La-
grangian multiplier. Afterwards, by invoking stationarity with respect to all parameters
other than the external field,

∂L

∂Λ
= 0 (5.41)

∂L

∂ci
= 0 (5.42)

we obtain the simple expression as following:

dL

dX
=
∂L

∂X
(5.43)

=
∂E

∂X
+ Λ

∂g

∂X
(5.44)

which is a reminiscent of the expectation value like equation for variational theories. We
will discuss this point for a more specific case in the next section.

For the higher order analytical derivatives, we need to again start from the energy
functional in Equation 5.37 for the variational cases and Equation 5.40 for the non-
variational cases and take second derivatives of them. Without going into details we
shall state salient features of those derivatives and for more details will refer to the
article by Helgaker et.al. [26]:

• for the variational cases, we have only wave function parameters, for which we
need to calculate the response contribution i.e, ∂c

∂X . They follow the (2n+1) rule
of a variational perturbation theory. It is typically solved via Coupled Perturbed
Hartree Fock (CPHF) method.

• for the non-variational cases, we need to calculate the response contribution both
for the c and Λ parameters. Like variational cases, the response of c would follow
the (2n+1) rule and response of Λ follows the (2n+2) rules. That greatly simplifies
the higher order derivative expressions.

According to the above formulation, we get extra equations to solve for the analytical
evaluation of derivatives. The number of those equations increase with the increase of
the order of the derivative. Sometimes, a mixed approach is taken for the higher order
derivatives where lowest order derivative is calculated analytically and the higher orders
are calculated numerically on top of that. In that way one can minimise the effort of
implementing too many new equations.
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6. Implementation of the 4c Analytical
Coupled Cluster Gradient

In this thesis the major effort was the implementation of analytic gradient code of the
4c relativistic CC theory. The infrastructure we have used, has been provided by the
RELCCSD module in DIRAC [1], mostly developed by Lucas Visscher. That module
provides an efficient relativistic symmetry scheme, parallel environment. However, that
lacks the flexibility of building any single reference coupled cluster code of arbitrary
complexity. I should clarify it a bit. In CC coding we need to deal with several binary
tensor contractions, the implementation of them require several explicit sorting of inte-
grals, apart from the pivotal contraction step. That module takes care of all those steps
for a particular tensor contraction with a hand written explicit code. Moreover it was
written for CCSD method, therefore lacks few ingredients of generality. The disadvan-
tage is that adaption of any new CC family of methods e.g, CC analytic gradient, the
equation-of-motion coupled cluster where one needs to handle several extra new terms,
is tedious and very much error-prone. Therefore we have tried to build a module which
can handle tensor contractions related to SRCC theory of arbitrary complexity. The
details of that implementation step has been given in the manuscript attached at the
end of this chapter.

Another aspect of this work is the implementation of symmetry. In modern day coding
practice symmetry is often neglected especially at the correlated step aiming at very large
molecules containing huge number of atoms, for which there is no symmetry element.
It is advantageous in terms of coding, parallel extension etc. However, when we are
dealing with molecules containing not too many atoms, then the symmetry elements
are usually there. The relativistic correlation method still has not reached at that level
where one can use it for the molecules having large number atoms because of its inherent
huge computational cost as discussed in chapter 4. Still the studies are mostly aimed
at the investigation of relativistic effects, very specific properties linked to relativistic
interaction of the system and the field etc. In that purpose it is very practical to think of
having a rigorous symmetry scheme. With the relativistic Hamiltonian we loose the spin-
symmetry of the orbitals, also the relativistic electrons don’t span spatial point-group
symmetry adapted MOs. Instead one can take benefit from the Time Reversal (TR)
symmetry and the Double Group (DG) symmetry. Here I shall describe the theoretical
aspects of both the symmetries and how they have been used in DIRAC.
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6. Implementation of the 4c Analytical Coupled Cluster Gradient

6.1. Time Reversal Symmetry

According to the Kramer’s degeneracy theorem, in the absence of external magnetic field,
for any time-reversal symmetry conserving Hamiltonian, the electronic energy levels are
at least doubly degenerate. It allows us to construct a basis of (φ, φ) kind, where the
essential relationships between them are:

Kφ = φ; K2φ = −φ (6.1)

where, K is an antilinear operator i.e, for a complex number ‘c’, Kcφ = c∗Kφ. In the
4-component picture the time-reversal symmetry operator is represented by

K̂ = i~ΣyK0 (6.2)

where,

~Σy =

(
~σy 0
0 ~σy

)
(6.3)

and K0 is a complex conjugation operator. It is easy to show by using the relationships
in Equation 6.2 that the matrix representation of a time-reversal symmetric one-body
operator (let’s say Fock Operator F) in the (φ, φ) basis is:

F =

(
〈φ|F |φ〉 〈φ|F |φ〉
−〈φ|F |φ〉∗ 〈φ|F |φ〉∗

)
(6.4)

For the particular case of Hermition operator this matrix can be diagonalized by using
the quaternion unitary matrix:

U =

(
I ǰI
ǰI I

)
(6.5)

which gives us two degenerate eigenvectors and they are related by time reversal sym-
metry. This diagonalization is a very close reminder of the spin-integration in non-
relativistic domain. Now, the HF equation can be expressed only in terms of one of
those diagonal blocks. In DIRAC this unitary block diagonalization is used, which gives
us a suitable Kramer’s pair basis to use in the correlation module.

6.2. Double Group Symmetry

As per the prescription of Hans Bethe, double groups always contain an extra element
Q (let’s say) such that Q2 = E. This Q is envisaged as a rotation by 2π angle about an
arbitrary axis. Elements of a double group are represented as a {Q,E} ⊗ {G} ; where,
{G} are the elements of a single valued point group. That does not necessarily mean
that number of irreducible representations for those groups will be twice in number of
that of the single valued group because the extra elements could form a class with other
existing elements. For a particular double group all the extra irreducible representations
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6. Implementation of the 4c Analytical Coupled Cluster Gradient

are for Fermion functions and therefore they will be called Fermion representation and
the older ones as Boson representations. We should note here that Q is not an identity
operation for a Fermion function rather it will change the sign.

When DGs are coupled with time-reversal symmetry, due to the anti-unitary nature
of the time-reversal operator it is not a simple direct-product group. However, there is
always a possibility of getting reducible representation for the combined group. They
are called co-representation. The Frobenius-Schur test assures that there are three pos-
sibilities with that representation:

1. time-reversal partner or Kramer’s partners belong to the different rows of same
irrep. these are called real groups.

2. Kramer’s partners belong to the different irreps. this is complex group

3. Kramer’s partners belong to the same one dimensional irrep. this is the case of
quaternion group.

For the real and the complex group the time-reversal partners span two different
irreps. However, in the case of quaternion groups it is required to do explicit block-
diagonalization. Another major advantage of using time-reversal symmetry is that we
are able to classify the algebra requires for various groups.

A molecular 4-spinor spans the fermionic irreps. However, each element of the 4-
spinor is a scalar basis function, therefore it is possible to relate them to boson irrep.
In Appendix A, following the work by [59], I have shown a scheme where integrals in a
Kramer’s pair basis can be connected to the boson irreps.

All the advantages of time-reversal symmetry are utilized in the most of the modules in
DIRAC[1]. However, the RELCCSD module doesn’t use the advantage of time-reversal
symmetry. It uses only the DG symmetry which allows the spinors to span fermion irrep
and the integrals in that case span the boson irreps. The molecular orbitals which are
used in that section are Kramer’s partners. It has been shown that for the DGs having
more that one irrep, the Kramer’s partner span the complex conjugate fermion irreps of
one to another. In the RELCCSD module apart from the D2h

∗ subgroups we use higher
dimensional groups like: C∗16 and D∗8h. For those higher dimensional groups even some
of the boson irreps are complex valued (see the example of C∗4 in Appendix C), that
adds substantial complexity to the coding effort. For the CC-type of contraction, the
Direct Product Decomposition (DPD) scheme as advocated by Gauss et al.[24] for point
group symmetries is the most efficient scheme. Here we use the DPD scheme for double
groups, where an important part is sorting of integrals in a symmetry-packed manner.
In Appendix B I have given an example how we carry out this sorting for the DGs. In
the manuscript I have described this double-group symmetry-DPD scheme elaborately.
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6.3. Paper III: Analytic Gradient at the 4-component
Relativistic Coupled Cluster Level with Inclusion of
Spin-Orbit Coupling (manuscript)
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We present a formulation and implementation of the calculation of (orbital-unrelaxed)

expectation values at the 4-component relativistic coupled cluster (CC) level with

spin-orbit coupling included from the start. The Lagrangian-based analytical energy

derivative technique constitutes the basic theoretical framework of this work. The

key algorithms for single reference relativistic coupled cluster have been implemented

by allowing for general tensor contractions of up to rank-2 tensors in which the Direct

Product Decomposition scheme is employed to benefit from double group symmetry.

As a sample application we study the electric field gradient at the bismuth nucleus

in the BiX (X=N, P) series of molecules, where the effect of spin-orbit coupling

is substantial. Our results clearly indicate that the current reference value for the

nuclear quadrupole moment of 209Bi needs revision. We also have applied our method

to the calculation of the parity violating energy shift of chiral molecules. The latter

property is strictly zero in the absence of spin-orbit coupling.
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I. INTRODUCTION

Molecular properties are generally defined in terms of the response of a molecule to exter-

nal electromagnetic fields. The fields are introduced via scalar and vector potentials into the

electronic Hamiltonian through the principle of minimal electromagnetic coupling1, which

expresses a relativistic coupling of particles and fields2. The resulting minimal substitution

is employed both in the non-relativistic and relativistic domain. This allows one for instance

to study magnetic properties in a non-relativistic framework, although one may argue that

magnetic interactions, and in particular magnetic induction, vanish in the non-relativistic

limit3.

An important manifestation of magnetic induction is spin-orbit coupling (SOC)4, which is

often treated as a perturbation for efficiency reasons. However, SOC has a profound impact

on various molecular properties and may thereby require a non-perturbative treatment.

An example is the g-tensor of electron paramagnetic resonance (EPR) spectroscopy which

would be strictly twice the 3× 3 identity matrix at the non-relativistic or scalar relativistic

level5 and would not show the dependence on molecular electronic structure that makes

EPR such a useful technique. Another example is the parity violation energy difference

between enantiomers of chiral molecules which vanishes if SOC is ignored6–8. The spin-orbit

interaction may also have a sizable effect on NMR shieldings9–11.

The heavy elements, which show the most pronounced relativistic effects, also have many

electrons, and electron correlation may therefore also have a significant impact on properties

of molecules containing such elements. The electric field gradient (EFG) tensor at a nuclear

position is an example; it has been shown for several systems that the correlation effect

is almost equivalent to the total mean-field relativistic effect12, while the contribution of

SOC can be equally significant13. This is due to the fact that this molecular property

probes the electronic wavefunction both in the valence region and in the vicinity of nuclei.

Other examples of properties that sensitively depend on the electronic wave function near

the nuclei are the contact density, which has been used for the study of Mössbauer isomer

shift14, and hyperfine coupling constants15. Like the EFG these properties can be used

to study the chemical environment, as they primarily depend on the core tails of valence

orbitals. The involvement of the valence region which is strongly influenced by electron

correlation warrants a careful treatment of correlation.
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The above considerations suggest that we in many situations need to consider scalar

relativity, spin-orbit coupling and electron correlation in a combined way16. If we restrict

ourselves to wavefunction theory, then the second-order Møller-Plesset (MP2) gradient code,

based on the 4-component relativistic Dirac-Coulomb (DC) Hamiltonian, by van Stralen et

al.17 is one of the few efforts in which both scalar and SOC relativistic effects are included

from the outset. Technically easier is to only include scalar relativity in the mean field

calculation and then introduce SOC in the subsequent correlation stage. Such a two-step

procedure is more efficient in a Coupled Cluster framework than a Configuration Interaction

(CI) one, since the former method is more efficient at recovering spin-orbit polarization18.

Wang et al.19 has reported a two-step procedure where an effective one-electron spin-orbit

operator is added at the CC level following a scalar relativistic HF calculation. An analytic

gradient formulation and implementation of that approach has been reported by Wang and

Gauss20. Ultimately, for instance for heavy p-block elements in which even valence orbitals

are better described in terms of spin-orbit split p1/2 and p3/2 orbitals, such an approach

may fail, yielding divergent T1 amplitudes. An alternative approach is to perform scalar

relativistic CC energy calculations and then add SOC as an additional perturbation in

response theory. Lan and Gauss have accordingly recently reported CC analytic gradients

based on the 4-component spinfree(SF) DC Hamiltonian21 or the spinfree exact 2-component

relativistic Hamiltonian (SF-1sX2C)22,23. However, for heavy elements the valence electronic

structure may be qualitatively altered by SOC and a response theory treatment will need

to go through higher orders and can even fail dramatically in a valence-only treatment of

electron correlation24.

Until now, where the DC Coupled Cluster based property calculations were deemed

to be necessary, a numerical differentiation route was taken14,25,26. However, finite-field

calculations are plagued by higher computational cost, are more sensitive to numerical noise

and can not be straightforwardly extended to time-dependent properties. They are therefore

better replaced by an analytical implementation. The major goal of this work is to provide

a fully DC Hamiltonian based CC analytic gradient code that allows us to capture all the

essential physics in a consistent way.

The formulation we have used is largely inspired by corresponding non-relativistic the-

ories. However, due to the very nature of the Dirac equation there are some differences,

namely in the treatment of symmetry and the nature of the orbital relaxation. They will be
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amply clarified in section II. The method has been implemented in the DIRAC quantum

chemistry package27. All the pertinent details of this implementation will be discussed in

section III. Sample applications of the present method are reported in section IV. Finally,

a summary of our work as well as future prospects will be given in section VII.

II. THEORY

A. Basic formulation

Coupled Cluster theory is (in practice) a non-variational theory based on a non-unitary

exponential parametrization of the wave function

|CC〉 = exp(T̂ ) |Φ0〉 ; T̂ =
∑

l=1

tlτ̂l (1)

where tl and τ̂l denote cluster amplitudes and excitation operators, respectively. In the

present work T̂ is restricted to single and double excitations

T̂ = T̂1 + T̂2; T̂1 =
∑

ia

tai a
†
aai; T̂2 =

1

4

∑

ijab

tabij a
†
aa
†
bajai. (2)

Here and in the following indices i, j, . . . , n, o refer to occupied (hole) orbitals, indices

a, b, . . . , f, g refer to virtual (particle) orbitals and p, q, r, s are general orbital indices.

Equations for the energy and the cluster amplitudes are conveniently given in terms of

the similarity-transformed Hamiltonian ˆ̄H = exp(−T̂ )Ĥ exp(T̂ )

〈Φ0| ˆ̄H|Φ0〉 = E (3)

〈Φl| ˆ̄H|Φ0〉 = 0; |Φl〉 = τ̂l|Φ0〉. (4)

The reference Φ0 typically, and in this work, refer to the Hartree-Fock (HF) determinant

given in terms of molecular orbitals {ϕp} expanded in some suitable basis {χν} and optimized

under the constraint of orthonormality

ϕp =
∑

ν

χνcνp; 〈ϕp|ϕq〉 = δpq. (5)

We now consider the case where the electronic Hamiltonian is extended by perturbations,

each characterized by a perturbation strength εX , collected in the vector ε

Ĥ = Ĥ0 +
∑

X

εXĤX . (6)
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The zeroth-order Hamiltonian will be the 4-component relativistic Dirac-Coulomb Hamilto-

nian. It has the same generic form

Ĥ0 = VNN +
∑

i

ĥ(i) +
1

2

∑

i 6=j
ĝ(i, j), (7)

as the non-relativistic electronic electronic Hamiltonian, including the electrostatic repulsion

VNN of clamped nuclei, but the one-electron operator ĥ is the Dirac Hamiltonian

ĥ =


 VeN c (σ · p)

c (σ · p) VeN − 2mc2


 ; (8)

where c is the speed of light (c=137.0359998 a.u.). The electron–nucleus interaction VeN is

expressed in terms of the scalar potential φA of each nucleus A

VeN = −e
∑

A

φA; φA(r1) =
1

4πε0

∫
ρA(r2)

r12
d3r2, (9)

where we generally employ a Gaussian model for the nuclear charge distribution28. The

electron-electron interaction ĝ is the instantaneous Coulomb interaction which is the zeroth-

order term in a perturbational expansion in c−2 of the fully relativistic interaction in Coulomb

gauge.

Molecular properties may be defined in terms of perturbation (Maclaurin) expansions of

expectation values in the framework of response theory29–33. For fully variational methods

static molecular properties are conveniently expressed as derivatives of the energy with

respect to perturbational strengths at zero field (ε = 0), where the connection to expectation

values is assured by the Hellmann-Feynman theorem. Simplifications are then obtained due

to Wigner’s 2n + 1 rule34,35. Since CC theory is non-variational we instead consider the

Lagrangian31,36

L(ε, t,λ, c,Z, I) = 〈Φ0|(1 + Λ) ˆ̄H|Φ0〉

+
∑

a,i

Zai
∑

µν

c∗µafµνcνi +
∑

pq

Ipq(
∑

µν

c∗µpSµνcνq − δpq), (10)

where Λ comprise the Lagrangian multipliers for the CC amplitude equations (Eq. 4), for

which a 2n + 2 rule holds37–39 , and Z and I are the multipliers for the equations to deter-

mine MO coefficients {cνi}, with f the Fock matrix and S the overlap matrix. The equation
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which has been used to determine the MO coefficients is the Brillouin condition, that is,

upon convergence the occupied and virtual blocks of the Fock matrix do not couple. Since

Coupled Cluster theory is very robust and usually already provides adequate orbital relax-

ation through the T1 cluster amplitudes40, it is reasonable to work without the equations

for the response of the MO coefficients. An exception is the calculation of magnetic prop-

erties for which the negative-energy (NE) orbitals, which are excluded from the excitation

manifold, are essential to get the diamagnetic contribution to magnetic properties41,42. We

plan to come back to this issue in future work. As of now we will work with the reduced

Lagrangian appropriate for orbital-unrelaxed calculations:

L(ε, t,λ) = 〈Φ0| ˆ̄H|Φ0〉+
∑

l=1

λl〈Φl| ˆ̄H|Φ0〉 (11)

where, we have used a linear parametrization of the Lagrangian multiplier, that is,

Λ =
∑

l

λlτ
†
l (12)

where ‘l’ indicates the rank of different excited states.

We apply two stationary conditions on the Lagrangian in Equation 11:

∂L

∂t
= 0 (13)

∂L

∂λ
= 0. (14)

Equation 14 is the already implemented equation to determine the T-amplitudes, whereas

Equation 13 defines an additional equation to determine the Lagrange multiplier. Equa-

tion 13 and Equation 14 can also be interpreted as equations for the right and left eigenvec-

tors, respectively, of the non-Hermitian similarity-transformed Hamiltonian43,44

(
ˆ̄H − E

)
|ΨR〉 = 0; |ΨR〉 = |Φ0〉

〈ΨL|
(

ˆ̄H − E
)

= 0; 〈ΨL| = 〈Φ0| (1 + Λ).
(15)

This means that the Λ - equation, Equation 13, defines a dual vector of the Coupled Clus-

ter ket vector, which enables the calculation of molecular properties as a straightfoward

expectation value. In fact, using the stationary conditions, Eqs.(13) and (14), we obtain

dL

dεX

∣∣∣∣
ε=0

=
∂L

∂εX

∣∣∣∣
ε=0

= 〈ΨL| ˆ̄HX |ΨR〉 (16)
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which corresponds to the expectation value of the operator ĤX . Equation 16 thereby con-

stitutes a generalized Hellmann-Feynman theorem. Defining CC density matrices

γqp = 〈ΨL| exp(−T̂ )a†qap exp(T̂ )|ΨR〉 (17)

Γrspq = 〈ΨL| exp(−T̂ )a†ra
†
saqap exp(T̂ )|ΨR〉, (18)

the expectation value can be expressed as a trace between the density and the operator

matrix elements:

〈ĤX〉 =
∑

pq

γqphX;pq. (19)

All the properties we will be dealing with in the present work are of this expectation value

type.

B. Working equations for Λ amplitudes

In this subsection we will describe the detailed structure of Equation 13. Taking the

derivative of the Lagrangian with respect to the amplitudes t means from a set of closed

terms constructed by H, exp(T̂ ) and Λ, we take out the amplitude part of T̂ . The operator

part of T̂ acts on the ket side of the Lagrangian to generate an excited function which is then

connected to the bra side via the de-excitation operators contained in Λ (see Equation 12).

The stationarity condition tells us that the final result will be zero. The total equation,

which is customarily called the Λ-equation, may be written in the following algebraic form45

∂L

∂tm
= 〈Φ0| ˆ̄H|Φm〉+ 〈Φ0|

[
Λ, ˆ̄H

]
|Φm〉+

∑

k 6=0

〈Φ0| ˆ̄H|Φk〉〈Φk|Λ|Φm〉 = 0, (20)

where the sum over the complete excitation manifold in the final term is limited by the

de-excitations contained in Λ. The above equation can be analyzed by diagrammatic

techniques46,47 which reveals a connected quantity48,49 ˆ̄H, an explicit connected quantity

between ˆ̄H and Λ and a third disconnected term containing Λ and ˆ̄H. The evaluated Λs

are therefore not connected quantities. However, if we write Equation 16 more explicitly as

follows

∂L

∂εX
= 〈Φ0|

[
Λ, ˆ̄HX

]
+ ˆ̄HX |Φ0〉 (21)
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we see that it contains an explicitly connected quantity between Λ and ˆ̄HX , where ˆ̄HX is a

connected quantity since our converged T amplitudes are connected. Now the completely

contracted nature of Equation 21 ensures that only the connected part of Λ can contribute

to the final property value. This in turn ascertains the size-extensivity of our evaluated

properties.

Furthermore, we note that in Equation 14, when we take derivative with respect to λ,

we eliminate all the λ-amplitudes in the Lagrangian because of the linearity of the ansatz.

The T-amplitude equation is therefore completely independent of λ and we can first solve

Equation 14 to obtain CC amplitudes for use in Equation 13. In this equation, the only

unknown quantities to be solved are then the λ amplitudes. They form a coupled linear set

of equations. Truncation of the Λ operator is dictated by the rank of the T operators. For

the CCSD analytic gradient method considered in this work, we therefore take up-to doubly

de-excitation type Λs.

The Λ1 amplitude equation is given by

0 = F
i

a +
∑

e

λieF
e

a −
∑

m

λma F
i

m +
∑

m,e<f

λimef ∗W ef
am

−
∑

e,f

Gf
e ∗W ei

fa −
∑

mn

Gn
m ∗Wmi

na +
∑

me

λme ∗W ie
am −

∑

m>n,e

λmnae ∗W ie
mn, (22)

whereas the Λ2-equation is

0 = V ij
ab + P (ab)

∑

e

λijae ∗ F
e

b

− P (ij)
∑

m

λimab ∗ F
j

m +
∑

m>n

λmnab ∗W ij
mn + P (ij)p(ab)

∑

me

λimae ∗W je
bm

+ P (ab)
∑

e

V ij
ae ∗Ge

b −
∑

m

λma ∗W ij
mb − P (ij)

∑

m

V im
ab ∗Gj

m + P (ij)
∑

m,e

V mj
ab ∗ (λie ∗ tem)

+ P (ij)
∑

e

λie ∗ V ej
ab + P (ij)P (ab)λiaF

j

b +
∑

e>f

λijef ∗W ef
ab , (23)

where the permutation operator

P (pq)f(p, q) = f(p, q)− f(q, p) (24)

appears. The working equations for the Λ amplitudes have been expressed in terms of a

limited number of intermediates, where we have largely followed the work of Gauss et al.50.

Most of the intermediates are constructed from the known Hamiltonian matrix elements and
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the already solved T amplitudes; we will hence call them fixed intermediates. The one-body

fixed intermediates are

F
i

m = f im +
∑

e

f ie ∗ tem +
∑

en

V in
me ∗ ten +

∑

n,e>f

V in
ef ∗ τ efmn (25)

F
e

a = f ea −
∑

m

fma ∗ tem −
∑

mf

V me
fa ∗ tfm −

∑

m>n,f

V mn
af ∗ τ efmn (26)

F
m

e = fme +
∑

nf

vmnef ∗ tfn, (27)

whereas the two-body fixed intermediates are

W ij
mn = V ij

mn + P (mn)
∑

e

V ij
en ∗ tem +

1

2

∑

e>f

V ij
ef ∗ τ efmn (28)

Wmb
ej = V mb

ej +
∑

f

V mb
ef ∗ tfj −

∑

n

V mn
ej ∗ tbn +

∑

nf

V mn
ef ∗ (tfbjn − tfj tbn) (29)

W ie
mn = V ie

mn +
∑

f

F
i

f ∗ tefmn −
∑

o

W io
mn ∗ teo +

∑

f>g

V ie
fg ∗ τ fgmn + P (mn)

∑

f

W
ie

fn ∗ tfm

+ P (mn)
∑

of

V io
mf ∗ tefno (30)

W ef
am = V ef

am + P (ef)
∑

ng

V en
ag ∗ τ gfmn +

∑

g

W ef
ag ∗ tgm +

∑

n

F
n

a ∗ tefmn +
∑

n>o

V no
am ∗ τ efno

−P (ef)
∑

n

W
nf

am ∗ ten (31)

W ef
ab = V ef

ab − P (ef)
∑

m

V mf
ab ∗ tem +

∑

m>n

V mn
ab ∗ τ efmn (32)

W
mb

ej = V mb
ej −

∑

nf

V mn
ef ∗ tbfnj (33)

Wmn
ie = V mn

ie +
∑

f

tfi ∗ V mn
fe (34)

W am
ef = V am

ef −
∑

n

V nm
ef ∗ tan (35)

To avoid higher than two-body intermediates we furthermore define two intermediates of

mixed Λ and T type:

Ge
a = −

∑

m>n,f

λmnaf ∗ tefmn (36)

Gi
m =

∑

m,e>f

λinef ∗ tefmn. (37)
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Finally, the density matrices are evaluated by using the converged T and Λ as follows

γji = − P+(ij)
∑

m,e>f

tefim ∗ λjmef − P+(ij)
∑

e

tei ∗ λje (38)

γab = P+(ab)
∑

m>n,e

taemn ∗ λmnbe + P+(ab)
∑

m

tam ∗ λmb (39)

γai = tai +
∑

me

λme (taeim − tei tam)−
∑

m>n,e>f

(tefin ∗ tam + tei ∗ tafmn) (40)

γia = λia. (41)

where P+(pq)f(p, q) = f(p, q) + f(q, p).

III. IMPLEMENTATION

The RELCCSD module in DIRAC27 provides 2- and 4-component relativistic CCSD,

CCSD(T) and Fock-Space Coupled Cluster methods51–53. In the present work, we have

extended this module in such a way that it can handle any arbitrary tensor contraction. Any

implementation along this line generally hinges on an efficient tensor contraction routine

where the tensor can be of arbitrary rank. Recently, there have been a lot of focus on

the development of general purpose tensor contraction routine, for instance the ”Tensor

Contraction Engine”54 by Hirata and co-workers as implemented in NWChem55, as well

as Cyclops by Solomonik et al..56. In this work, our target is to achieve almost the same

flexibility without yet focusing on the parallel efficiency of the algorithm. By flexibility is

meant that we want to employ tensors of arbitrary operator structure and rank. It will, in

turn, facilitate the implementation of the methods pertaining to both energy and molecular

properties at the Single Reference Coupled Cluster (SRCC) level.

A. General Structure of the Implementation

The pivotal operation in the CC family of methods is the binary tensor contraction:

Ak
′l′..
ij.. ∗Bi′j′..

kl.. = Ck′l′...i′j′..
ij...kl.. (42)

Following the Einstein summation convention whenever the upper primed (bra) and lower

unprimed (ket) indices are the same, they define a contraction. For each contraction, the
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rank of the product tensor is reduced by 1. All tensors — A, B and C — are anti-symmetrized

tensors of arbitrary rank.

There are no readily available library routines which are able to perform such tensor op-

erations. However, there is very efficient implementation for matrix and vector operations,

namely Basic Linear Algebra Subroutines (BLAS)57. BLAS routines are highly modular,

portable and, most importantly, they are constructed for efficient use of the memory hierar-

chy. We therefore aim at mapping each tensor contraction to an appropriate BLAS routine

(typically DGEMM). In the language of BLAS the two key operations are the following:

C(m,n) = αC(m,n) + βA(m, p) ∗B(p, n)⇒ xGEMM (43)

C(m,n) = αC(m,n) + βA(m, p) ∗X(p)⇒ xGEMV (44)

To be able to fit a tensor operation as in Equation 42 in the above framework, we will

reshape the tensors like

A(free, contractable) ∗B(contractable, free)→ C(free, free) (45)

The operation in Equation 45 amounts to the fact that we will cast a tensor with particular

order of indices as a matrix whose rows and columns are referred as free and contractable

indices. For different tensor operations, we need several combinations of individual tensor

indices to get the contracted and free indices, which means we need to sort the tensors

in various ways. These sorting procedures can be simplified, to some extent, by using

the permutational symmetry of the tensors. Since all the tensors we will deal with are

antisymmetric, that is,

Aklij = −Aklji = −Alkij = Alkji, (46)

we can permute upper or lower indices amongst themselves when they span the same orbital

space. Permutational symmetry of the tensors also enables us to use triangular packing of the

array and thereby obtain savings in terms of operation count and memory usage. Therefore,

we will maintain the anti-symmetric nature for the product tensors as well. Under these

premises we will describe our implementation of tensor contractions.

B. Definition of Tensor Contractions

The code has been written in the FORTRAN 90+ programming language. Different

classes of binary contractions are implemented as separate subroutines in this language. The
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classification of the contractions is done according to the rank of input and output tensors.

The subroutines are given the name “contraction xyz”, where x and y are the ranks of the

tensors that will be contracted from the left and right respectively, and z is the rank of

the output tensor. For the theories which incorporate up to singles and doubles excitation

operators, we have written the subroutines corresponding to contraction classes xyz = 222,

242, 422, 444, 244 and 424 to be able to carry out every possible tensor contraction. We will

illustrate the use of these routines with a specific example. Let us consider one representative

term from the Λ-equation,

δλijab + P (ij)P (ab)
∑

me

λimae ∗W je
bm → δλijab (47)

In this example, we are contracting a rank-4 tensor λimae with a rank-4 tensor W je
bm to

generate another rank-4 tensor δλijab. Therefore, it belongs to the contraction class 444. In

the code the corresponding subroutine is called as

call contraction_444((/"o1","o3","p1","p3"/),(/"o2","p3","p2","o3"/), &

& (/"o1","o2","p1","p2"/),ResL2, 1.0d0,1.0d0,nrep,RightTensor=w_voov, &

& LeftTensor=L2).

The first three arguments to the subroutine are orbital strings for the input and output

tensors in the order they appear from a diagram. Indices are numbered with “o” and “p”

referring to occupied (hole) and virtual (particle) orbitals, respectively. Then, we provide the

name of the output tensor (or arrays), the diagram factor, the scaling factor of the product

tensor, the number of irreducible representations (nrep), and finally the names of the input

tensors (or arrays). A contraction subroutine always identifies the permutational and double

group symmetry built into a tensor and preserves the optimal symmetry structure after the

sorting step. It decides on a particular kind of sorting needed to conform to the Equation 45,

from the placement of indices. In the above example (Eq. 47) the input tensors would be

reshaped to

λ(i,m, a, e)→ λ′(i, a, e,m) (48)

W (j, e, b,m)→ W ′(j, b, e,m) (49)

Thereafter the BLAS matrix-matrix multiplication routine is employed to the tensors
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mapped onto matrices, e.g.

λ′(ia, em) ∗W ′T (em, jb) = δλ′(ia, jb)→ δλ(i, j, a, b), (50)

followed by a reshaping (sort) of the resultant tensor, as above. When explicit anti-

symmetrization of the final tensors are needed (as it is in the present example), we first

generate the full product tensor, and then perform the explicit anti-symmetrization and

pack them in triangular fashion. Again, this is also implicit in the placement of the orbital

indices. What remains to be explained is the implementation of the double group symmetry

for each contraction. We will discuss that in the following subsection.

The major advantage of these subroutines is that it needs information only from a di-

agrammatic expression. We can furthermore use an automatic expression generator for

generating the call sequence in our contraction routines.

C. Sparsity and Blocking of tensors by using Double Group Symmetry

Use of molecular symmetry provides dense and blocked structure to the tensors used in

a Coupled Cluster contraction. This has been exploited most efficiently by Gauss et al.50 in

their Direct Product Decomposition (DPD) scheme for the spatial symmetry groups.

For the relativistic molecular Hamiltonian we cannot work with simple spatial point group

symmetry due to spin-orbit coupling, which couples the spin and spatial degrees of freedom.

Rather we shall work with the corresponding double groups, obtained by the introduction of

a rotation 2π about an arbitrary axis58. These groups contain more irreps than the regular

single group, but not necessarily twice the number. The extra irreps are called fermion

irreps and the pre-existing ones boson irreps. Spinors span fermion irreps, whereas spinor

products, operators and integrands span boson irreps.

In the present work, we use double groups of D2h and its subgroups. However, not all of

them are Abelian since the direct product between the 2π rotation and other elements of the

point group may generate elements which belong to the same class as some other element. In

that case, we consider the highest Abelian subgroup of that double group. For example, the

D∗2h double group contains one two-dimensional irrep, therefore we work with the Abelian

subgroup C∗2h instead. For linear systems we have exploited the advantage of going beyond

D∗2h symmetry by using double groups C∗8h and C∗16 for molecules with and without inversion
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symmetry respectively. For the spin-free cases, we use the direct product group between the

point group and the SU(2) group. These extensions provide very significant computational

savings in realistic applications. This Abelian Double Group scheme, which is analogous

to DPD, builds on the symmetry handling in the CCSD implementation by Visscher et

al.52. Here we will try to present that scheme in a bit more generalized perspective while

recapitulating the essential details from that work.

The DPD scheme is applicable to all possible contractions in Coupled Cluster theory

and entails nested loops over irreps to skip contributions that are zero by symmetry. A

particular challenge in the relativistic framework is that the irrep of the complex conjugate

of a quantity, e.g. an orbital appearing in the bra position of an two-electron integral, is

typically not equal to the irrep of the original quantity. This is symbolically indicated by

Γp 6= Γ∗p and may occur for both fermion and boson irreps. An example are the irreps of the

groups Cn
2 (n > 1).

Continuing with the equation for generic tensor contraction (Equation 42), we get

A((Γ∗k′ ⊗ Γ∗l′ ...)⊗ (Γi ⊗ Γj..) ≡ Γ0)B((Γ∗i′ ⊗ Γ∗j′)⊗ (Γk ⊗ Γl..) ≡ Γ0) (51)

= C((Γ∗K′
f
⊗ Γ∗I′f )⊗ (ΓIf ⊗ ΓKf

) ≡ Γ0)

when the explicit symmetry label of each index is considered. In that equation K ′f represents

a set of uncontracted or free indices coming from the (k′, l′..) orbital set and Γ∗K′
f

is the direct

product of all these indices. Likewise, I ′f stands for all the free indices from the (i′, j′..) set,

If is for the (i, j..) set and Kf is for the (k, l..) set. Γ0 is the totally symmetric irrep. The

remaining orbitals which do not belong to the sets K ′f , I
′
f , If and Kf are contracted, and

the direct product irreps of them within A and B are the same.

As we have already mentioned, every contraction is mapped onto Equation 45. For this

case the symmetry restrictions entails that

A→ A′ : (Γ∗K′
f
⊗ ΓIf )⊗ (Γ∗K′

c
⊗ ΓIc) = Γ′f1 ⊗ Γ′c1 =Γ0 (52)

B → B′ : (Γ∗I′c ⊗ ΓKc)⊗ (Γ∗I′f ⊗ ΓKf
) = Γ′c2 ⊗ Γ′f2 = Γ0 (53)

C ← C ′ : (Γ∗K′
f
⊗ ΓIf )⊗ (Γ∗I′f ⊗ ΓKf

) = Γ′f1 ⊗ Γ′f2 = Γ0, (54)

where the subscript ‘f’ stands for free indices and subscript ‘c’ stands for contractable indices.

Equation 52 to Equation 54 define the symmetry structure of the tensors after employing
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the sorting step. We have introduced a new symmetry label Γ′ to indicate that the sorted

indices can originate from the ket (that is, Γ) or bra (that is, Γ∗) position or from both of

them. Consequently, multiplication tables have been set up for the direct products (Γp ⊗ Γq)

and
(
Γp ⊗ Γ∗q

)
, where Γp and Γq may refer to both fermion and boson irreps.

Now, with a specific example as in Equation 47, the input tensor λ appears as an array

(i,m, a, e,Γae) containing only elements for which

(Γ∗i ⊗ Γ∗m)⊗ (Γa ⊗ Γe) = Γ∗im ⊗ Γae = Γ0, (55)

where Γ0 is the totally symmetric irrep. Upon sorting it will be reshaped to an array

(i, a, e,m,Γ′em), where Γ′em = Γe⊗Γ∗m. The arrays W and δλ will undergo similar treatment.

Finally, one contraction with explicit symmetry labelling can be written as:

A′(Γ′f1 ,Γ
′
c1

)⊗B′(Γ′c2 ,Γ′f2) = C ′(Γ′f1 ,Γ
′
f2

) (56)

In this step we make sure that Γ′c1 = Γ′c2 and all other symmetry restrictions follow from

Equation 52 to Equation 54. In our specific example, we multiply λ and W in the matrix

form λ(ia, em : Γ′em) and W (jb, em : Γ′em) by using a BLAS matrix-matrix multiplication

routine. Notice that we need to transpose the array W for carrying out the multiplication.

Finally the product array δλ(ia : Γ′ia, jb : Γ′jb) is reshaped to δλ(i, j, a, b), where Γ∗ij = Γab.

These sorting steps are at most of order N4 (with N the number of orbitals) and should

be insignificant relative to the N6 order contractions. Due to the higher speed of the latter

it is in practice, however, necessary to also consider optimization of these sorting steps as

they often require non-contiguous memory access.

Further symmetry reductions are possible by exploiting time reversal symmetry51. How-

ever, in the present code Kramers-restriction is not imposed at the CC level. On the other

hand, presently the preliminary HF calculations are carried out using a quaternion sym-

metry scheme59 that exploits both spatial and time reversal symmetry such that the input

orbitals for the CC module form a Kramers basis. As a consequence, the input one- and

two-electron integrals are real for certain point groups, a feature that is exploited in our

calculations by defining an xGEMM subroutine that wraps around either the DGEMM or

ZGEMM BLAS primitives, depending on the algebra of the point group (real or complex).
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D. Construction of expectation values

The steps involved in a Coupled Cluster gradient calculation can be written down suc-

cinctly as follows:

1. iterative HF solution to get the MO basis.

2. transforming integrals in AO basis to the MO basis.

3. iterative solution of the CCSD amplitude equation to get the T1 and T2 amplitudes.

4. construction of the fixed intermediates, Eqs. 25 to 35 using V, F, T1 and T2.

5. iterative solution of the Λ-equations, Eqs. 22 and 23.

6. construction of one-particle density matrix, Eq. 38, at the CC level with the help of

converged T- and Λ-amplitudes.

7. back-transformation of the CC density matrix from the MO basis to the AO basis.

8. tracing the density matrix with the AO derivative integrals to get the desired property

values.

Steps (4)-(5) use the contraction scheme described in the section III B. Some inter-

mediates involve integrals over four virtual orbital indices (VVVV). Because of the very

high memory scaling of those terms, we have implemented them in a distributed fashion.

The RELCCSD module in DIRAC distributes the VOVV (three virtual and one occupied),

VVVV type integrals on several nodes. In the present work, we gather all the distributed

VOVV integrals on each node and continue with the distributed VVVV integrals. The inter-

mediate which contains four virtual orbitals, that is, W ef
ab in Equation 32 is calculated only

with the locally available integrals on each node. Furthermore, when those intermediates

are used in Equation 31, and Equation 23 we use only the local contribution on each node.

At the end we synchronise the δijab and W ef
am arrays to the master.

Step (6) in the above scheme needs careful consideration since the AO property matrices

are generated in the framework of the quaternion symmetry scheme59 operating at the SCF

level in the DIRAC program. Presently the input MOs to the CC module form a Kramer’s
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basis, such that the 1-particle CC density matrix (MOγ) is expressed in terms of Kramer’s

pairs 
 A B

C D


 ;

Apq = γpq Bpq = γpq

Cpq = γpq Dpq = γpq
(57)

In the closed-shell case, this matrix has a time-symmetric structure


 A B

−B? A?


 (58)

and can be block-diagonalized by quaternion unitary transformation59

U =


 I ǰI

ǰI I


 (59)

where I is the 2× 2 unit matrix. One then proceeds with the upper block of the quaternion

block-diagonalized matrix, with elements

QγPQ = Re(γpq) + ǐIm(γpq) + ǰRe(γpq) + ǩIm(γpq) (60)

Based on spatial symmetry the matrix may be further compressed to complex or real form.

The Qγ density matrix is next be back-transformed to the AO basis

Qγµν =
∑

PQ

QcµP
QγPQ

Qc∗νQ (61)

In the final step the resulting AO CC density matrix is traced with the appropriate AO

property matrix.

As mentioned the RELCCSD module of DIRAC does not exploit time reversal symmetry

and can also be invoked to handle a single open shell. In that case the CC density matrix

can be separated into a time symmetric and a time antisymmetric part, the latter allowing

the calculation of expectation values of time antisymmetric operators such as the magnetic

dipole or the hyperfine operator. This will be exploited in future work.

IV. SAMPLE APPLICATIONS

In this section we will show two pilot applications of the DC-CCSD analytic gradient code.

We first consider parity violation (PV) of chiral molecules which, as already mentioned, is
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a property that is strictly zero in the absence of SOC and for which we would like to

benchmark a currently employed computational protocol based on density functional theory

(DFT)60. Presently we have studied PV in the H2X2 (X= O, S, Se, Te) series of molecules.

For the first two members of that series finite-field 4-component relativistic CC calculations

are available61. We next consider the electric field gradient (EFG) at nuclear positions in

the BiN and BiP diatomic molecules, which were already studied by Teodoro and Haiduke62

using a finite-field CC approach.

V. PARITY VIOLATION

Upon extension of the conventional electromagnetic formulation of quantum chemistry

to the electroweak regime a minute energy difference

∆EPV = EPV (L)− EPV (R) = 2EPV (L) (62)

is induced between the left(L)- and right(R)-handed enantiomers of chiral molecules6,8,63,64.

At the 4-component relativistic level the parity violating (PV) energy EPV can be calculated

as an expectation value of the nuclear spin-independent P-odd operator65

HPV =
∑

n

HPV ;A; HPV ;A =
GF

2
√

2
QW,A

∑

i,A

γ5i ρA(ri) (63)

where GF = 1.16637× 10−11 MeV−2 = 2.22255× 10−14 Eha30 is the Fermi coupling constant.

The summation runs over the nuclei, A and electrons, i. The weak charge QW,A = −NA +

ZA(1− 4sin2θw), where NA and ZA is the number of neutrons and protons on each nucleus.

θw is the Weinberg mixing angle; we have chosen a fixed value of 0.2319 for sin2θw. ρA is

the normalized nucleon density. γ5 is the 4× 4 chirality operator, which is given by:

γ5 =


O I

I O


 (64)

The nuclear spin-dependent PV contribution has been neglected since it is zero for a closed-

shell system.65.

There is at present no experimental observation of the effect of parity violation in chiral

molecules, but several experiments are in preparation7,66–68. The present role of theory

is to guide experiment towards suitable candidate molecules, but a successful observation

18



would call for a direct confrontation between theory and experiment and allow to probe the

standard model of the universe in the low-energy regime.69. Most present-day molecular

PV calculations are carried out using DFT. As a first step towards benchmarking of this

compuational protocol we have investigated the H2X2 (X=O, S, ...) series of molecules using

our newly implemented CC gradient code. These are not ideal candidate molecules for actual

experiments, but have been widely employed for calibration and analysis.8,61,65,70–85 In our

study with the first candidate of that series, that is, H2O2, the O-O and H-O bond lengths

as well as the O-O-H angles have been kept fixed, and the dihedral angle τe has been varied

from 0◦ to 180◦ with a grid of 20◦ to generate an EPV vs τe curve. The fixed structure

parameters have been taken from the article by Laerdahl and Schwerdtfeger65. We have

considered a series of basis sets to estimate the minimal size which provides good accuracy.

The smallest basis set has been taken from the work by Laerdahl and Schwerdtfeger65, who

considered several basis sets in their work. From these we have chosen the basis type1,

which is slightly better than double zeta quality. Then we systematically improved the size

by using the Dyall-type all-electron basis sets, that is, dyall.ae3z and dyall.ae4z86 (a higher

cardinal number is presently not available). We will employ the optimal size obtained form

this study to the other molecules of this series. The Gaussian model of nuclei has been

employed for all the molecules in this series28. We have chosen the full DC Hamiltonian,

including the (SS|SS) class of integrals. Our choice of correlation space consists of all the

occupied orbitals, but the virtual orbital space has been truncated by choosing an energy

threshold of 100 Eh.

In Figure 1 EPV is traced as a function of dihedral angle at both the HF and CCSD

levels of theory, using the cc-pVDZ+3p basis set65, to demonstrate the effect of correlation.

The curve we obtained is of sinusoidal type, in agreement with previous studies8,71–73,75,76,78.

The effect of correlation gives a negative vertical shift to the EPV value throughout the

curve. We have obtained a maximum correlation contribution at 60◦ torsional angle, and

minimum is at 160◦ torsional angle. Table I gives CCSD and HF values of EPV at 45◦

torsional angle and indicates the convergence of EPV with respect to the basis set. Clearly,

there is a significant difference in values when the double-zeta basis is compared with the

triple-zeta one, whereas the effect of further increasing the cardinal number is quite small.

We will prefer triple zeta quality basis set for our calculations on the heavier homologues

of H2O2. We have also compared our findings with the previous studies in Table I. Our
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FIG. 1. Total parity violating energy EPV as a function of torsional angle curve for H2O2 at the

HF and CCSD level of theory using the cc-pVDZ+3p basis set65.

analytical number matches very well the finite-field numbers reported by Thyssen et al.61

when the basis set is exactly the same87. The slight discrepancy in value may be attributed

to the numerical noise in the finite-field calculation. The difference with the MP2 value,

when we use the same basis set is not very large, as has been seen earlier. With the triple

zeta basis set we also obtain very good agreement with the recent value reported by Horný

and Quack at the non-relativistic CCSD level85.

For the next candidate in this series, that is, H2S2, we apply the dyall.ae3z basis set as

stated earlier. Here we freeze the 1s2s orbitals of the sulphur atoms. This is motivated by the

MP2 study by van Stralen et al.17. They have shown for H2Se2 molecule that when we neglect

1s2s orbitals the total contribution of correlation does not change much, whereas neglecting

the 2p orbital has significant effect on the correlation contribution. For the virtual orbital

space we again choose 100 Eh as the energy threshold. The fixed structure parameters are

again taken from the study by Laerdahl and Schwerdtfeger65. We vary the torsional angle

from 0◦ to 180◦ with a fixed grid size of 15◦. We observe the same sinusoidal behaviour of
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TABLE I. Parity violating energies EPV for P enantiomers of H2X2 molecules at various level of

theory. We have considered 45◦ torsional angle for all the molecules. Finite-field results are marked

as ff; all other numbers are analytical.

Molecule Hamiltonian Method Basis set for X EPV /10−20Eh

H2O2 DC CCSD a cc-pVDZ+3p -61.21

dyall.ae3z -53.23

dyall.ae4z -55.84

HF a cc-pVDZ+3p -67.84

dyall.ae3z -60.51

dyall.ae4z -63.76

CCSD(ff) b cc-pVDZ+3p -61.80

MP2 c cc-pVDZ+3p -57.88

NR CCSD d cc-pVTZ -51.69

H2S2 DC CCSD a dyall.ae3z -1821.03

CCSD(ff) b cc-pVDZ+3p -2165.23

MP2 c cc-pVDZ+3p -2112.0

NR CCSD d cc-pVTZ -2248.6

a this study
b Thyssen et al.61

c van Stralen et al.17

d Horný and Quack85

the EPV vs τe curve (Figure 2) as seen for H2O2. However, the effect of correlation is less

dominant for this molecule, and correlation contributions have both negative and positive

sign along the curve.

When we compare our results of H2S2 with previous findings in Table I, we see a significant

difference in values. The CCSD finite field number of Thyssen et al.61 as well as the MP2

value reported by van Stralen et al.17 were obtained with a smaller basis size and this is

probably the major reason for the observed differences. The difference with the results of

Horný and Quack85 may be either due to the choice of the Hamiltonian or of the geometry

of the molecule. We intend to investigate this molecule also with other choices of correlating

orbital space and other basis sets as well as with the same geometry as Horný and Quack
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FIG. 2. Total parity violating energy EPV as a function of torsional angle curve for H2S2 at the

HF and CCSD level of theory using the dyall.ae3z basis.

to clarify this.

For H2Se2 and H2Te2 we have chosen (n-1)dnsnp as the active occupied orbital space.

The energy cut-off for the virtual orbitals was set to 40 Eh. In Table II, we report our

calculated EPV values at 45◦ torsional angle for the complete series H2X2 (X = O, S, Se,

Te) of molecules. An interesting observation is that the correlation contribution is on the

order of 10 % for H2O2, but is reduced by one order of magnitude or more for the heavier

homologues. There has been a previous analysis for that by Berger et al.88, where they have

compared the ZORA-DFT numbers of theirs with the DC Hamiltonian based MP2 numbers

by van Stralen et al.17. Their conclusion was that while MP2 numbers underestimates

the correlation contribution of a DFT calculation, it overestimates that of a CCSD(T)

calculation. Our numbers also corroborate with the overestimation of correlation by MP2,

for which we have not carried out any calculation, but have observed the qualitative trend

in the work by van Stralen et al.17. However, it should be pointed out that it is possible

to provide a definite benchmark number only when an analytic CCSD(T) energy gradient
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implementation will be available.

TABLE II. Total parity violating energy shift (in Eh) at the CCSD level for the H2X2 (X=O, S,

Se, Te) molecules at 45◦ dihedral angle. The dyall.ae3z basis set is employed both for X and H.

∆EcorrPV corresponds to the energy shift (in Eh) at the CCSD level with respect to the HF method.

H2O2 H2S2 H2Se2 H2Te2

EPV -53.23E-20 -18.21E-18 -21.15E-16 -32.89 E-15

∆EcorrPV 7.4E-20 4.8E-20 2.4E-17 2.8E-16

VI. ELECTRIC FIELD GRADIENT

We next consider the interplay between SOC and electron correlation by calculating the

electric field gradient (EFG) at the 209Bi nucleus (nuclear spin I=9/2) in the BiX (X= N,

P) series of molecules, for which spin-orbit effects may expected to be prominent. The

corresponding nuclear quadrupole coupling constant (NQCC; in MHz) may be expressed as

NQCC(209BiX) = 234.9647×Q(209Bi)qzz(Bi) (65)

where Q is the nuclear quadrupole moment of 209Bi in barns (b) and qzz is the electric field

gradient (in atomic units Eh/ea
2
0) along the molecular axis at the position of the bismuth

nucleus.

The basis set for Bi has been taken from the work by Teodoro and Haiduke62, where

they have incremented the Relativistic Adapted Gaussian Basis Set (RAGBS), previously

developed by Haiduke and Da Silva89. For the lighter atom in those molecules, that is, for N

and P, we have chosen the cc-pVTZ basis set90,91. An approximate version of the DC Hamil-

tonian was used, where the (SS|SS) class of integrals is neglected and a simple Coulombic

correction added to the energy92. To estimate the contribution from SOC, we have also

employed the Spin-Free(SF)-DC Hamiltonian24,93 which allows us to define the SOC con-

tribution as the difference between the results obtained with the full DC Hamiltonian and

with the SF Hamiltonian. The correlating orbital space has been restricted by selecting all

the orbitals between -6 to 20 Eh, following the suggestion by Teodoro and Haiduke62.

We have summarized our results in Table III. For the BiN molecule at the SF level,

electron correlation gives a 16.31 % negative shift to the absolute value of qzz. At the DC
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TABLE III. Calculated electric field gradient qzz at the Bi nucleus of the BiN and BiP molecules.

Only electronic contributions are given in the table. The nuclear contribution is 0.2864 and 0.3685

Eh/ea
2
0 for BiN and BiP, respectively. Bond lengths for BiN and BiP are chosen as 1.9349 Å94

and 2.2934 Å95 respectively. We used a 31s24p18d12f2g basis set for Bi and cc-pVTZ for N and P.

∆SOC refers to the spin-orbit coupling contribution at the indicated level of theory.

Molecule Hamiltonian Method qzz (in Eh/ea
2
0) %correlation ∆SOC

BiN SF-DC HF -13.0961 -16.31 7.0121

CCSD -10.9596 - 1.3958

DC HF -6.0840 +57.20 -

CCSD -9.5638 - -

BiP SF-DC HF -13.6345 -21.06 3.5969

CCSD -10.7626 - 1.1318

DC HF -10.0376 -4.05 -

CCSD -9.6308 - -

level, on the other hand, we get a huge positive shift of 57.2 % to the absolute value of qzz.

This immediately shows that the SOC and correlation can not be treated independently

and that both are important to obtain a quantitatively correct total EFG value. With

further analysis we can see that SOC reduces the absolute value of qzz by 7.01 Eh/ea
2
0 at the

mean-field level, in line with other previous studies of different molecules96,97. The extent

of coupling between SOC and correlation can be singled out by subtracting the mean field

∆SOC contribution from that at the CCSD level, which is a significantly large value -5.62

Eh/ea
2
0. For BiP the role of SOC is less dramatic, and our simple analysis tells us that the

role of coupling between correlation and SOC is 2.47 Eh/ea
2
0 in that case.

If we combine our DC-CCSD EFG value with the NQCC data from Cooke et al.62,95

we obtain a nuclear quadrupole moment of -401 mb for 209Bi, in line with Teodoro and

Haiduke62. This clearly indicates that the present literature value of -516(15) mb98,99 needs

revision, in particular since the triples contribution to the EFG is rather modest, on the

order of 10 mb62.
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VII. SUMMARY AND FUTURE OUTLOOK

In this article we have reported the first formulation and implementation of 4-component

DC Hamiltonian based coupled cluster analytic derivative technique. The present implemen-

tation allows the first order energy derivative calculations. We have used full permutational

and double group symmetry of the integrals in the coupled cluster contraction section. This

method has been applied to the calculation of zz-component of EFG tensors at the Bi centre

of BiN and BiP molecules. We have demonstrated a strong coupling between SOC and

correlation for those molecules. In future work we plan to investigate the spin-orbit ef-

fect on the EFG in more detail. We have also calculated the total parity violating energy

contribution for H2X2 (X=O,S..) molecules and compared that with the previous studies.

For the selected molecules the effect of electron correlation on the parity-violating energy is

rather modest, but we would like to extend our benchmark study to more realistic candidate

molecules where for instance the difference between HF and DFT results are more prominent

(see for instance Ref. 60).

In the present implementation we have not included the (T) correction to the calculated

molecular properties. The main bottleneck of that implementation are the high memory

requirements, which becomes particularly severe in the relativistic case due to the large

prefactor caused by spin-orbit coupling. A viable implementation should include paral-

lelization techniques. We are presently exploring suitable algorithms in that direction. In

this implementation we have so far avoided the consideration of orbital relaxation via the

Z-vector technique. For the calculation of geometrical derivatives and magnetic properties

it is, however, mandatory to incorporate that contribution. The main bottleneck for the

relativistic case arises because of the rotation between positive energy and negative energy

orbitals, which will possibly require transformed negative energy MO integrals. Neverthe-

less, in view of the theoretical importance of that technique we are planning to implement

it as well.

This work provides a generalized framework for tensor contraction in the relativistic

single reference coupled cluster regime. We therefore plan to use this framework for the

implementation of coupled cluster linear response. The response implementation will allow

the calculation of excited state energies and higher-order molecular properties, most notably

the NMR shielding tensor and indirect spin-spin coupling tensor.
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An open-shell extension of this work will increase the scope of this work for magnetic

properties. for instance the EPR g-tensor. In the spinor-based coupled cluster implementa-

tion one can calculate relaxed density matrix for simple open-shell systems. We are planning

to use that benefit as outlined in section III D.

VIII. ACKNOWLEDGEMENT

A.S. acknowledges his PhD fellowship from Indo-French Centre for the Promotion of Ad-

vanced Research (IFCPAR) and would like to thank Debashis Mukherjee (Kolkata), Lan

Cheng (John Hopkins), Andre Gomes (Lille) and Sangita Sen (Oslo) for many fruitful dis-

cussions. AS would also like to acknowledge computing time on the Linux clusters of Labo-

ratoire de Chimie et Physique Quantiques (LCPQ, Toulouse) and Laboratoire de Physique

des Lasers, Atomes et Molcules (PhLAM, Lille).

REFERENCES

1M. Gell-Mann, Il Nuovo Cimento (1955-1965) 4, 848 (1956).
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15P. O. Lipas, P. Pyykkö, and E. Pajanne, J. Chem. Phys. 58, 3248 (1973).
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7. Summary and Future Perspective

This thesis covers two major domains of Relativistic Quantum Chemistry - electronic
structure and molecular properties. While in the first part our main objective was to
study the existing relativistic correlation methodologies, in the second part it was to
develop and implement new theory.

In our first work we tried to provide benchmark spectroscopic constants of Radon and
eka-Radon dimers. To achieve the best accuracy, we calibrated all the major parameters
associated with an ab-initio calculation - the Hamiltonian, the basis sets, the method
of correlation against experiment for the lighter homologue Xenon. We applied long
range Coupled Cluster corrected short range DFT method for the same systems, which
has been the very first reported number for the relativistic variety of that method. Our
study asserted that the Gaunt interaction is very important in the bonding of eka-Radon.
However, we treated Gaunt interaction at the mean-field level. It will be worthwhile
to study the interplay between Gaunt interaction and correlation. Lastly eka-Radon
exhibits surprisingly strong bonding behaviour. It will not at all be irrational to think
it as a liquid or a solid!

In the next work we simulated Xray Spectra for the Actinide compounds. We found
that ab-initio study of the X-ray spectroscopy is very challenging, few of the effects one
needs to deal with are somewhat unreachable by the present day ab-initio methods.
In our experience, even the “most” accurate ab-initio method, the CC theory is not
adequate in that purpose. We contained ourselves with the less accurate MP2 method
which in a way bypasses numerical divergence. Nevertheless, that led us to implement
a new Open-Shell MP2 method.

In the second part of this thesis we have implemented coupled cluster analytic gradient
module in DIRAC [1]. This being a DIRAC-code, have access to different varieties of
Hamiltonian - spin-free, 2-component (one must be aware of the picture change error
for using it) etc. We have so far performed some pilot calculations to validate the code.
It is of course a method of very wide scope. We are optimistic to be able to show large
number of applications of this method in near future.

The parallel version of this code is not completely debugged. We hope to get that very
very soon. Besides, the (T) version of this code is yet to implement. The implementation
of that method is very much memory intensive, it scales as N6. In the relativistic case,
with its added pre-factor, serial implementation is not likely to work satisfactorily. We
are trying to frame a suitable parallel algorithm for that method. With these two
implementation the scope of this work will be widened up very significantly.

Our implementation of this method has been designed in a way that other non-
relativistic SRCC methods can very conveniently be adapted to the relativistic domain.
The first method we can name is the Equation-of-motion coupled cluster theory, which
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7. Summary and Future Perspective

is used very widely, very routinely for the low-lying excited states of closed-shell ground
state system. In the motivation section of our work we have mentioned the NMR spec-
troscopy. That will only be possible to study by implementing Linear Response coupled
cluster theory. We are aiming to implement that one too.

Open-shell extension of the relativistic CC gradient code is not completely trivial. It
is somewhat hindered by the strict time-reversal symmetry adaption in the most part
of the code. Nevertheless, it is of very high importance, it will open up the possibility
of studying several magnetic properties. We will soon try to make a strategy of dealing
with that problem.

Theoretical chemists trust the accuracy of coupled cluster method. Therefore, we
hope to see a large number of applications in near future, not only from our group but
also from others.
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A. Integrals in Kramer’s Pair Basis

In this appendix I will show how we can connect the integrals represented in a Kramer’s
pair basis to the boson irreps of a Double Group. In the matrix form the DIrac Hamil-
tonian can be written down as:

H =

(
V c(σ.p)

c(σ.p) V − 2mc2

)
(A.1)

For the simplicity of analysis we will consider V as totally symmetric i.e, devoid of any
vector potential. This implies the diagonal part of the Hamiltonian is totally symmet-
ric. Let us, write down the Hamiltonian in Eqn.A.1 in the following manner, so that
symmetry information for individual parts will be clear:

H =

(
A(Γ0) B(Γ)
B(Γ) A′(Γ0)

)
(A.2)

To get the explicit symmetry content in each part we will analyze the B matrix in terms
of irreps

B(Γ) = c.

(
pz px − ipy

px + ipy −pz

)
≡
(

−iΓ(z) −iΓ(x) + Γ(y)
−iΓ(x)− Γ(y) iΓ(z)

)
(A.3)

Now, operating the Hamiltonian in Eqn. A.2 on four component wave function we get
the following result.

(
A(Γ0) B(Γ)
B(Γ) A′(Γ0)

)
.

(
ΦL

ΦS

)
=

(
A.ΦL +B.ΦS

B.ΦL +A′.ΦS

)
(A.4)

=

(
Φ′L
Φ′S

)

For generality purpose ΦL should be expressed as:

ΦL =

(
ΦL,α
Re + iΦL,α

Im

ΦL,β
Re + iΦL,β

Im

)

≡
(

ΓL,αRe + iΓL,αIm
ΓL,βRe + iΓL,βIm

)
(A.5)

This is applicable for ΦS also. i.e,

ΦS =

(
ΦS,α
Re + iΦS,α

Im

ΦS,β
Re + iΦS,β

Im

)

≡
(

ΓS,αRe + iΓS,αIm
ΓS,βRe + iΓS,βIm

)
(A.6)
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A. Integrals in Kramer’s Pair Basis

Using the relations of Eqns.A.5 and A.6 in Eqn.A.4 we get:

Γ
′α
Re = Γ0 ⊗ ΓL,αRe + Γ(z)⊗ ΓS,αIm + Γx ⊗ ΓβIm − Γy ⊗ ΓβRe (A.7)

Γ
′α
Im = Γ0 ⊗ ΓL,αIm − Γz ⊗ ΓS,αRe + Γx ⊗ ΓβRe − Γy ⊗ ΓβIm

Γ
′β
Re = Γ(0)⊗ ΓβRe + Γx ⊗ ΓS,αIm + Γy ⊗ ΓS,αRe − Γz ⊗ ΓβIm

Γ
′β
Im = Γ0 ⊗ ΓβIm − Γx ⊗ ΓS,αRe + Γy ⊗ ΓS,αIm + Γz ⊗ ΓβRe

For small components we will get the identical relations just by replacing L by S and
vice versa in the above equations:

Γ
′α
Re = Γ0 ⊗ ΓS,αRe + Γz ⊗ ΓL,αIm + Γx ⊗ ΓβIm − Γy ⊗ ΓβRe (A.8)

Γ
′α
Im = Γ0 ⊗ ΓS,αIm − Γz ⊗ ΓL,αRe + Γx ⊗ ΓβRe − Γy ⊗ ΓβIm

Γ
′β
Re = Γ0 ⊗ ΓβRe + Γx ⊗ ΓL,αIm + Γy ⊗ ΓL,αRe − Γz ⊗ ΓβIm

Γ
′β
Im = Γ0 ⊗ ΓβIm − Γx ⊗ ΓL,αRe + Γy ⊗ ΓL,αIm + Γz × ΓβRe

Now, our objective is to define the representation of the all components in the trans-
formed wave function with respect to the IRR of ΦL,α

Re . We have also noticed that all the
combinations of IRRs in Eqns.A.7 and A.8 will be equivalent to a fixed representation
because of the structure of the wave function will be of the same form as A.5 and A.6.

(
Φ′L
Φ′S

)
= ΓL,αRe




(Γ0,Γx ⊗ Γy)
(Γx ⊗ Γz,Γz ⊗ Γy)
(Γx ⊗ Γy ⊗ Γz,Γz)

(Γy,Γx)


 = ΓL,αRe




(Γ0,ΓRz)
(ΓRy ,ΓRx)
(Γxyz,Γz)
(Γy,Γx)


 (A.9)

For all point groups without inversion symmetry we will consider ΓL,αRe as Γ0. For inver-
sion symmetry containing point groups we will consider Γ0 for ‘gerade’ type irreducible
representations and Γxyz for ‘ungerade’ type irreducible representation.

Symmetry of Overlap and One Electronic Integrals

In the relativistic domain spin is not a good quantum number. Therefore, unlike non-
relativistic cases ‘Kramers degeneracy’ is absent here. But time reversal symmetry
helps us to recover some sort of above mentioned degeneracy between the partner wave
functions. Here we will call them as time reversal partner of one another or ‘Kramers
Pair’. They are related by the following equations:

Φp = TΦp (A.10)

TΦp = − Φp (A.11)

where,

T = −i
(
σy 0
0 σy

)
κ0 (A.12)
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A. Integrals in Kramer’s Pair Basis

In the ‘Kramers Pair’ basis general overlap matrix will look like as follow:

ΩPQ =

(
Ωpq Ωpq

Ωpq Ωpq

)
(A.13)

For the present situation we will consider two component wave function only. But this
is easily generalizable in terms of 4-component. Our wave-function will generally look
like:

Φp =

(
Φα
p

Φβ
p

)
(A.14)

Φp =

(
−Φ∗βp
Φ∗αp

)
(A.15)

case I

〈Φp|Φq〉 =
(

Φ∗αp Φ∗βp
)
×
(

Φα
q

Φβ
q

)
(A.16)

= Φ∗αp Φα
q + Φ∗βp Φα

q

= A

case II

〈Φp|Φq〉 =
(

Φ∗αp Φ∗βp
)
×
(
−Φ∗βq
Φ∗αq

)
(A.17)

= − Φ∗αp Φ∗βq + Φ∗βp Φ∗αq
= B

case III

〈Φp|Φq〉 =
(
−Φβ

p Φα
p

)
×
(

Φα
q

Φβ
q

)
(A.18)

= Φβ
pΦα

q − Φα
pΦβ

q

= −B∗

case IV

〈Φp|Φq〉 =
(

Φ∗αp Φ∗βp
)
×
(

Φα
q

Φβ
q

)
(A.19)

= Φ∗αp Φα
q + Φ∗βp Φβ

q

= A∗
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A. Integrals in Kramer’s Pair Basis

Therefore, the final form of the matrix ΩPQ is:

ΩPQ =

(
A B
−B∗ A∗

)
(A.20)

Now, we will elucidate the symmetry content of each parts:
First, I will consider the case for which the symmetry of our reference function is Γ0:

A(Γ) =
(
(Γ0,ΓRz) (ΓRy ,ΓRx)

)
×
(

(Γ0,ΓRz)
(ΓRy ,ΓRx)

)

= (Γ0,ΓRz)

B(Γ) =
(
(Γ0,ΓRz) (ΓRy ,ΓRx)

)
×
(
−(ΓRy ,ΓRx)

(Γ0,ΓRz)

)

= (ΓRy ,ΓRx)

(A.21)

Next, we will consider the situation where instead of Γ0, the symmetry for the reference
state will be considered as Γxyz. The symmetry structure of the matrix elements will be
same for this irreps also since Γxyz ⊗ Γxyz = Γ0.

At this point we can argue that, one-elctronic part of the Hamiltonian being totally
symmetric, the symmetry structure for the matrix elements will be same as the overlap
integral. H being invariant under all operation of the group, only totally symmetric
matrix elements will have non-zero value. This clearly suggests further simplification in
the matrix element structure of the one electronic operator in Kramer’s basis e.g, in D2h

symmetry we can see that A is only real and B is zero.

Two-electron Coulomb Integrals

This analysis can be extended to the two-electronic part of the Hamiltonian even. If we
consider Mulliken notation for the integrals then, matrix element for the two-electronic
part of the Hamiltonian is nothing but the direct product of overlap integrals. Again,
this is possible because of the fact two-electronic Hamiltonian belongs to the totally
symmetric representation. Let us write two electronic integrals in the following way:
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A. Integrals in Kramer’s Pair Basis

ΩPQRS = ΩPQ ⊗ ΩRS (A.22)

=




Ωpqrs Ωpqrs Ωpqrs Ωpqrs

Ωpqrs Ωpqrs Ωpqrs Ωpqrs

Ωpqrs Ωpqrs Ωpqrs Ωpqrs

Ωpqrs Ωpqrs Ωpqrs Ωpqrs


 (A.23)

=




AC AD BC BD
−AD∗ AC∗ −BD∗ BC∗

−B∗C −B∗D A∗C A∗D
B∗D∗ −B∗C∗ −A∗D∗ A∗C∗


 (A.24)

One can easily see that, it is sufficient to consider only the upper half of this matrix
and the lower part can be generated merely by complex conjugation and changing the
sign. So, for the symmetry content we have to analyze only 8 unique upper half entries of
ΩPQRS . This gives the following structure of the resultant matrix in terms of symmetry:

ΩPQRS =

(
(Γ0,ΓRz) (ΓRy ,ΓRx) (ΓRy ,ΓRx) (Γ0,ΓRz)

(ΓRy ,ΓRx) (Γ0,ΓRz) (Γ0,ΓRz) (ΓRy ,ΓRx)

)
(A.25)

If we consider particle exchange symmetry in the situation where both particle 1 and
2 span the same orbital space then, between AD and BC only one class is unique and
so also between AD∗ and BC∗. That reduces the number of unique classes of matrix
elements to 6 among the 16 possibilities.

For the Hamiltonian matrix elements in D2h symmetry we will get non-zero values
for real part in AC, BD, AC∗ and BD∗ class of integrals. It is very apparent from this
analysis that consideration of point group symmetry gives a considerable reduction in
the number of non-zero integrals. Now we will classify the integrals

Two electron Gaunt Integral

The operator form of the Gaunt term is:

Ggaunt = −~α1.~α2

r12
(A.26)

In Mulliken notation the gaunt integral is generally expressed as: (Φp~αΦq|Φr~αΦs). Now
to explore the symmetry content of the Gaunt integral we will follow the same strategy
as above.
step1:

Φp~αΦq =
(
φL†p φS†p

)
.

(
0 σ
σ 0

)(
φLq
φSq

)
= φL†p σφ

S
q + φS†p σφ

L
q (A.27)

step2 : So, the total Gaunt Integral is:

(Φp~αΦq|Φr~αΦs) = (φL†p σφ
S
q + φS†p σφ

L
q |φL†r σφSs + φS†r σφ

L
s ) (A.28)
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A. Integrals in Kramer’s Pair Basis

Our next task is to construct the matrix representation of the current density term
in the ‘Kramer’s pair’ basis. Our considered form of the wave function is same as Eqns.
A.15 and A.14. Following the same strategy, the individual components are:

1)

〈Φp|σx|Φq〉 =
(

Φ∗~αp Φ∗βp
)
.

(
0 1
1 0

)
.

(
Φ~α
q

Φβ
q

)
(A.29)

= Φ∗~αp .Φ
β
q + Φ∗βp .Φ

~α
q

= Agauntx

〈Φp|σy|Φq〉 =
(

Φ∗~αp Φ∗βp
)
.

(
0 −i
i 0

)
.

(
Φ~α
q

Φβ
q

)
(A.30)

= − i.Φ∗~αp .Φβ
q + i.Φ∗βp .Φ

~α
q

= Agaunty

〈Φp|σz|Φq〉 =
(

Φ∗~αp Φ∗βp
)
.

(
1 0
0 −1

)
.

(
Φ~α
q

Φβ
q

)
(A.31)

= Φ∗~αp .Φ
~α
q − Φ∗βp .Φ

β
q

= Agauntz

2)

〈Φp|σx|Φq〉 =
(

Φ∗αp Φ∗βp
)
.

(
0 1
1 0

)
.

(
−Φ∗βq
Φ∗αq

)
(A.32)

= Φ∗αp Φ∗αq − Φ∗βp Φ∗βq
= Bgaunt

x

〈Φp|σy|Φq〉 =
(

Φ∗αp Φ∗βp
)
.

(
0 −i
i 0

)
.

(
−Φ∗βq
Φ∗αq

)
(A.33)

= − i.Φ∗αp Φ∗αq − i.Φ∗βp Φ∗βq
= Bgaunt

y

〈Φp|σx|Φq〉 =
(

Φ∗αp Φ∗βp
)
.

(
1 0
0 −1

)
.

(
−Φ∗βq
Φ∗αq

)
(A.34)

= Φ∗αp Φ∗βq − Φ∗βp Φ∗αq
= Bgaunt

z
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A. Integrals in Kramer’s Pair Basis

3)

〈Φp|σx|Φq〉 =
(
−Φβ

p Φα
p

)
.

(
0 1
1 0

)
.

(
Φα
q

Φβ
q

)
(A.35)

= − Φβ
p .Φ

β
q + Φα

p .Φ
α
q

= B∗gauntx

〈Φp|σy|Φq〉 =
(
−Φβ

p Φα
p

)
.

(
0 −i
i 0

)
.

(
Φα
q

Φβ
q

)
(A.36)

= i.Φβ
p .Φ

β
q − iΦα

p .Φ
α
q

= B∗gaunty

〈Φp|σz|Φq〉 =
(
−Φβ

p Φα
p

)
.

(
1 0
0 −1

)
.

(
Φα
q

Φβ
q

)
(A.37)

= − Φβ
p .Φ

α
q − Φα

p .Φ
β
q

= B∗gauntz

4)

〈Φp|σx|Φq〉 =
(
−Φβ

p Φα
p

)
.

(
0 1
1 0

)
.

(
−Φ∗βq
Φ∗αq

)
(A.38)

= − Φβ
p .Φ
∗α
q − Φα

p .Φ
∗β
q

= −A∗gauntx

〈Φp|σy|Φq〉 =
(
−Φβ

p Φα
p

)
.

(
0 −i
i 0

)
.

(
−Φ∗βq
Φ∗αq

)
(A.39)

= i.Φβ
p .Φ
∗α
q − i.Φα

p .Φ
∗β
q

= −A∗gaunty

〈Φp|σz|Φq〉 =
(
−Φβ

p Φα
p

)
.

(
1 0
0 −1

)
.

(
−Φ∗βq
Φ∗αq

)
(A.40)

= Φβ
p .Φ
∗β
q − Φα

p .Φ
∗α
q

= −A∗gauntz
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A. Integrals in Kramer’s Pair Basis

The Gaunt integrals can be constructed by considering the direct product between
the current density matrices in Mulliken notation.

Ωgaunt
PQRS = Ωgaunt

PQ ⊗ Ωgaunt
RS

=

(
Ag Bg

B∗g −A∗g
)
⊗
(
Cg Dg

D∗g −C∗g
)

=




AC AD BC BD
AD∗ −AC∗ BD∗ −BC∗
B∗C B∗D −A∗C −A∗D
B∗D∗ −B∗C∗ −A∗D∗ A∗C∗


 (A.41)

So, like the Coulomb term we will gain the same advantage in terms of time reversal
symmetry for the Gaunt terms also. Only exception is that the equality between different
integrals will differ by a sign factor, though, it will not affect the symmetry structure.
Therefore, the conclusions regarding Bosonic symmetries will also remain unchanged for
this case.
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B. Sorting of Integrals in Double Group
Symmetry-DPD Scheme

We will show an example of sorting, in which symmetry-packed triangular anti-symmetrized
integrals in Dirac notation are sorted to the full symmetry-packed list on Mulliken form

〈I > J ||K > L; ΓKL〉 →
(
IK|JL; Γ̃JL

)

The integral sort uses the Direct Product Decomposition Scheme to skip contributions
that are zero due to symmetry. The integrand must be totally symmetric which amounts
to

Γ∗I ⊗ Γ∗J ⊗ ΓK ⊗ ΓL = 1 (B.1)

Note that we use the complex conjugates of the irreps of functions I and J since they
are in ket position. Generally we have

Γ∗I ⊗ ΓI = 1.

The DPD scheme leads to nested loops over symmetries. In the particular case the
starting list of integrals are orded on

ΓKL = ΓK ⊗ ΓL; → KLREP = MULTB(KREP,LREP, 1)

Here, MULTB(KREP,LREP,1) is a function to generate the product symmetry between
two Γ type or Γ∗ type irreps. However, the two outer loops are over ΓKL and ΓL and
we now want to find, for a given ΓL the matching ΓK such that

ΓL ⊗ ΓK = ΓKL

We achieve this by multiplying with the complex conjugate irrep of ΓL on both sides to
obtain

ΓK = Γ∗L ⊗ ΓKL; → KREP = MULTB(LREP,KLREP +NREP, 2).

MULTB(KREP,LREP,2) is a function to generate the product symmetry between a Γ
type and Γ∗ type irrep. Note that in the algorithm KLREP is shifted by NREP since
it is a boson irrep (and they come after the NREP fermion irreps).

We now want to find possible ΓI and ΓJ . We start by looping over ΓJ and now want
to find the matching ΓI such that

ΓJ ⊗ ΓI ⊗ Γ∗KL = 1
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B. Sorting of Integrals in Double Group Symmetry-DPD Scheme

This is re-arranged by manipulating the above expression to

ΓI = Γ∗J ⊗ ΓKL; → IREP = MULTB(JREP,KLREP +NREP, 2)

Now we have defined a batch of integrals in terms of matching ΓL, ΓK , ΓJ and ΓI and
we will distribute these integrals into the second list. Here we have to take into account
the triangular packing, which means that we also get contributions from 〈IJ ||KL〉

〈IJ ||KL〉 →





(
IK|JL; Γ̃JL = Γ∗J ⊗ ΓL

)
(
JK|IL; Γ̃IL = Γ∗I ⊗ ΓL

)
(
IL|JK; Γ̃JK = Γ∗J ⊗ ΓK

)
(
JL|IK; Γ̃IK = Γ∗I ⊗ ΓK

)

The corresponding symmetries are calculated as

JLREP = MULTB(JREP,LREP,2)

IKREP = MULTB(IREP,KREP,2)

ILREP = MULTB(IREP,LREP,2)

JKREP = MULTB(JREP,KREP,2)

From (B.1) we deduce the relations

Γ̃JL = Γ̃∗IK and Γ̃IL = Γ̃∗JK

The loop structures we have set up runs over the integrals of the first list. In or-
der to place integrals correctly in the second list we have to think about how we
would loop through this list. Let us now take the specific example of the sorting

〈VIVJ(ΓIJ = ΓKL)|OKOL(ΓKL)〉 →
(
VIOK

(
Γ̃IK = Γ̃∗JL

)
|VJOL

(
Γ̃JL

))
. To find the

first element in the list for given Γ̃JL we use the offset

J2V OV O(Γ̃′+1) =

Γ̃′∑

Γ̃=1

MV O(Γ̃)∗MV O(Γ̃∗); MV O(Γ̃IJ) =
∑

{(ΓI ,ΓJ )|Γ∗I⊗ΓJ=Γ̃IJ}
NV (ΓI)∗NO(ΓJ)

Note that the offset is given by he accumulated product MV O(Γ̂) ∗MV O(Γ̃∗), whereas

our integrals in the second list are on the form
(
VIOK

(
Γ̃IK = Γ̃∗JL

)
|VJOL

(
Γ̃JL

))
. For

given Γ̃JL we therefore use J2V OV O(Γ̃∗JL = Γ̃IK). We now enter the section of integrals
characterized by a particular Γ̃JL and we want to find the beginning of a set characterized
by particular values of ΓL and ΓJ . That offset is given by MV O(Γ̃IK) ∗ JJV O(ΓJ ,ΓL),
where the variable refers to the number of pairs (I,K) of each index (J, L), and the

second is the contribution to MV O(Γ̃JL) from pairs
{

(ΓI ,ΓJ) |Γ∗I ⊗ ΓJ = Γ̃IJ

}
prior to

the actual one. We have accordingly entered the section of integrals characterized by(
Γ̃JL,ΓL,ΓJ

)
. From the first list we have also specified indices of K and L. The offset
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B. Sorting of Integrals in Double Group Symmetry-DPD Scheme

to the particular value of index L will be MV O(Γ̃IK)∗(L−1)∗NV (ΓJ). In the subroutine
the sum of offsets so far is expressed as
IKJL0 = OFF(IKREP)+(OFF2(JREP,LREP)+(L-1)*JFIE(JREP)) * NPAIR(IKREP)

where OFF=J2VOVO, OFF2=JJVO, NPAIR=MVO and JFIE=NV. The index J = 1
within its symmetry. We now need the offset to the particular values of (ΓI ,ΓK). It is
given by JJV O(ΓI,ΓK). Finally we need the offset to our particular value of index K.
It is given by (K − 1) ∗NV (ΓI). These additional offsets are in the code expressed as
IKJL0 = IKJL0 + OFF1(IREP,KREP) + (K-1)*IFIE(IREP)

where OFF1=JJVO and IFIE=NV.
We now start a loop over J . If I is in the same symmetry we have I > J and so we

may copy N = NV (ΓI) − J elements. If I is not in the same symmetry we may copy
N = NV (ΓI) elements. We may combine these two case as N = NV (ΓI)− Imin+ 1. The
copy position in the first listis given by the variable IJKL, updated at the end of each
cycle over J , and in the second list by
IKJL = IKJL0 + IMIN-1

The copy statement in the code is
CALL XCOPY (N,BUF1(IJKL),1,BUF2(IKJL+1),1)

The offset IKJL0 is updated at the end of each cycle over J by
IKJL0 = IKJL0 + NPAIR(IKREP)

We see that the copy is over N contiguous elements of the array (I, J,K,L) since I is
the inner index. Contiguous copying is also possible for 〈IJ ||KL〉 → (IL|JK). Here
we build the offset
ILJK0 = OFF(ILREP)+(OFF2(JREP,KREP)+(K-1)*JFIE(JREP)) * NPAIR(ILREP)

ILJK0 = ILJK0 + OFF1(IREP,LREP) + (L-1)*IFIE(IREP)

completely analogous to the first case, and for the copy we use, inside the loop over J
ILJK = ILJK0 + IMIN-1

CALL XCOPY (N,BUF1(IJKL),1,BUF2(ILJK+1),1)

For the remaining two cases

〈IJ ||KL〉 → (JK|IL)
〈IJ ||KL〉 → (JL|IK)

the copy has to proceed with strides since the inner index is now J . The initial offsets
are as before
JKIL0 = OFF(JKREP)+ (OFF2(IREP,LREP)+(L-1)*IFIE(IREP)) * NPAIR(JKREP)

JKIL0 = JKIL0 + OFF1(JREP,KREP) + (K-1)*JFIE(JREP)

JLIK0 = OFF(JLREP) + (OFF2(IREP,KREP)+(K-1)*IFIE(IREP)) * NPAIR(JLREP)

JLIK0 = JLIK0 + OFF1(JREP,LREP) + (L-1)*JFIE(JREP)

For the case 〈IJ ||KL〉 → (JK|IL) the offset will be NPAIR(JKREP), and for the case
〈IJ ||KL〉 → (JL|IK) the stride will be NPAIR(JLREP). The copy statements are ac-
cordingly
NP = NPAIR(JKREP)

CALL XCOPY(N,BUF1(IJKL),1,BUF2(JKIL+1),NP)

NP = NPAIR(JLREP)

CALL XCOPY (N,BUF1(IJKL),1,BUF2(JLIK+1),NP)
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C. C∗4 Character Table

For the C∗4 double group the extra elements from the C4 are following:

C2 = C2 ∗ E, C4 = C4 ∗ E, C
−1
4 = C−1

4 ∗ E, ω = exp( iπ4 )
In Table C, Γ1 to Γ4 are the boson irreps and Γ5 to Γ8 are the fermion irreps.

Table C.1.: Character Table of C∗4 double group.

C∗4 E C4 C2 C−1
4 E C2 C4 C

−1
4

Γ1 1 1 1 1 1 1 1 1
Γ2 1 -1 1 -1 1 1 -1 -1
Γ3 1 i -1 -i 1 -1 i -i
Γ4 1 -i -1 i 1 -1 -i i

Γ5 1 ω i −ω -1 -i −ω ω3

Γ6 1 −ω3 -i ω3 -1 i ω3 −ω
Γ7 1 −ω i ω -1 -i ω −ω3

Γ8 1 ω3 -i −ω3 -1 i −ω3 ω
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The unitary group adapted state universal multi-reference coupled cluster (UGA-SUMRCC) theory, recently developed by
us using a normal-ordered multi-exponential wave operator Ansatz with spin-free excitations in the cluster operators, has
the twin advantages of generating a spin-adapted coupled-cluster (CC) function and having a terminating expression of
the so-called ‘direct term’ at the quartic power of cluster amplitudes. Not having any valence spectators, it also has the
potentiality to describe orbital- and correlation-relaxation effectively. We illustrate this aspect by applying our formalism to
study ionised/excited state energies involving core electrons. The high degree of orbital relaxation attendant on removal of a
core electron and the consequent correlation relaxation of the ionised state are demonstrated to be captured very effectively
with the Hartree–Fock orbitals for the neutral ground state.Three different formalisms have been used: (1) the ionisation
potential/excitation energies (IP/EE) are computed as difference between state energies of the concerned states; (2) a quasi-
Fock extension of the UGA-SUMRCC theory, which computes IP/EE directly and (3) use of a special model space to describe
both the ground and the excited states such that EE is obtained directly. The model spaces for EE are incomplete and we have
indicated the necessary modifications needed to have extensive energies. The results obtained by all the three approaches are
very similar but they usually outperform the current CC-based allied theories with roughly the same computational effort.

Keywords: spin-free MRCC; normal ordering; core ionisation/excitation; unitary group; incomplete model space

1. Introduction

Theories for accurately modelling energy differences of
spectroscopic interest involving ionised/excited states rel-
ative to a ground state continues to be a challenging task.
When the ground state is predominantly a closed shell, there
are various coupled-cluster-based methods, which address
this problem in a compact manner. Such methods include
the now widely accepted symmetry-adapted-cluster con-
figuration interaction (SAC-CI) [1–3], the coupled-cluster-
based linear response theories (CC-LRT) [4–7] and the
coupled-cluster-based equation of motion method (CC-
EOM/EOM-CC) [8–10] where the ground state energy
is modelled using an exponential single reference (SR)
coupled-cluster Ansatz and the excited state is modelled
as a product of the wave operator for the ground state in
exponential form and a linear ionisation/excitation opera-
tor acting on the ground state. Such a factorised Ansatz
cleanly separates out the correlated ground state energy
from the correlated energy of the ionised/excited states (to
be henceforth generically called excited states), providing
the desired energy difference. For low-lying excited states
dominated by h–p excited determinants, such methods have
been widely used with success. The most commonly used
approximation for the excitation operator of the excited

∗Corresponding author. Email: pcdm@iacs.res.in

state is a singles and doubles truncation. For the ionised
state, a similar approximation for the ionisation operators
would be 1h and 2h–1p excitations for the cationic state and
1p and 1h–2p excitations for the anionic state. For higher
accuracy, perturbative triples are also invoked both for the
ground state operators and the ionisation/excitation oper-
ators and several schemes are described in the literature
[11–14] using such extended schemes. Similar choice of
excitation manifolds were also invoked in the analogous
SAC-CI strategy [15]. When the orbital relaxation is high,
as in the core excited or core ionised states, the use of
Hartree–Fock (HF) orbitals of the ground state to model
the ionised/excited states is beset by the linear structure
of the excitation operator: a better strategy would have
been to use an exponential representation of single exci-
tations to take care of the orbital relaxation via Thouless
parameterisation [16]. However, this warrants a full cluster
expansion of the wave operator to model the excited state
also. Nevertheless, in the spirit of the linear response, CC-
EOM and SAC-CI, suitable extensions were suggested by
the expansion of the excitation manifold to account for the
relaxation effects with varying degrees of success [15,17–
20]. For excited states with strong orbital relaxations rel-
ative to a ground sate, such a stratagem is somewhat

C© 2013 Taylor & Francis
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2 S. Sen et al.

artificial and one should use multi-reference formalisms
capable of treating relaxations via Thouless-like param-
eterisation, involving appropriate model spaces for com-
puting ionisation/excitation energies. The multi-reference
valence universal (VU) coupled-cluster theory (also called,
the Fock space multi-reference coupled cluster (FS-MRCC)
[21–24]) uses an exponential or a normal-ordered exponen-
tial of the wave operator for the correlated excited state.
The normal-ordered wave operator in VUMRCC always
has valence destruction operators and this precludes a full
Thouless parameterisation. Thus, VUMRCC only partially
takes care of the orbital relaxation inherent in the linearised
structure for the CC-LRT or SAC-CI. The VUMRCC the-
ory for energy differences has also been used for describing
low-lying ionised and excited states where it was demon-
strated that for the cationic and anionic states the working
equations for the CC-LRT and FS-MRCC are equivalent
[25], while for the excitation energies they are different.
In fact, the CC-LRT provide energies, which are only core
extensive [26], while the FS-MRCC gives fully extensive
excited state energies [26]. Possibility of intruders in FS-
MRCC can be obviated to a large extent by casting the
FS-MRCC equations into a set of eigenvalue equations via
what is known as an eigenvalue independent partitioning
technique (EIP) [25,27–30] and a very similar strategy has
also been invoked in the similarity transformed equation of
motion CC (STEOM-CC) [31–33] with the proviso of an
approximation. In the state universal MRCC (SUMRCC)
setting [34,35], an idea of a factorised cluster Ansatz on top
of a Jeziorski–Monkhorst (JM) representation of the ex-
cited state was also invoked for excitation energy using the
h–p excited determinants as spanning the appropriate model
space for excitation energy [36]. Unlike a valence-universal
Ansatz employed in FS-MRCC, model-function-dependent
cluster operators were used in this variant of SUMRCC us-
ing the JM Ansatz. Since the factorised Ansatz is designed
for computing energy differences for a given mh–np va-
lence sector with the (0,0) sector as the HF function of the
ground state, the orbital relaxation and differential correla-
tion effects accompanying successive addition/deletion of
electrons are modelled by an inclusion of valence cluster
operators all the way from (1,0), (0,1) and (1,1) up to the
(m,n) sector in FS-MRCC. In contrast, in the factorised
cluster Ansatz of this variant of SUMRCC, the intermedi-
ary cluster operators for the lower valence sectors are not
included at all but are subsumed in the cluster operators for
the mh–np target space. This is why this variant has been
called quasi-Fock (QF) MRCC [36]. It should be noted that
the model space containing h–p excited determinants is an
incomplete space, and one requires special care about the
normalisation of the valence part of the wave operator to
maintain size extensivity of the excited state energies. Size
extensive theories abandoning intermediate normalisation
(IN) were developed both in the context of FS-MRCC [37–
40] and the SUMRCC [36,41,42].

In recent years, state specific multi-reference coupled-
cluster (SSMRCC) theories have been put forward to bypass
the problem of intruders. Notable among them are SSM-
RCC (also known as Mk-MRCC) [43–45], BW-MRCC
[46,47] and MR expT [48,49]. There is also the closely
related JM-inspired dressed MRCI formalism of Malrieu
et al. [50,51]. A multi-reference extension of the EOM-CC
[52–54] and a state-selective variant [55,56] were also for-
mulated and applied. Methods of references [43–49,52–54]
are designed for computation of state energies per se for a
variety of states including a multi-reference ground state.
Because of the use of the JM Ansatz in methods of refer-
ences [43–49], the use of model-function-dependent cluster
representation of the wave operator takes care of the orbital
relaxation because of the complete exponentiation and this
can serve as a good model for cases where the orbital re-
laxation is rather large. One difficulty of the JM Ansatz is
that the cluster operator Tµ is represented as various mh–
np excitations out of the model determinant φµ it acts on
which necessitates the use of spin orbital representation of
the cluster amplitudes. This generally leads to spin broken
solutions for non-singlet cases. Very recently, spin-free for-
mulations for both SS- and SU-MRCC have been proposed
using normal ordered exponential Ansatz, inspired by the
original JM parameterisation, in terms of spin-free unitary
generators for the cluster operators Tµ and unitary group
adapted (UGA) configuration state functions (CSFs) for the
model functions φµ. Such theories have been termed UGA-
SSMRCC [57] and UGA-SUMRCC [58]. Preliminary ap-
plications have indicated the potentiality of the methods. In
particular, energy differences with respect to a closed shell
ground state are found to be superior to those from EOM-
CC and allied methods in the same truncation scheme. This
Ansatz provides full exponential parameterisation for all
the inactive excitations, thereby providing an opportunity
to induce major orbital relaxation and correlation relax-
ation subsumed in the differential correlation. Due to the
normal ordering, excitation involving the active orbitals
terminates after a finite power although it has been numer-
ically found that such incomplete exponentiation has only
a modest effect on the accuracy because of appearance of
certain compensating ‘exclusion principle violating’ (EPV)
contributions from the so-called coupling terms [57]. An-
other spin-free coupled-cluster Ansatz for treating orbital-
and correlation-relaxation effects has been suggested from
our group, which mimics the physics embedded in the spin-
orbital-based JM Ansatz to the closest extent. The Ansatz,
called the combinatoric open-shell CC (COS-CC) [59,60],
uses a modified polynomial where each nth power of the
cluster operator connected by valence lines is accompanied
by the inverse of the automorphic factor, rather than the cus-
tomary 1

n! as in the exponential representation. The COS-
CC has been proposed and applied to study both valence
ionisation and core ionisation in VU, SU and SS variants and
in each case the performance of the method has been found
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Molecular Physics 3

to be highly satisfactory. The Mk-MRCC in the spin orbital
based form has also been used recently to study core exci-
tation where the ground and the excited state energies were
separately calculated using the Mk-MRCC Ansatz with dif-
ferent active spaces chosen for the ground and core-excited
states [61]. The model spaces for all three approaches using
1h–1p CSFs are incomplete, and ensuring extensivity of the
excited state energies requires careful analyses.

In this paper, we shall develop and explore a spin-
adapted MRCC for computation of energy differences like
core excitation and core ionisation energies where the full
orbital relaxation and correlation relaxation are going to be
vitally important. In our applications, we will always con-
sider molecular states whose corresponding ground state
is predominantly SR in character, while a quasi-Fock like
strategy will be employed (vide infra) to compute ionisation
and excitation energies directly. We will employ the appa-
ratus of UGA-MRCC theories for incomplete active spaces
to study excitation energies. Three distinct strategies will
be explored: (1) the excited state energies are computed
directly and the ground state energy is subtracted explicitly
to compute the energy difference, (2) the energy differ-
ences are computed directly by invoking a QFMRCC with
a model space of h–p excited CSFs and (3) the energy
differences are computed directly by invoking a special
incomplete active space (isolated incomplete model space
(IMS)), which in our case is a union of both the HF function
of the ground state and the h–p excited states in the model
space.

The paper is organised as follows: In Section 2 we dis-
cuss the theoretical underpinnings of the methods to be
used by us, their inter-relations and necessary modifica-
tions for their generalisation to encompass incomplete ac-
tive spaces. Section 3 deals with the issue of size extensivity.
Section 4 discusses the extent of orbital- and correlation-
relaxation incorporated in the theories used by us vis-a-
vis the current coupled-cluster-based theories used to com-
pute core ionisation and core excitation energies. Section 5
presents the molecular applications. Section 6 includes the
summarising remarks and our future outlook.

2. Theoretical developments

We proceed by providing a brief background of the unitary
group adapted CC methods for simple open shell and multi-
reference cases. Automatic implementation of the UGA-
exponential parameterisation for simple open shell cases
were suggested by Jansen and Schaefer [62]. Because of
the non-commutativity of the cluster operators, the Baker–
Hausdorff expansion of the similarity transformed Hamil-
tonian does not terminate at quartic power and up to octic
commutator expansion is required to reach natural termi-
nation. A more comprehensive approach was proposed by
Li and Paldus and others [63–66] who formulated not only
the open shell CC theory using exponential parameterisa-

tion for the single CSF reference, but also sketched a gen-
eral adaptation for a multi-reference case in the SUMRCC
framework [64]. Again, due to the non-commutativity of the
cluster operators, there was no termination of the Baker–
Hausdorff expansion at the quartic commutator. For simple
open shell cases, Szalay and Gauss [67,68] proposed both
spin-restricted and spin-adapted spin-orbital-based CC the-
ory. The spin adaptation generated a plethora of compli-
cated terms. What will obviously be more satisfactory is to
use a cluster Ansatz of the JM type but which does not use
pure exponential parameterisation to avoid non-termination
of most of the terms at quartic powers. One such formu-
lation, termed as the COS-MRCC has been developed by
Datta and Mukherjee, both for SU [59]and for SS [60] ver-
sions. It allows specific contractions via spectator valence
lines between the various cluster operators and the vari-
ous composites so obtained are given weights, which are
inverses of the corresponding automorphic factors, unlike
that in an exponential Ansatz. A simpler formulation is pos-
sible if one invokes an Ansatz "µ = {exp Tµ} where Tµs
are written in terms of unitary generators which will act
on the CSFs, φµ and the normal ordering is with respect
to a closed-shell core state common to all the φµs. As we
shall discuss in Section 2.1, this Ansatz leads to exact ter-
mination of the so-called ‘direct term’ at the quartic power
of the cluster operators and termination at a finite power
for the ‘coupling term’ (depending on the number of active
electrons) for both the SS and SU theories.

The UGA-SSMRCC [57] approach using the normal-
ordered Ansatz was used for computing energies of multi-
reference states, potential energy surfaces and singlet–
triplet splittings. Just like in a spin-orbital-based SSMRCC,
UGA-SSMRCC requires the use of sufficiency conditions,
which leads to the inclusion of redundant excitation oper-
ators in the cluster manifold. A related theory where the
inactive double excitations were treated in an internally
contracted manner (Internally Contracted for Inactive Dou-
bles, ICID) called UGA–ICID–SSMRCC [69] was also de-
veloped, which greatly reduces the computational cost and
incorporates more coupling in the excited function space.
The UGA-SUMRCC [58] has been used for computing
ionised and excited state energies. A QF variant of the
UGA-SUMRCC, UGA-QFMRCC [70], has been devel-
oped very recently and has been used to compute excitation
energies relative to a closed-shell ground state.

A summary of the UGA-SUMRCC and UGA-
QFMRCC will be presented in Sections 2.1 and 2.2 to
give the readers the relevant background of the methodolo-
gies adopted by us for core ionisation and core excitation
energies. Modifications necessary for application of these
theories in the context of IMS, as in the case of excitation
energies, are discussed in Section 2.3. The aspects of size
extensivity of these theories and the relation to the nor-
malisation of wave operator is quite involved and has been
presented in Section 3.
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4 S. Sen et al.

2.1. Summary of UGA-SUMRCC for complete
active spaces (CAS)

The Ansatz, for " =
∑

µ "µ|φµ〉〈φµ| in UGA-SUMRCC
is a normal-ordered exponential of spin-free cluster oper-
ators, which are generators of a unitary group and hence
implicitly maintain the spin of any starting wave function
they act upon. A normal ordering with respect to a core
function common to all the model functions, {φµ}, is in-
voked to ensure the commutativity of the cluster operators,
Tµ among themselves as well as between model functions
(say, φµ and φν),

"µ = {exp(Tµ)}. (1)

In our scheme, the model functions {φµ} are unitary
group adapted CSFs in the direct product space of the uni-
tary groups of nc core orbitals and nv active (equivalently
valence) orbitals, U (nc)

⊗
U (nv) . Specifically, our φµs are

taken to be Gel’fand–Tsetlin states [66]. Each φµ is defined
by the occupancies of each active orbital (to be denoted by a
string of nv active orbitals) and the component k of the Mth

irreducible representation of U(nv) to which φµ belongs.
Thus, every φµ has descriptors k and $nv

M : φµ(k,$nv

M ). Each
φµ is generated from the core function |0〉 by a Gel’fand
adapted creator YM

k ,

φµ ≡ φµ

(
k,$nv

M

)
= YM

k |0〉. (2)

However, the excited CSFs in our scheme are not
Gel’fand adapted. They span a space identical to the
Gel’fand adapted CSF space of excited functions reach-
able by the excitation operators considered in our Ansatz
but do not bear a one-to-one correspondence. Moreover, we
must distinguish an excited space of functions reachable by
upto two-body operators and that reached by single and
double orbital substitution. We work in the former space
but our operators are such that the excited space functions
of the former is a self-complete subset of the latter such that
the sub-space is exactly equivalent to a set of spin-adapted
functions,

∣∣χ l
µ

〉
=

{
εl
µ

}
|φµ〉, (3)

where the excitation unitary group generator {εl
µ} is in nor-

mal order with respect to |0〉 and forms a linearly inde-
pendent (LIN) set. The selection of a LIN manifold is not
unique and our choice of combinations of unitary group
generators for LIN excitations for open shells of specific
spin multiplicity are tabulated in Table 1. The effect of
choice of LIN combinations of cluster operators on stabil-
ity of solution and accuracy of results has been carefully
analysed by Szabados et al. [71] in the perturbative version
of the SSMRCC, i.e. state specific multi-reference pertur-
bation theory (SSMRPT) [72–74].The final working equa-
tions involve matrix elements between φµs wherein reduced

Table 1. Choices of Ts for 1h–1p states in UGA-SUMRCC and
UGA-QFMRCC.

Singlet Combination for Triplet Combination for
excitation singlet states excitation triplet state

T I
i t I

i {EI
i } T I

i t I
i {EI

i }
T A

i tA
i {EA

i } T A
i tA

i {EA
i }

T a
I ta

I {Ea
I } T a

I ta
I {Ea

I }
T a

A ta
A{Ea

A} T a
A ta

A{Ea
A}

1T a
i

1ta
i {Ea

i } T a
i ta

i {Ea
i }

2T a
i

2ta
i [{EAa

iA } − {EIa
iI }] T Ia

iI t Ia
iI {EIa

iI }
T Aa

iA tAa
iA {EAa

iA }
T A

I tA
I {EA

I }
T I

A tI
A{EI

A}
T ••

ij t••
ij [{EIA

ij } + {EAI
ij }] T ••

ij t••
ij [{EIA

ij } − {EAI
ij }]

T ab
•• tab

•• [{Eab
IA} + {Eab

AI }] T ab
•• tab

•• [{Eab
IA} − {Eab

AI }]
T̃ a

i
1 t̃ a

i [{EaA
iI } − 0.5{EAa

iI }] T Aa
iI tAa

iI {EAa
iI }

2 t̃ a
i [{EaI

iA} − 0.5{EIa
iA}] T Ia

iA tIa
iA {EIa

iA}
T aI

ij taI
ij {EaI

ij } T aI
ij taI

ij {EaI
ij }

T aA
ij taA

ij {EaA
ij } T aA

ij taA
ij {EaA

ij }
T ab

iI tab
iI {Eab

iI } T ab
iI tab

iI {Eab
iI }

T ab
iA tab

iA {Eab
iA} T ab

iA tab
iA {Eab

iA}
T ab

ij tab
ij {Eab

ij } T ab
ij tab

ij {Eab
ij }

Note: i, j, ..., etc. denote inactive hole orbitals.
a, b, ..., etc. denote inactive particle orbitals.
I, A denote active hole and active particle orbital respectively.
The amplitude, ‘t’, and the unitary generators, ‘E’, together constitute
the cluster operators, ‘T’. Where a common amplitude is associated with
a combination of two or more operators differing in their active orbital
indices, the active orbital indices of the amplitude have been suppressed
and replaced with a symbol, •, ,̃ etc. For excitations of the same rank (in
terms of changes in occupancy of inactive orbitals), the different classes of
excitation amplitudes (differing in changes of occupancy of active orbitals)
are denoted by 1T, 2T, etc.

density matrices (RDM) appear, which incorporate the spin
information of the target state.

Using our proposed Ansatz, "µ = {exp (Tµ)} in the
Bloch equation we arrive at Equation (4). For detailed
derivations, we refer to our earlier papers [58,70],

Gµ|φµ〉 ≡ {Hµ}|φµ〉 −
∑

ν

{exp −(Tµ) exp(Tν)

× exp(Tν)Wνµ}|φµ〉 = 0, (4)

where

{Hµ} = {H exp(Tµ)} (5)

and

Wνµ|φµ〉 = |φν〉〈φν |Heff |φµ〉. (6)

Wνµ is an operator labelled by all active orbitals distinguish-
ing φµ and φν . However, the rank of Wνµ may be higher
than the number of orbitals by which φµ and φν differ as it
may also contain components with spectator scatterings in-
volving creation and destruction of common active orbitals
of φµ and φν . The spectators need not all be diagonal, it is
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Molecular Physics 5

only essential for the labels of the spectators to be one of
the common orbitals of φµ and φν . The expression for Wνµ,
or equivalently for Heff requires that we specify the ‘closed’
components of ". For a CAS, the customary and the sim-
plest choice is to use intermediate normalisation (IN) for
": 〈φλ|"|φµ〉 = δλµ.With this proviso, it is straightforward
to show from the vanishing value of the closed components
of the Bloch equation, [Gµ]cl, coming from Gµ, acting on
|φµ〉,

[Gµ]cl|φµ〉 = {Hµ}cl|φµ〉 −
∑

ν

{exp −(Tµ) exp(Tν)

× exp(Tν)Wνµ}cl|φµ〉 = 0, (7)

that if we project Equation (7) with φν ,

[Heff]νµ = 〈φν |{Hµ}cl|φµ〉. (8)

The equations for determining the cluster amplitudes of
Tµ are obtained by equating the excitation components of
Equation (4) on both sides denoted by [Gµ]ex.

[Gµ]ex|φµ〉 ≡ {Hµ}ex|φµ〉 −
∑

ν

{exp −(Tµ) exp(Tν)

× exp(Tν)Wνµ}ex|φµ〉 = 0. (9)

Projecting with the virtual functions, χ l
µ, reached by the

various components of Tµ, we have

〈
χ l

µ|{Hµ}ex|φµ

〉
− 〈χ l

µ|
∑

ν

{exp(−Tµ) exp(Tν)

× exp(Tν)Wνµ}ex|φµ〉 = 0. (10)

As emphasised in Section 1, the normal ordering of
our Ansatz, ensures the termination of the first term, called
the ‘direct term’ at quartic power in all situations while
the truncation of the second, so-called, ‘coupling term’,
will be controlled by the rank of the valence sector under
consideration.

The detailed content of our working equations and con-
sequently the size extensivity becomes clearer if we express
our working equation in terms of specific excitation com-
ponents of Gµ, say [Gµ](n)

ex . [Gµ](n)
ex is defined as the n-body

composite containing both direct and coupling terms ex-
citing from φµ to virtual functions. The working equations
can thus be alternatively written as

〈
χ l

µ

∣∣[Gµ]ex |φµ

〉
≡

〈
χ l

µ

∣∣
∑

n

[Gµ](n)
ex |φµ

〉
= 0. (11)

Writing |χ l
µ〉 = {εl

µ}|φµ〉, with suitable excitation
operators,{εl

µ}, Equation (11) can be written as sums of

products of the amplitudes of various [Gµ](n)
ex , [gµ](n)

ex , and
active RDM, $ of various ranks.

The combining coefficients, cµk, for the state, k, is ob-
tained by solving the eigenvalue equation involving Heff.
This is obtained from the closed projection of Gµ|φµ〉,
[Gµ]cl|φµ〉 and using the IN for ",

∑

ν

[H eff]µνcνk ≡
∑

ν

〈φµ|Wµν |φν〉cνk = Ekcµk. (12)

Clearly, Heff is a ‘closed’ operator by construction in-
volving unitary generators with active orbitals only.

The 1h and 1p valence sectors are by construction com-
plete and ionisation energies and electron affinities have
been computed using the above strategy in an earlier paper
[58]. As it turns out, for obtaining excited state energies
or excitation energies, the corresponding active spaces are
usually dominated by h–p excited CSFs from the HF func-
tion, φ0. Such functions span an incomplete model space,
even when all the hole and all the particle orbitals are
included in the h–p model space. It has been known for
quite some time that the naive use of IN for " involving
incomplete active space entails size inextensivity of the
computed energies. However, by defining appropriate exci-
tation operators in the wave operator and abandoning IN,
a size extensive formulation can be obtained [75–78]. Size
extensive formulations for general incomplete spaces for
both VU- [37–40,79–80] and SU-MRCC [36,41,42] the-
ories have been suggested where definition of Heff gets
non-trivially modified because of the lack of IN. One may
thus imagine that the equations for UGA-SUMRCC and the
expression for Heff will have to be appropriately modified
for obtaining excited state energies and excitation energies.
The major modification would be in the definition of Heff,
which should be obtained, just as for the CAS, from the
closed projection, [Gµ]cl|φµ〉, but without using IN. The
definition of a ‘closed’ operator also needs to be modified
when an IMS is used [36–42,79–80]. We would discuss the
pertinent issues for IMS in Section 2.3 wherein we will
show how one may design an algorithm such that very little
programmatic modification would be necessary to convert
an implementation of a CAS theory to the corresponding
IMS theory within the realm of Bloch equation based the-
ories. We discuss the essentials of these observations and
the necessary modifications thereof in Section 2.3.

2.2. Summary of UGA-QFMRCC

The UGA-SUMRCC is a theory for computation of state en-
ergies where the Tµs are parameters for describing the target
state, be it the ground, ionised or excited state. It is possible
to envisage an Ansatz which parameterises the wave func-
tion in such a manner that solution of the energy equation
yields energy differences directly, vis. ionisation energies
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6 S. Sen et al.

and excitation energies. Assuming that the ground state is
well described by a SR theory namely SR coupled-cluster
theory, exp (T) is sufficient to parameterise the ground state
wave function. Excited states are treated by a state universal
Ansatz, {exp (Sµ)}, where the Sµ amplitudes are differential
correlation amplitudes, which parameterise the correlation
of the target state over and above that of the ground state
parameterised by exp (T). Thus our choice of Ansatz for
UGA-QFMRCC should be of the form

"µ = exp(T ){exp(Sµ)}. (13)

We must distinguish carefully between the commonly
used Tµ and Sµ in the context of theories based on the use
of the JM Ansatz where the wave operator is dependent
on the model function it acts on, i.e. "µ acting on φµ.
The actual correlation of the target state contributed by the
excitations from φµ to χ l

µ is quantified by the amplitudes
of Tµ as in the parent UGA-SUMRCC theory. The Sµs,
on the other hand, represent the change in correlation and
relaxation incident on ionisation or excitation, i.e. the differ-
ence in the correlation contribution of Tµ of the target state
and the subduced valence sector. Thus, UGA-QFMRCC is
a two-state computation yielding directly the energy dif-
ference between the two. We once again emphasise here
that UGA-QFMRCC is different from VUMRCC [21–24]
in that sequential computation of all valence sectors from
closed shell, (0,0), upwards is not necessary.

The coupled-cluster equation for the SR ground state is
first solved to obtain the T amplitudes, which are used to
transform the Hamiltonian as in Equation (14).

Having solved for T, a dressed Hamiltonian is defined
as

H̃ = exp(−T )H exp(T ). (14)

H̃ and Heff are now partitioned to separate out the
ground state energy,

H̃ = Egr + H, (15)

Heff = Egr + H eff, (16)

[Heff ]νµ = 〈φν |W νµ|φµ〉. (17)

W νµ may be considered as the operator whose ma-
trix element with respect to 〈φν | and |φµ〉 corresponds to
[H eff]νµ.

The corresponding Bloch equation yielding energy dif-
ferences for the µth model function φµ, on using the defi-
nitions, Equations (15)–(17), takes the form,

Ḡµ|φµ〉 = {H exp(Sµ)}|φµ〉 −
∑

ν

{exp(Sν) exp(−Sµ)

× exp(Sν)W νµ}|φν〉 = 0, (18)

〈χl{H }|φµ〉 −
∑

ν

〈χl|{exp(Sν) exp(−Sµ)

× exp(Sν)W νµ}|φν〉 = 0. (19)

Equation (18) is the QF analogue of the parent Bloch
equation, Equation (4). Equations for the Sµ are obtained
by taking the excitation part of Ḡµ, [Ḡµ]ex and projecting
the Bloch equation, Equation (18) above, on to the virtual
functions 〈χ l

µ|.
After solving for the amplitudes of {Sµ}, we evaluate

the energy difference of interest, *Ek and the associated
coefficients, {cµk} from the following eigenvalue equation:

∑

ν

[H eff]νµcνk ≡
∑

µ

〈φν |W νµ|φµ〉cµk = *Ekcνk, (20)

obtained from the projection of the closed part of Ḡµ,
[Ḡµ]cl|φµ〉 on to the various model CSFs. The expression

for [H eff]νµ is simply 〈φν |{Sµ}cl|φµ〉 for a CAS, while it
will have to be appropriately modified for an IMS.

2.3. Necessary modifications for the use of
incomplete model space in the theories for
excited state energies and energy differences

A physically motivated choice of the model space for the
case of excited states is a set of h–p excited CSFs, φµ,
for a selection of hole and particle orbitals taken as ac-
tive. The active spaces for such choices are called quasi-
complete model spaces. As Mukherjee has shown [75–77],
the simplest way to achieve size extensivity for an incom-
plete model space is to abandon IN for the wave operator.
The essential difficulty of maintaining size extensivity in an
incomplete model space is that it is not enough to have an
Heff which is connected, since the eigenvalues obtained on
diagonalisation would lead to disconnected terms and hence
size inextensive energies. The situation is entirely analogous
to the diagonalisation of a CI matrix in an IMS where each
element of the CI matrix is connected due to the connect-
edness of H but diagonalisation leads to size inextensive
energies. Mukherjee analysed this issue and concluded that
the operator Heff to be diagonalised in the IMS should not
only be connected, but should also be closed in a very spe-
cial sense. For an IMS, a closed operator should be chosen
as one which by construction can never lead to excitation
outside the IMS by its action on any φµ. We cannot go into
the details here, but refer to a paper by Mukherjee et al.
[78] where the reason behind such a definition to ensure
extensivity of the roots of Heff is analytically demonstrated.
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Molecular Physics 7

In the most general situation, it is conceivable that an
operator labelled by active lines only can lead to a transition
from a φµ to a φν but it would not be closed if there is at
least one function φλ for which the same operator leads
to excitation outside the IMS. They are called quasi-open
operators [39] and since all operators of Heff are labelled by
active lines only, one should impose the constraint that the
quasi-open components of Heff are zero by construction:
this is achieved via the inclusion of quasi-open operators
in the set Tµ∀φµ and this ensures that the matrix of Heff in
the IMS would generally have zero entries connecting the
pair (µ, ν) if the corresponding excitation is a quasi-open
operator. It is to be emphasised here that once an operator
is identified as quasi-open, it should be included in a Tµ

for every φµ even if its action on that φµ would lead to
another model function φν . Of course, one should delete
those quasi-open operators in Tµ whose action on φµ is
trivially zero because of Pauli principle.

For the special case of h–p model spaces, the quasi-open
and the closed operators are clearly of different types: any
quasi-open operator must involve changes in occupancies of
holes and particles and hence, transfer of electrons between
active holes and active particles, while the closed operators
would scatter a h–p function to another h–p function of
the h–p model space. These have been termed as ‘quasi-
complete’ by Lindgren [81]. For theories involving the h–p
IMS having the same symmetry as that of the ground state,
a h–p de-excitation operator acting on a φµ would lead to
the HF function, φ0 which is outside the model space, thus
these operators are quasi-open. Also, the h–p excitation op-
erators lead from the model space to 2h–2p virtual functions
and these could be quasi-open. Thus, in the {exp Tµ}, there
could be a quadratic power ({ 1

2T 2
µ}) where there could be a

closed component of the quadratic term arising from the sit-
uation where one of the components of Tµ is a de-excitation
and the other is an excitation. The simplest choice of achiev-
ing a connectedness of {Tµ} and Heff is not to impose the
IN: but allow the closed part of normal-ordered exponential
{Tµ} to have the value it should have if Bloch equations are
solved without imposing IN. We should mention that a very
comprehensive book-keeping procedure for classifying the
various Fock-space operators where this concept of quasi-
open [39] and closed are defined by alternative symbols
was suggested by Kutzelnigg et al., which provides addi-
tional insight into the aspects of connectivity by classifying
operators in the Fock space [79,80]. A connected formula-
tion of Heff was achieved first in the FS-MRCC [37–40],
while the corresponding SUMRCC formulation for IMS
was proposed a few years later [36,41,42],

Tµ = [Tµ]op + [Tµ]q−op. (21)

Since the IN is not satisfied because the powers of
quasi-open operators might be closed, we have the relation:
{exp Tµ}cl = {exp[Tµ]q−op}cl. For the quasi-open compo-

nents of Tµ, we have to project Equation (4) onto those
functions, which are reachable by the action of quasi-open
operators acting on φµ. They may, depending on the type of
excitation and the φµ, either belong to the IMS itself or may
belong to the ‘complementary active space’. The union of
the model space and the complementary active space is a
complete active space. Defining all such functions reach-
able by the action of quasi-open operators on φµ as {φ̄λ

µ} we
would have the corresponding equations for determining
the quasi-open operators of Tµ by projecting on to 〈φ̄λ

µ|.
The corresponding residuals for the open and quasi-open
T-operators would thus be defined as

Rlµ =
〈
χ l

µ

∣∣[Gµ]op
∣∣φµ

〉
≡

〈
χ l

µ

∣∣{Hµ}op
∣∣φµ

〉

−
〈
χ l

µ

∣∣
∑

ν

{exp(−Tµ) exp(Tν) exp(Tν)Wνµ}op
∣∣φµ

〉
,

(22)
Rλ̄µ =

〈
φ̄λ

µ|[Gµ]q−op|φµ

〉
≡

〈
φ̄λ

µ|{Hµ}q−op|φµ

〉

−
〈
φ̄λ

µ|
∑

ν

{exp(−Tµ) exp(Tν) exp(Tν)Wνµ}q−op|φµ

〉
.

(23)

Equations (22) and (23) are used to determine [Tµ]op

and [Tµ]q−op, respectively, by the usual updating procedure
for the open and the quasi-open amplitudes of Tµ. However,
they require the knowledge of Wνµ. This must be obtained
from the equation for Heff. We note that the closed compo-
nent of the residual may be analogously defined as

Rλµ =
〈
φλ|[Gµ]cl|φµ

〉
=

〈
φλ|{Hµ}cl|φµ

〉

−
〈
φλ|

∑

ν

{exp(−Tµ) exp(Tν) exp(Tν)Wνµ}cl|φµ

〉
, (24)

which should be equated to zero to get Heff. This is where
the theories for IMS differ from those for CAS. For defining
the Wνµ, we now have to make explicit use of the fact
that there is a closed component of {exp Tµ}: {exp Tµ}cl.
From the vanishing values of the closed projection of the
residual, Rλµ via Equation (24), we can have a recursive
definition for Wi+1 with Wi+1

νµ (i+1)th iteration. We may
initiate the iteration with W 0

λµ,

W 0
λµ|φµ〉 = |φλ〉〈φλ|{Hµ}cl|φµ〉. (25)

We then have

Wi+1
λµ |φµ〉 = |φλ〉

〈
φλ

∣∣{Hµ}cl|φµ

〉
−

∑

ν

|φλ

〉

×
〈
φλ

∣∣{[ exp −(Tµ) exp(Tν) − 1
]

exp(Tν)Wi
νµ

}
cl
∣∣φµ

〉

−
∑

ν

|φλ〉
〈
φλ

∣∣{ exp −(Tµ) exp(Tν)

× [exp(Tν) − 1]Wi
νµ

}
cl
∣∣φµ

〉
, (26)
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8 S. Sen et al.

Wi+1
λµ |φµ〉 = {Gµ}i+1

λµ |φµ〉 − Wi
λµ|φµ〉. (27)

Thus, in principle, we solve for Heff without assuming
IN but the structure of our residuals is such as to allow us to
use the same programmatic machinery that we had used for
a CAS with IN. For situations where IN holds good there is
no need to update W recursively using Equation (26) but we
have instead Wλµ|φµ〉 = |φλ〉〈φλ|{H̄µ}|φµ〉. Of course, we
need to update {H̄µ} after the updating of Tµs. By the same
arguments as is adduced to prove the connectivity of Equa-
tion (10) one can infer the connectivities of Equations (22)
and (23) as elaborated in Section 3. When IN is aban-
doned, implicit iteration of Wνµ along with the iteration
for T-amplitudes leads to convergence of Wνµ and hence,
equivalently Heff.

Sinha et al. [25] have shown quite some time ago that,
in the context of VUMRCC theory for IMS, if only the
computation of excitation energy is our target then it is pos-
sible, operationally speaking, to ignore the de-excitation
quasi-open operators in {Tµ} since the equations for such
de-excitation amplitudes are completely decoupled from
those of the excitation amplitudes in the sense that in the
equations for excitation amplitudes there are no terms con-
taining the de-excitation cluster operators. In effect, this
implies that Heff for the h–p IMS does not involve the de-
excitation operators at all and we may simply diagonalise
Heff in this model space to get excitation energies/excited
state energies, depending on the formulation, without the
knowledge of the de-excitation cluster amplitudes. Appli-
cations of the VUMRCC in this setting have been studied by
others as well [82–84]. However, the analysis of Sinha et al.
is not valid for the SUMRCC for the h–p IMS. Thus, we
have proceeded by abandoning IN, though we have shown
that the structure of our equations is such as to implicitly
handle the normalisation of the wave operator in a way
operationally not different from our treatment of the UGA-
SUMRCC equations for CAS [70].

For computing excitation energies, we can think
of two more strategies. Instead of using the Ansatz,
"µ = {exp Tµ} we can introduce a factorised cluster Ansatz
"µ = exp T{exp Sµ} where T contains the ground state
cluster operator and Sµs are the valence cluster operators
bringing in orbital relaxation and differential correlation ac-
companying excitation. Clearly, for studying core excited
states, this formulation neatly factors out the correlated
ground state energy and focuses entirely on the orbital re-
laxation, correlation relaxation and differential correlation
effects induced via Sµ. We have very recently formulated
such a theory for direct computation of excitation energies
and have called it the unitary group adapted QF-MRCC
(UGA-QFMRCC) [70]. The QF-MRCC formulation leads
to working equations for Sµ which are strikingly similar
to those of Tµ except that a ‘ground state dressed’ effec-
tive operator H̃ = exp(−T )H exp(T ) plays the role of the

Hamiltonian for excitation energies. Pilot calculations us-
ing QF-MRCC indicates the potentiality of the method for
computing excitation energies (EE) [70]. We shall make
use of this formalism too for core excitation energy in this
paper.

In another formalism, we choose our incomplete model
space as comprising of the HF function, φ0 and a set of h–p
excited functions φµ. Such kind of model spaces were first
introduced and studied by Kutzelnigg et al. [79,80] who
termed them as ‘isolated incomplete model spaces’ (IIMS).
The IIMS has the interesting property that all quasi-open
operators are of excitation type. The de-excitation opera-
tors for the h–p model space inducing transitions to the
HF ground state function, φ0, in either UGA-SUMRCC
or UGA-QFMRCC, do not appear in {Tµ} since this now
becomes a closed rather than quasi-open operator. Thus,
for such IIMS, powers of Tµ inducing closed operator ex-
citation do not then appear at all and the customary IN
holds good. In this paper, we shall study all the three
methods, vis. UGA-SUMRCC, UGA-QFMRCC and UGA-
IIMS-SUMRCC in the context of core excitation energies.

3. Size extensivity

For complete model spaces, h–p quasi-complete model
spaces and IIMS the IN of the wave operator may be re-
tained and connectivity of the working equations must be
demonstrated to establish size extensivity of our proposed
theories. The size extensivity of both UGA-SUMRCC and
UGA-QFMRCC may be analysed in similar fashion at two
levels: the connectivity of the G-blocks defined in Equations
(9) and (19) and the connectivity of the working equations
in Equation (11).

The detailed proof of extensivity is delineated in our
previous paper [70]. However, we mention the salient fea-
tures here for completeness.

3.1. Connectivity of Gµ

The cluster amplitudes being connected the connectivity of
the components of the G-blocks is as follows: The G-blocks
in Equations (9) and (19) are composed of the so-called
‘direct term’ and the ‘coupling term’. H̄µ, is an explicitly
connected quantity if Tµs are connected. Hence, the direct
terms are unambiguously connected. The coupling term
presents a more complicated situation involving more than
one model function and requires consideration of two main
issues.

(1) Connectivity of exp(Tν)Wνµ: Wνµ is defined as the
closed component of H̄µ which scatters φµ to φν

and is explicitly connected. The next connection

involves Tν s in exp(Tν)Wνµ, which is explicitly
connected to Wνµ. We will henceforth use the com-

pact notation Xνµ for exp(Tν)Wνµ.
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Molecular Physics 9

(2) Connectivity of {exp − (Tµ − Tν)Xνµ}: Two situa-
tions that arise in this case are (a) φν and φµ differ
by at least one orbital (Case 2a) and (b) φµ and φν

have the same orbital occupancy such that either
µ ≡ ν or the spin coupling scheme of the active
orbitals in φµ and φν are different (Case 2b).

In Case 2a, Xνµ is explicitly dependent on all the active
orbitals by which φµ and φν differ since Xνµ contains Wνµ.
The functional dependence of the cluster amplitudes on
the active orbitals is the same for all the model functions
since they are all treated on the same footing. Hence, the
difference of the amplitudes tµ − tν for the same excitation
depends implicitly on one or more of the active orbitals
by which φµ and φν differ. Thus {exp − (Tµ − Tν) must
have implicitly at least one common active orbital label
with Xνµ} leading to connectivity between the two. We also
note here that our arguments subsume the case where the
action of some components of Tν on φµ is invalid because
of the occupancy restrictions of the active orbitals. The Tµ

involved must then be labelled by those orbitals by which
φµ and φν differ.

For Case 2b, if φµ and φν are the same, the composite in
the coupling term reduces simply to Xνµ which is obviously
connected. If φµ and φν have the same orbital occupancy
but differ in their spin coupling schemes, then the quantity
Xνµ would depend on one or more of the same orbitals
involved in the different spin couplings for φµ and φν . In
such a situation, the difference tµ − tν will have implicit
dependence on all active orbitals involved in the segments
in which the spin couplings of φµ and φν are different.

3.2. Connectivity of the working equations

The proof of the connectivity of the working equation is
much more involved since it involves RDM along with the
G-blocks of which the former are not connected quantities.
Thus, it is essential to analyse all possibilities of occur-
rence of disconnected terms in our working equations and
to demonstrate unambiguously that these components ei-
ther do not occur on account of some limitations imposed
by the nature of our problem or cancel out analytically due
to the internal structure of the RDMs in terms of lower body
RDMs and cumulants.

The interplay of two facts helps us establish the con-
nectivity of our working equations. Firstly, the RDM used
in our amplitude equations are those between the same
model functions. Thus, they are necessarily diagonal (each
pair of creation-annihilation has the same labels) or quasi-
diagonal (set of creations have the same labels as the set of
annihilations) which ensures that common labels occur be-
tween the projection, 〈0|εµ

l , and the G-block leading to con-
nected quantities. Thus, several apparently disconnected
entities are connected by diagonality or quasi-diagonality.
Secondly, there are some situations like in Figure 1 where

Figure 1. Occurrence of disconnected RDM in a projection with
valence spectator in exchange mode.

the former argument is not applicable. In this situation,
one must recognise that our set of equations is such
that there exist lower body equations containing the same
G-blocks for every higher body equation where the RDM
may arise entirely from the projection. Furthermore, it is
possible to decompose the higher rank RDM in the latter
equation and algebraically manipulate it such that the lower
body equation in its entirety occurs as a part of the higher
body equation and may be deleted by invoking the former.
The decomposition rules which need to be adopted for the
RDMs is the standard spin-free cumulant decomposition
of spin-free RDMs proposed by Kutzelnigg and Mukherjee
[85–87]. An important issue we should mention here is that,
in order to be able to carry out this algebraic manipulation
it is necessary to start out with all possible RDMs in the
higher body equations, including those which are of EPV
type and are thus, zero in value. The corresponding EPV-
type cumulants, unlike the $s, are non-zero and should
be retained. Once, the lower body equation is eliminated
from the higher body equation, it is found that no discon-
nected pieces remain. The residual terms are either such,
that the RDMs or cumulants have common indices with the
G-blocks or only single cumulants occur, which are exten-
sive by construction. For further details and an illustrative
example we refer to our recent publication [70].

4. Treatment of orbital relaxation and correlation
relaxation effects in UGA-SUMRCC and
UGA-QFMRCC theories

One major focus of this paper is to explore the extent of in-
corporation of orbital relaxation and correlation relaxation
in our UGA-SUMRCC [58] and UGA-QFMRCC [70] in
the context of core electron ionisation and excitation as
against SU-COS-CC [59] which is known to be highly suc-
cessful for core-ionisation potentials (IPs) and the more
widely applied EOM-CC [8–10,88–90]. We believe the lat-
ter does not have sufficient compactness and flexibility for
handling such situations. Another allied and widely applied
theory is SAC-CI [1–3], which uses an exponential Ansatz
for describing the correlation of the ground state adapted to
the correct spin and spatial symmetry and a linear, CI-like
Ansatz for generating the ionised/excited states of inter-
est. One of its variants, SAC-CI (R) [15], uses orbitals
of the ground state HF function. Another variant, SAC-CI
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10 S. Sen et al.

(OR) [91], takes the orbitals of the core-ionised state in a
similar setting. The SAC-CI for core ionised/excited states
require higher order operators for reasonable accuracy.
These higher body operators simulate the powers of h–p
excitations, which are absent in an SD truncation scheme
of a linearised ionisation/excitation operator. The corre-
sponding higher order IP- and EA-EOM-CC theories have
also been studied [92,93].

Our UGA-SUMRCC and UGA-QFMRCC have three
common salient features. Firstly, the theories are spin-free
such that the final wave function is an eigen-function of
S2 and thus, open-shell states of different spin multiplic-
ity may be accurately handled. This is achieved by unitary
group adaptation of the T operators, which must be labelled
by spatial orbitals of a common closed shell vacuum. This
creates two hurdles. Firstly, the T-operators become non-
commuting as they may now contain annihilation operators
of active holes and particles and secondly, the orbitals to
be used are for one function, which may not be one of the
model functions or even of the same valence sector making
it essential to have a mechanism for correction of orbitals in
the wave operator Ansatz as advocated in Thouless theorem
[16]. The first hurdle is overcome by normally ordering our
exponential Ansatz with respect to a common closed shell
vacuum, which restores commutativity of the operators but
in doing so sacrifices some part of the clustering but without
loss of size extensivity. If the non-commutativity is retained
and the T-operators are allowed to contract among them-
selves with suitable evaluation of combinatoric factors as
in COS-CC [59,60], the second hurdle is not a significant
problem at all, since the evaluation of the chains of one-
body excitation inducing operators results in full clustering
analogous to a spin orbital based theory and a high degree
of Thouless relaxation is possible. However, the evaluation
of chains of operators and the determination of the cor-
responding combinatoric factors is more involved than a
theory using the normal-ordered cluster Ansatz in UGA-
SUMRCC theory. The µ-dependence of the operators Tµ

and Sµ allows us to delete valence spectator excitations and
thus allows full exponential structure of the wave operator
for all those excitations, which do not involve valence de-
structions. This feature alone makes the UGA-SUMRCC
theory worth exploring. Assuming we are to use the nor-
mal ordered Ansatz, we can overcome the second hurdle to
a considerable extent by clubbing together certain opera-
tors such that the valence destruction containing operators,
which are proportional to lower body operators do not occur
explicitly but their effect is implicitly taken to all powers
of the lower body operator. For example, Ga

i and GaA
iA are

added together and the sum contributes to the equation for
T a

i . The operator T aA
iA is discarded. However, operators like

T Aa
iA ,T I

i and T a
A terminate at linear power due to their in-

ability to contract with each other unlike in COS-CC.
On the other hand, in Fock-space theories like STEOM-

CC [31–33] and VUMRCC [21–24], for the mh–np valence

sector, all operators containing mh, np or mh–np valence
destructions terminate at linear power. They thus would be
unable to fully take care of the orbital relaxation and dif-
ferential correlation effects involving inactive excitations
(i → a for orbital relaxation and ij → ab for differen-
tial correlation incorporating relaxation). The normal order
Ansatz precludes inclusion of complete relaxation effects,
since the valence operator inducing i → a will have to be
accompanied by operators of the type iI → aI, iA → aA,
etc., which leads to incomplete exponentiation. Similarly,
ij → ab excitation inducing differential correlation would
need operators like ijI → abI, ijA → abA, etc. which again
would preclude full exponentiation. In our formalism, in
contrast, the corresponding operators are both of the same
rank as the ground state T, and do not contain spectator
excitation. There is thus a trade-off between having CSF-
independent valence operators as in FS-MRCC etc. and
the explicit use of µ-dependence in UGA-SUMRCC/UGA-
QFMRCC without spectator lines. We have elaborated on
this in Section 5.

The SAC-CI, by virtue of its Ansatz also adopts a lin-
ear expression for the excitation operators even though the
ground state correlated function is described by an expo-
nential Ansatz. SAC-CI (R) is a SAC-CI theory using the
closed shell HF function as a reference function where
higher excitation manifolds are included in the excitation
operators to simulate the relaxation effects. The method is
allied to ours, though we have a normal ordered exponen-
tial parameterisation. Comparative results for core ionised
states are provided in Section 5. It is documented [91,94]
that for a reasonable description of core electron ionisation
and excitation using SAC-CI (R), it is necessary to use at
least triple excitation operators. This requirement has been
attributed to the high degree of orbital relaxation and cor-
relation change accompanying core processes. Our results
show that, using only up to double excitations we have been
able to match or even supercede the accuracy of SAC-CI
(R) using up to triple excitation operators.

5. Molecular applications

In this section, we will present results for core ionised
states of H2O, CH4, HF, NH3 and CO with suitable com-
parisons with COS-CC, SAC-CI and EOM-CC and core
excited states of H2O, N2 and CH4 with comparisons with
spin orbital based Mk-MRCCSD (Mukherjee’s SSMRCC
under singles-doubles, SD, approximation), Brillouin-
Wigner(BW)-MRCCSD and EOM-CC. In all cases we have
presented the relevant experimental values. Our results are
presented in Tables 2–7. We have made use of three closely
allied methods: (1) A straightforward use of the UGA-
SUMRCC method with the SD truncation to describe the
core-ionised/core-excited states and the ground state energy
computed by the usual SRCCSD is subtracted to generate
the corresponding energy differences. The model space is

D
ow

nl
oa

de
d 

by
 [I

nd
ia

n 
A

ss
oc

ia
tio

n 
fo

r t
he

 C
ul

tiv
at

io
n 

of
 S

ci
en

ce
] a

t 0
9:

21
 0

7 
A

ug
us

t 2
01

3 



Molecular Physics 11

Table 2. Adiabatic core ionisation energies for H2O.

*UGA- QF-Type EOM-
Basis Ionisation SUMRCC COS-CC [98] *COS-CC [98] CCSD [99] Expt. [100]

cc-pVDZ O 1s−1 541.97 542.29 542.11 543.27 539.78
cc-pVTZ O 1s−1 539.02 539.36 539.14 540.66
cc-pCVTZ O 1s−1 539.24 539.55 539.34 541.06

Note: Geometry: R (O–H) = 0.9772 Å + (H–O–H) = 104.52◦.
Energies are in eV.

Table 3. Diabetic core ionisation energies for CH4, HF and NH3.

Molecule Basis Ionisation *UGA-SUMRCC SAC-CI (R) [94] EOM-CCSD [99] Expt. [94]

CH4 cc-pCVTZ C 1s−1 290.50 290.50 290.83 290.86
HF cc-pCVTZ F 1s−1 693.40 693.89 695.42 693.80
NH3 cc-pCVTZ N 1s−1 405.22 405.15 405.71 405.52

Note: Geometries for G.S.:
R (C–H) = 1.087Å, + (H–C–H) = 104.3◦; R (H–F) = 0.917Å ; R (N–H) = 1.014Å, + (H–N–H) = 107.2◦.
Geometries for ionised state:
R (C–H) = 1.039Å, + (H–C–H) = 104.3◦; R (H–F) = 0.995Å ; R (N–H) = 0.981Å, + (H–N–H) = 113.6◦.
Energies are in eV.

Table 4. Adiabatic core ionisation energies for CO.

Basis Ionisation *UGA-SUMRCC *COS-CC SAC-CI (R) [94] EOM-CCSD [99] Expt. [101]

cc-pVTZ C 1s−1 295.25 295.28 296.13 297.02 296.2
cc-pCVTZ C 1s−1 295.67 295.71 – 297.55

Note: Geometry: R (C-O) = 1.1283 Å.
Energies are in eV.

Table 5. Adiabatic core excitation energies for H2O.

*UGA- *UGA - UGA- EOM-
Basis Excitation SUMRCC IIMS-SUMRCC QFMRCC CCSD [99] Mk-MRCCSD [61] BW-MRCCSD [61] Expt. [61]

cc-pVDZ 1a1 → 4a1 537.43 537.70 537.50 538.40 537.62 537.56 534.0
1a1 → 2b1 539.33 539.33 539.42 540.21 539.55 539.49 535.9

cc-pCVDZ 1a1 → 4a1 536.58 536.86 536.66 537.65 – -
1a1 → 2b1 538.50 538.50 538.58 539.44 – -

aug-cc-pCVDZ 1a1 → 4a1 536.24 536.61 536.24 537.55 – -
1a1 → 2b1 538.05 538.05 538.05 539.35 – -

cc-pVTZ 1a1 → 4a1 534.15 534.40 534.15 535.34 534.30 534.26
1a1 → 2b1 536.05 536.05 536.05 537.13 536.20 536.15

Sadlej-pVTZ 1a1 → 4a1 536.50 536.85 536.50 537.92 536.56 536.47
1a1 → 2b1 538.27 538.27 538.27 539.60 538.34 538.35

Note: Geometry: R (O–H) = 0.9772 Å + H-O-H = 104.52◦.
Energies are in eV.

comprised of certain h–p excited CSFs involving the core
and some low-lying virtual orbitals as active orbitals; (2)
using a factorised cluster Ansatz, "µ = exp (T){exp Sµ},
with T as the ground state cluster operator, we can model the
orbital relaxation and correlation relaxation for φµ relative
to the corresponding amplitudes of T of the ground state.
Since, apart from 0h–0p valence sector |φ0〉 we deliberately
subsume all the differential relaxation effects in Sµ charac-
terising the 1h–1p model space spanned by φµ, we call this a
quasi-fock version: UGA-QFMRCC. It provides us a direct

access to core-IP/core-EEs. (3) By invoking a model space
containing φ0 and the h–p excited CSFs involving the core
orbitals as the hole we may generate excitation energies

directly by dropping the vacuum energy 〈φ0|H exp(T )|φ0〉
completely from the diagonal elements of the matrix of the
effective Hamiltonian. The three approaches have been de-
noted, respectively, as UGA-SUMRCC, UGA-QFMRCC
and UGA-IIMS-SUMRCC. The excitation energies calcu-
lated by Kowalski et al. [61] using Mk-MRCCSD and BW-
MRCCSD consider a multi-reference description of both
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12 S. Sen et al.

Table 6 Adiabatic core excitation energies for N2.

* UGA- UGA- EOM-
Basis Excitation SUMRCC QFMRCC CCSD [99] Mk-MRCCSD [61] BW-MRCCSD [61] Expt. [61]

6-311G** 1,u → 1-g 402.53 402.48 402.20 402.37 402.52 401.2
1,g → 1-g 402.58 402.53 402.26 402.42 402.57 400.0

cc-pVDZ 1,u → 1-g 407.67 404.75 404.38 – – (1.8-2 eV
1,g → 1-g 404.83 404.80 404.43 – – resolution)

cc-pVTZ 1,u → 1-g 401.82 401.79 401.62 401.81 401.66
1,g → 1-g 401.88 401.84 401.68 401.86 401.72

Sadlej-pVTZ 1,u → 1-g 404.66 404.63 404.05 – –
1,g → 1-g 404.73 404.68 xxx – –

Note: Geometry: R (N–N) = 2.068 au.
Energies are in eV.
xxx: Did not converge.

Table 7. Diabatic core excitation energies for CH4.

Basis Excitation *UGA-SUMRCC SAC-CI (R) [94] Expt. [94]

cc-pCVTZ C 1s → LUMO(A1) 287.80 288.50 287.99

Note: Geometry of G.S.: R (C–H) = 1.087 Å.
Geometry of Excited State.: R (C–H) = 1.032 Å.
Energies are in eV.

the excited and ground state using different CASs and the
comparisons are thus, not exactly on the same footing with
ours. HF orbitals of the ground state are used in all cases
so that the phenomenon of orbital relaxation may be amply
demonstrated. The spin adaptation of the wave function in
our theories also modifies the computed excitation ener-
gies but due to the interplay of several factors at the same
time, the role of spin adaptation itself is not immediately
apparent. A study of properties sensitive to the spin of the
wave function may be expected to demonstrate this aspect
more conclusively. Moreover, it must be mentioned here
that BW-MRCCSD is not size extensive.

There are several issues which must be discussed in
relation to core electron phenomena. Firstly, core elec-
tron phenomena are accompanied by strong orbital relax-
ation and correlation changes which are taken care of by
Thouless-effects in coupled-cluster theories. As explained
in Section 4, theoretically speaking, our theories account for
more relaxation than EOM-CC and our results should re-
flect this fact. Moreover, spin orbital based Mk-MRCCSD
and BW-MRCCSD contain a complete clustering of sin-
gle excitation inducing operators and therefore incorporate
as much Thouless relaxation as feasible under a CCSD
scheme. The closeness of our core excitation energies with
Mk-MRCCSD and BW-MRCCSD to within a few tenths
of an electronvolt is an indicator of this. The spin contam-
ination of the wave function in Mk-MRCCSD and BW-
MRCCSD is another matter unrelated to the relaxation of
orbitals and and we do not discuss this here. They will have
spin contamination only for core IPs and not for core EEs
(singlet). The SAC-CI (R) results presented here use upto
triple excitation operators and are hence not suitable for

theoretical comparison. However, the fact that our numbers
using SD truncation for core ionised states are very simi-
lar to SAC-CI (R) with three-body operators and also ap-
proaches high accuracy experimental results is a clear sign
of incorporating appropriate physics at low truncation in
UGA-SUMRCC and UGA-QFMRCC theories. The com-
parisons with EOM-CC are somewhat erratic as EOM-CC
itself gives erratic levels of accuracy with change in ba-
sis and across different molecules doing remarkably well in
certain cases and failing entirely in others. Our studies indi-
cate that for core excitations, all three variants of our theory
perform consistently better than EOM-CC in different bases
and for different states presumably due to better mechanism
for relaxation of orbitals and correlation. However, for di-
abatic core ionisation energies of CH4 and NH3, EOM-CC
outperforms our theories and SAC-CI (R). It must be noted
that our benchmark numbers are experimental and mean-
ingful comparison would necessitate much involved study
using the same basis in the full CI limit to have the proper
comparison. This has not been undertaken at this prelimi-
nary stage of development of our theories. In view of this,
the quality of the EOM-CC numbers for CH4 and NH3 may
just as well be due to a cancellation of errors as it might be
an indication that relaxation through higher powers of one
body excitations is insignificant for these molecules. The
latter reason seems unlikely as then, theories with better
mechanism for Thouless-relaxation, viz. our UGA theo-
ries and SAC-CI (R) would have yielded equally accurate
results. The ionisation energies computed using our UGA-
SUMRCC closely mirror COS-CC to within a few tenths
of an electronvolt indicating how closely we approach the
effect of full exponentiation in a JM-like COS-CC Ansatz.
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Molecular Physics 13

Secondly, the choice of basis should be such as to pro-
vide the function space for accurate description of core
ionised and core excited states. Core ionised states only
require the addition of core correlation functions such that
the loss in correlation may be adequately modelled. Core
excited states present a much bigger challenge since core
electrons are often excited to loosely bound Rydberg states
which are not well described by standard bases. Thus, ex-
perimental excitation energies are difficult to reproduce and
interpretation of core excitation spectra remain challeng-
ing. We present high accuracy experimental data for both
core ionisation and excitation and observe that while core
ionisation energies are closely reproduced and improve sys-
tematically with improvement in bases, experimental and
computed core excitation energies vary significantly. More
detailed studies using Rydberg orbitals and special ma-
nipulation of contraction coefficients of the Gaussian basis
have succeeded to approach the experimental values. In this
paper, we present preliminary applications of our newly de-
veloped theoretical formulations and thus, such details have
not been considered. However, care has been taken to clarify
the extent of comparison with other theories.

Thirdly, geometry considerations are crucial depend-
ing on the nature of the experiment we wish to compare
with. We specifically mention in each case if the energy
computed is diabatic (different geometries for ground and
excited/ionised state taken from experiment or as used in
the computations presented for comparison) or adiabatic
(excitation/ionisation at ground state experimental geome-
try). Where spectral data has been analysed, the (0,0) vi-
brational band is considered for comparison with our com-
puted energies. The geometries considered are mentioned
as footnotes to the respective tables. Vibrational corrections
have not been undertaken. All integrals were obtained from
GAMESS-US [95].

There is a close correspondence between the IP/EE val-
ues for the example molecules studied by us as computed
by the three theories, indicating that the essential physics
incorporated by these theories are more or less similar. We
ascribe such closeness of the results to the full exponential
structure of all operators of Tµ/Sµ, where valence destruc-
tion is not involved. Such is not the case for the VUM-
RCC approach. In fact, even for the core-ionisation in the
VUMRCC, the effective wave operator for a φµ is just
exp T{1 + Sµ} whereas for most of the components of
Sµ the effective wave operator for the UGA-QFMRCC is
exp (T + Sµ) with a full exponential structure. Thus, it does
not really matter much whether a separation of the ground
state cluster operator is made as above or one simply uses
Tµ = T + Sµ as the variable.

6. Summarising remarks and future outlook

In this paper, we have explored the efficacy of a suite
of inter-related theories built around the UGA-SUMRCC

approach. The UGA-SUMRCC approach utilises a multi-
component state-universal Ansatz of the form "|.0k〉 =∑

µ "µ|φµ〉cµk , with {φµ} as the set of unitary group
adapted Gel’fand CSFs spanning the model space of the
components of " acting on φµ: "µ = {exp (Tµ)} where
{} denotes the normal-ordering with respect to the dou-
bly occupied core state, |0〉, taken as the vacuum. Tµs are
composed of suitable excitation operators inducing transi-
tions from the model function φµ to various virtual func-
tions χ l

µ, with the excitation operators expressed as various
spin-free unitary generators. The entire formalism is spin-
free and preserves the total spin rigorously. For a CAS,
the Tµs consist of excitations with at least one occupancy
change of inactive orbitals. We have focussed our atten-
tion in this paper on two specific aspects of the UGA-
SUMRCC where the formalism works at its best. (1) For
all excitations from the model space where the operators
do not involve the destruction of the active quasi-particles,
the associated components of Tµ allow full exponentia-
tion as the parent spinorbital based JM Ansatz. They thus
are able to relax the orbitals almost as fully as in the JM
Ansatz but retaining spin symmetry. (2) For the correspond-
ing two-body inactive excitations and those not involving
destruction of active quasi-particles, the Ansatz again al-
lows full exponentiation, thereby affording very compact
representation of the relaxation of correlation attendant on
ionisation and excitation. (3) It provides an easy access to
both ionised/excited state energies per se and of the en-
ergy difference with respect to a ground state which is
predominantly SR. More concretely using the HF orbitals
for the ground state, φ0, the one-body operators of Tµ re-
laxes the orbitals fully on ionisation/excitation and the two-
body operators involving inactive orbitals induce correla-
tions appropriate to the CSF, φµ and embodies correlation
relaxation via relaxed orbitals by their coupling with the
one-body Tµs. For ionised/excited states involving removal
of a core electron the orbital relaxation of the HF orbitals of
the ground state is severe, and such effects are not normally
accessible to the commonly used methods like SAC-CI,
CC-LRT/CC-LR, EOM-CC or VUMRCC in the singles–
doubles (SD) truncation schemes. While belabored formu-
lations are certainly feasible via inclusion of higher body
cluster operators, even a simple truncation scheme of our
UGA-SUMRCC Ansatz would suffice to incorporate the
essential physics because of its redeeming features (1)–(3)
above.

We have emphasised in the paper that a model space
of h–p CSFs is incomplete (actually, quasi-complete as de-
fined by Lindgren [81]) and we must abandon the customary
IN for " to maintain size extensivity of the ionised/excited
states. The necessary modifications for defining Heff have
been discussed in the paper and the appropriate equations
have been presented. It has also been emphasised that
for our method, (3), the incomplete model space has the
interesting property that the IN for " holds good and no
modifications are necessary.
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14 S. Sen et al.

Our results amply demonstrate that core-IPs are very
well described by our methods. The results are somewhat
inferior to those obtained from the COS-CC method, which
uses a richer " of Datta and Mukherjee [59,60]. We still get
very good quality results, but at a considerably reduced cost.
The numbers require enhanced operator space for SAC-CI
or CC-LRT or EOM to match our accuracy. Because of the
presence of valence destruction operators in all the valence
operators of VUMRCC or its equivalent STEOM-CC, we
presume that a normal ordered exponential representation
of " would not perform as well as the UGA-SUMRCC or
UGA-QFMRCC.

Since the UGA-SUMRCC theory is based on effective
Hamiltonians, it is prone to intruder problems [96,97] if
the active space is not energetically well separated from the
virtual space. Also, to get the core-hole satellites in core
excitations, one needs a model space with another ladder of
h–p excitations, such generalisations are obviously wanted
if high precision spectroscopic results are to be predicted
or interpreted. In a way reminiscent of the EIP technique
[25,27–30] (or as in the STEOM-CC [31–33]) it is possible
to cast the system of Bloch equations into a dressed CI eigen
problem. This strategy would not only obviate the intruder
problem by homing into the set of desired eigenvalues in a
numerically robust manner, but would also allow the well
developed machinery of the direct-CI to automate the com-
putational organisations. Research along these lines are in
progress for both core- and valence-ionisation/excitation
and would be reported in one of our future publications.
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