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ABSTRACT

In the frame of digital video broadcasting by satellite - sec-
ond generation (DVB-S2), a faster-than-Nyquist (FTN) sys-
tem based on turbo equalization and low-density parity-check
(LDPC) codes is proposed. Truncated maximum a posteriori
(MAP) and minimum mean square error (MMSE) equalizers
provide a reduced-complexity implementation of the FTN sys-
tem. On the other hand, LDPC codes allow us to demonstrate
attractive performance results over an additive white Gaussian
noise (AWGN) channel while increasing spectral efficiency be-
yond the Nyquist rate up to 60% and keeping a complexity com-
parable to a current DVB-S2 modem.

1. INTRODUCTION

With an increasing use of wireless communications systems,
spectral resources become more and more scarce. In this con-
text, new transmission techniques must offer high spectral ef-
ficiency while fulfilling usual constraints in terms of transmit-
ted power and bit-error-probability. In the frame of satellite
broadcasting applications, new services such as video on de-
mand combined with an increasing need of quality of service
confirm the interest for high density transmission techniques [1].

Traditional systems usually respect the Nyquist criterion in
order to avoid inter-symbol interference (ISI): the symbol rate is
thus bounded by the bilateral bandwidth of the transmitted signal
[2]. Consequently, the only way to improve spectral efficiency
relies on an extension of the constellation size. However, given
a fixed transmission power, the distance between symbols is de-
creased such that bit-error-rate (BER) performance necessarily
decrease as well.

Another strategy referred to as “faster-than-Nyquist” (FTN)
signaling was first introduced by J. Mazo in 1975 [3] in order
to improve spectral efficiency without increasing the constella-
tion size. This transmission technique yields unconditionally
ISI so that non-linear receivers are required in order to recon-
struct the sequence of transmitted symbols. Since a signaling
rate increase up to 25% beyond the Nyquist rate keeps a con-
stant minimum distance between symbols, it can be shown that

bit-error-probability might remain unchanged at the cost of an
extra computational load [4]. Nevertheless, such an algorithmic
complexity has prevented the use of FTN techniques for a while.

Recent technological advances combined with iterative equal-
ization and decoding techniques [5, 6] allow FTN systems to
be implemented with reasonable complexity. The challenge is
therefore to find the best compromise between complexity and
spectral efficiency increase. As a consequence, practical FTN
systems have been presented and demonstrated attractive perfor-
mance results [7, 8, 9]. FTN combined with low-density parity-
check codes (LDPC) has been proposed in the framework of
DVB-S2X [10], but finally postponed in order to avoid signif-
icant changes in the architecture of the receivers. More recently,
spectral efficiency gains up to 8-20 % have been achieved with
the help of linear equalization structures which suggest an af-
fordable implementation cost in user terminals [11, 12].

As an extension of the work aforementioned, we present
a faster-than-Nyquist system achieving very attractive perfor-
mance over the additive white Gaussian noise (AWGN) chan-
nel by means of LDPC codes. Our contributions include the
comparison between non-linear and linear equalization crite-
ria, based on maximum a posteriori (MAP) and minimum mean
square error (MMSE), respectively. In the former case, the trun-
cation of the discrete-time FTN channel impulse response is in-
vestigated in order to keep an affordable reconstruction com-
plexity.

The article is organized as follows. Part 2 details the input-
output relations of the FTN system over anAWGN channel. This
includes a linear stage used for pulse shaping and a non-linear
stage based on turbo equalization, intended for interference can-
cellation based on LDPC codes. Two equalization criteria are
discussed: truncated MAP and MMSE. Part 3 studies BER sys-
tem performance through simulations and also discusses its iter-
ative convergence using extrinsic information transfer (EXIT)
charts while emphasizing its low additional complexity com-
pared to actual satellite communication systems. Finally, con-
clusions are presented in part 4.



2. FASTER-THAN-NYQUIST SYSTEM

This part presents the basics of faster-than-Nyquist transmission
and the use of turbo equalization techniques. First of all, interfer-
ence at the output of a linear reveiver is described and modeled
as a finite-length discrete equivalent convolutive channel. This
channel model will be used by two different equalization tech-
niques presented next. Finally, the turbo equalization principle is
introduced as a mean to reach the ISI-free system performance.

2.1. Linear FTN system over an AWGN channel

g ǧH Decision{x[k]}
s(t)

n(t) (AWGN)

y(t)

mTs

y[m]
{x̂[k]}

Figure 1: Linear transmission system over an AWGN channel.

We first consider the linear system depicted in figure 1. Let
{x[k]}k∈Z ⊂ `2(Z) be a sequence of independent and identi-
cally distributed (IID) symbols to be transmitted, where `2(Z)
is the set of square summable sequences. The complex baseband
signal at the output of the transmitter is obtained by associating
each x[k] to a pulse shape g(t) ∈ L2(R), where L2(R) is the
set of square integrable signals:

s(t) =
∑
k∈Z

x[k] g(t− kTs) x[k] ∈ A, |A| = M, t ∈ R (1)

with Ts the elementary symbol spacing andA the symbol set of
sizeM (or constellation). Over an AWGN channel, the received
signal is denoted r(t) = s(t) + n(t) where n(t) is a circular
Gaussian random process with zero-mean and variance σ2

n.
The received signal r(t) is filtered by ǧH(t) ∈ L2(R), where

·H denotes the conjugate transpose operator. The resulting sig-
nal y(t) is then sampled synchronously at timesmTs,m ∈ Z. If
one denotes h[m] = (g∗ ǧH)(mTs) the samples from the global
transmission-reception filter (i.e. discrete-time equivalent chan-
nel impulse response) and w[m] = (n ∗ ǧH)(mTs) the samples
of the filtered noise, we have

y[m] = x[m]h[0]︸ ︷︷ ︸
useful term

+
∑

n∈Z\{0}

x[m− n]h[n]

︸ ︷︷ ︸
interference term

+ w[m]︸ ︷︷ ︸
noise term

(2)

where y[m] = y(mTs). The noise term w[m] is assumed to
remain awhite process. In practice, this constraint would require
the use a whitening filter, not represented here.

Within the linear system aforementioned, we define the sys-
tem transmission density ρ = 1/(TsB) whereB is the transmit-
ted signal bandwidth (such that 0 < B < +∞) at the transmitter
side. We identify two cases:
• if ρ ≤ 1, interference-free transmission can be performed
by means of a linear receiver (with Nyquist pulses), in such
a case, the system is said orthogonal;

• if ρ > 1, inter-symbol-interference unconditionally ap-
pears at the output of the linear receiver but if one further
assumes that symbols are taken from a finite constellation,
they can still be recovered by means of a non-linear post-
processing.

The concept of density has only recently been introduced as a
definition for FTN systems [13] and it is used throughout this
paper. The density criterion is justified by the frame theory [14]
in order to determine the existence of ISI-free linear systems.

2.2. Discrete-time equivalent FTN channel

We have seen that since we transmit beyond the Nyquist rate, we
must deal with inter-symbol interference. This interference can
be seen as if it was produced by a convolutive channel, denoted
{h[l]}l∈Z in (2). The knowledge of both system’s density and
the transmission and reception filters allows us to define such a
discrete-time FTN channel.

This characteristic plays a major role in our system’s capabili-
ties and complexity. Radio-frequency transmissions being band-
limited to reduce interference between consecutive transmis-
sion channels, the impulse response is, in theory, not bounded.
On the other hand, equalization techniques yield a complexity
highly dependent on the discrete-time FTN channel length. To
find a compromise between performance and complexity, we
analyze the discrete-time FTN channel as a function of sys-
tem’s density and we introduce a truncated channel response. A
Nyquist compliant system yields the discrete-time channel pre-
sented in figure 2a which corresponds to a memoryless channel
impulse response. We present in figure 2b the discrete-time FTN
channel obtained when transmitting at a density exceeding the
Nyquist rate and using square root-raised-cosine (SRRC) filters.

The strategy of the truncated approach is therefore to con-
sider the most energetic samples of h[m] so that we achieve a
significant complexity reduce within the equalizer. Assuming
a symmetric impulse response (h[m] = h[−m]), a truncation
is performed to L + 1 (odd) coefficients by defining an energy
threshold β such that:

L/2∑
l=−L/2

|h[l]|2 ≤ β, β ∈ [0; 1[. (3)

We note that h[m] is non-causal and consequently yields a re-
construction delay in practical receivers. In the case mentioned
in figure 2b, this delay corresponds to L/2 coefficients. In
addition, we consider normalized filters g(t) and ǧ(t) so that
h[0] = (g ∗ ǧH)(0) = 1.

2.3. MAP and MMSE equalization

We have shown that in faster-than-Nyquist systems, a discrete-
time FTN channel can be obtained in order to characterize the
ISI produced. In such conditions, the ISI can be mitigated by
using well-known equalization techniques. Through this work,
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Figure 2: Discrete-time equivalent channel impulse response with SRRC pulse shapes (roll-off factor α = 0.15)

two equalization techniques are considered: maximum a poste-
riori and minimum mean square error. MAP equalization pro-
vides us with optimal estimations of the transmitted symbols by
maximizing the a posteriori probability within a sequence ofN
transmitted symbols:

x̂[k] = argmax
x̄[k]

Pr(x̄[k] = x|y), x ∈ A, k ∈ {0, . . . , N−1}.

(4)
with x̄[k] a test symbol, y = [y[0], . . . , y[N − 1]] a finite se-
quence of received symbols and x̂[k] the symbol decision at an
instant k. The reference algorithm for performing MAP equal-
ization is the so-called BCJR algorithm [15], the strategy of
this algorithm being the representation of all possible channel
states in a trellis diagram and the recursive computation of sym-
bol likelihoods. In the turbo equalization approach, these es-
timations depend on a priori information provided by the de-
coder. The limiting factor of this approach is its complexity,
since the number of states considered by the MAP equalizer
grows exponentially with channel length L + 1 and with con-
stellation size M . In many applications, this fact makes it im-
possible to consider MAP equalization techniques. Within an
FTN system, the discrete-time channel length will depend on
system’s density and thus the feasibility of this approach will
depend on our spectral efficiency gain and on the alphabet size.
For the 21-coefficient channel presented in figure 2b, a MAP
equalizer would require computing M10 states in order to re-
cursively compute the a posteriori probabilities, with alphabet
sizeM varying from 4 to 32 within DVB-S2 standard. For this
reason, the MAP approach is to be considered for small alpha-
bet sizes, in particular for binary phase-shift keying (BPSK) and
quadrature phase-shift keying modulations (QPSK).

To deal with this problem, thewell-extendedMMSE equaliza-
tion alternative demonstrates attractive performance while keep-
ing a linear dependence on channel length and constellation size.
MMSE equalization with a priori information is depicted in fig-
ure 3.

For each iteration, symbols x̃[k], k ∈ {0, . . . , N−1} are esti-
mated using a priori information from the LDPC decoder. This
estimates are then used to make a partial interference cancella-

y[k]
−

f

H

ỹ[k] z[k]

x̃[k]

Figure 3: MMSE equalization with a priori information.

tion

ỹ[k] = y[k]−Hx̃[k], k ∈ {0, . . . , N − 1} (5)

where y[k] = [y[k], y[k − 1], . . . , y[k − F + 1]]T is a set of
channel observations of length F with ·T the transpose operator.
x̃[k] = [x̃[k], x̃[k − 1], . . . , x̃[k − F − L]]T is a set of symbol
estimates using a priori information where x̃[k−δ] is set to zero
in order not to cancel the useful term, with δ a reconstruction
delay. H is the Toeplitz matrix of size (F × F + L) formed by
the FTN channel impulse response h[−L/2], . . . , h[L/2]. After
interference cancellation, linear MMSE filtering is performed:

z[k] = fT ỹ[k] (6)

where f = [f [0], . . . , f [F − 1]]T represents the feedforward fil-
ter. Such filter is computed in order to minimize themean square
error between the estimates z[k] and the transmitted symbols
x[k − δ] at an instant k − δ:

f = argmin
f̃

E

{∣∣∣f̃T ỹ[k]− x[k − δ]
∣∣∣2} (7)

where f̃ represents the filter variable to be optimized. The choice
of the equalization technique will therefore depend on tech-
nological considerations, system’s complexity having a great
impact in terminal’s size and consumption. In particular, the
discrete-time FTN channel length and the modulation’s alpha-
bet will decide whether a MAP implementation is affordable or
not.



2.4. System with turbo equalization and LDPC codes

The non-linear system using turbo equalization is depicted in
figure 4. Let {a[n]}n∈Z be a sequence IID bits. This sequence
is LDPC encoded to produce {b[k]}k∈Z. To decorrelate the se-
quence of coded bits, an interleaver is used, yielding the se-
quence {c[k]}k∈Z. After a bit-to-symbolmapping operation, the
sequence {x[i]}i∈Z of transmitted symbols is linearly filtered to
output the complex baseband modulated signal s(t) presented in
2.1. Within FTN transmission conditions, the interference term
in (2) can be then cancelled by means of a non-linear receiver
using the turbo equalization principle [6].

Encoder Interleaver
Symbol
mapping

g

ǧHTurbo equalizer n(t)

{a[n]}
{b[k]} {c[k]} {x[i]}

s(t)

r(t)

{â[n]}
y(t)

mTs

y[m]

Figure 4: Complete faster-than-Nyquist system with LDPC codes and
turbo equalization.

The turbo equalizer principle (fig. 5) consists in an iterative
process involving twomain blocks: the equalizer performs inter-
ference cancellation while the decoder performs an estimation of
the sequence of coded bits that will be sent back to the equalizer.
The iterative exchange between constituent blocks of the turbo
equalizer converges to the orthogonal (ISI-free) system perfor-
mance. One notes two necessary conditions for system conver-
gence [16]:

1. the sequence between equalizer and decoder must be inter-
leaved and conversely de-interleaved in order to statistically
decorrelate the bits;

2. extrinsic information must be exchanged between con-
stituent blocks of the turbo equalizer in order to avoid local
convergence. This implies subtracting output and input se-
quences for each constituent block before sending back the
information.

In addition, log-likelihood ratios (LLRs) are used in every it-
erative step instead of binary values. The LLR of a bit a is given
by

L(a) = ln
Pr(a = 1)

Pr(a = 0)
. (8)

By using (8), we define L(ĉ[k]|y) the LLRs of equalized in-
terleaved bits ĉ[k] knowing y. If the MAP equalizer is used,
L(ĉ[k]|y) is computed from the a posterior probability in (4).
Otherwise, in the case of MMSE equalization, L(ĉ[k]|y) results
from a soft-input soft-output conversion of (6), as detailed in
[6]. Similarly, Lext(ĉ[k]|y) and Lext(b̂[k]|y) are the extrinsic
LLRs of the estimated bits ĉ[k] and b̂[k] knowing y. We denote

Equalizer

+

−

Interleaver

Deinterleaver

+

−

Decoder

y
L(ĉ[k]|y)

Lext(ĉ[k]|p)

Lext(ĉ[k]|y)

Lext(b̂[k]|p)

Lext(b̂[k]|y)

L(b̂[k]|p)

â[k]

Figure 5: Turbo equalizer block diagram.

p = [Lext(b̂[0]|y), . . . , Lext(b̂[N − 1]|y)] the sequence of ex-
trinsic LLRs after de-interleaving, knowing y. Therefore we can
define L(b̂[k]|p) the LLRs of the estimated values b̂[k] knowing
p, Lext(b̂[k]|p) and Lext(ĉ[k]|p) the extrinsic LLRs of the esti-
mated values b̂[k] and ĉ[k] knowing p.

The decided sequence {â[n]}n∈Z results from performing I
iterations within the turbo equalizer. Finally, it is important to
note that the non-linear system presented in this section would
require, with respect to the DVB-S2 standard system, an ad-
ditional computational load brought by the equalizer (MAP or
MMSE) and by its iterative use along with the channel decoder.

3. SIMULATIONS

In this part, the complete system described previously is sim-
ulated in order to evaluate its BER performance as a function
of Eb/N0 where Eb represents the per-uncoded-bit energy and
N0 refers to the noise power spectral density. Extrinsic infor-
mation transfer (EXIT) charts [17] are also computed. They
represent input-output relations of average mutual information
between LLRs and input symbols for a given block (equalizer or
decoder), denoted I(LA;x) and I(LE ;x).

The system performs LDPC encoding with code rate R =
1/2, a sparse matrix from the DVB-S2 standard [18] and uses a
random interleaver. Symbols are IID and follow a BPSK map-
ping. At the receiver side, iterative MMSE or MAP equalization
and LDPC decoding is performed. The turbo equalizer block
contains N = 64800 symbols. In addition, pulse shapes g(t)
and ǧ(t) are SRRC with roll-off factor α = 0.15. Results show
comparable behavior with respect to [12] in terms of conver-
gence for MMSE equalization. Truncated channel MAP per-
formance is compared to performance obtained using MMSE
equalization in order to highlight the suitability of the two ap-
proaches. Results are compared to the coded orthogonal system
performance, performing ρ = 0.87 (dashed lines).

BER performance after a given number of turbo iterations is
shown in figure 6. For each turbo iteration, the LDPC decoder
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Figure 6: FTN MMSE-LDPC system performance for ρ = 1.4 and
α = 0.15 with 10 LDPC iterations.
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Figure 7: FTN MMSE-LDPC system performance for ρ = 1.4 and
α = 0.15 with 5 LDPC iterations.

performs 10 iterations. Simulations using linear MMSE equal-
ization show that the equalizer becomes the limiting factor when
a low LDPC rate is used. One notes the fact that the convergence
threshold of 3 dB does not allow to exploit LDPC performance
when the latter is configured at 10 iterations. Conversely, a re-
duction to 5 LDPC iterations (fig. 7) allows us to approach con-
vergence at lowerEb/N0 values while reducing LDPC complex-
ity. Therefore, this result underlines the need for a joint specifi-
cation and configuration of the equalizer and the LDPC decoder.

In order to increase system performance while keeping rea-
sonable complexity, results forMAP equalization and LDPC de-
coding for a 3-coefficient truncated channel (which corresponds
to keeping 94 % of channel’s energy) are shown in figure 8. Al-
though comparable performance results are obtained for this ap-
proach, we are not able to reach convergence for Eb/N0 = 4
dB, the channel model not being representative enough as to
the infinite-length channel. In figure 9 are shown system perfor-
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Figure 8: FTN 3-coefficient-truncated MAP-LDPC system perfor-
mance for ρ = 1.4 and α = 0.15 with 5 LDPC iterations.

mance for the 5-coefficient truncated channel (97.7 % of chan-
nel’s energy). We observe that our system outperforms MMSE
equalization techniques while keeping reasonable complexity
(the recursive algorithm computes 25 states). In this case, the
system reaches convergence at Eb/N0 = 4 dB after 5 iterations
while offering 60 % spectral efficiency increase (from ρ = 0.87
to ρ = 1.4).

EXIT simulations (fig. 10) allow us to predict system’s con-
vergence by representing the exchange of extrinsic information
between the two main blocks within the turbo equalizer (equal-
izer and decoder). We observe that an increase in convergence
speed can be obtained when LDPC iterations are increased, two
to five iterations being needed to reach the iterative convergence
at Eb/N0 = 6 dB. Truncated MAP EXIT simulations con-
firm that this solution can outperform MMSE realizations while
keeping reasonable complexity. The 3-coefficient (94 energy) %
truncated channel offers a gain in convergence speed but it shows
a suboptimal convergence point in comparison to theMMSE ap-
proach: we note an intersection point between 3-coefficient trun-
caded MAP and MMSE equalization in figure 10. On the other
hand, the 5-coefficient (97.7 energy) % truncated MAP equal-
ization would be preferable to theMMSE solution for the system
described.

If we exemplify the performance presented in figure 9 with
typical DVB-S2 parameters, that is, satellite transponder band-
width of 36 MHz, QPSK modulation and code rate R = 1/2,
the given bit rate of 30 Mbit/s could be increased up to 48 Mbit/s
while keeping a constant bandwidth and equivalent BER perfor-
mance for Eb/N0 > 4 dB.

4. CONCLUSION

Through this work, we have presented a faster-than-Nyquist sys-
tem that could be considered as an evolution of DVB-S2X stan-
dard for direct-to-home satellite broadcast. We have shown a 60
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% spectral efficiency gain with respect to the ISI-free system at
the cost of a computational load increase.

The comparison of MMSE and MAP equalization techniques
allows us to find a compromise between system performance
and complexity. In particular, MAP equalization using trun-
cated discrete-time FTN channels can outperform MMSE so-
lutions by ensuring BER performance convergence at a lower
signal-to-noise ratio threshold. However, in virtue of its expo-
nential complexity, the MAP approach is to be considered only
for small constellation sizes, in particular for BPSK and QPSK.

Further study on faster-than-Nyquist systems may include the
exploration of alternative pulse shapes other than SRRC allow-
ing energy reduction and optimization of the discrete-time FTN
channel.
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