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Chapter 6

Large Eddy Simulations and AVBP

This chapter gives a general introduction to Computational Fluid Dynamics and
presents the concept and the governing equations for Large Eddy Simulations of
turbulent reactive flows. It summarize models used in the AVBP code for reactive
LES of combustors. The specific reduced kinetic schemes for methane and ethy-
lene used and/or developed for the Cambridge experiment are presented. Transport
coefficients used in the AVBP code have been validated. Finally, turbulent com-
bustion modeling, a key feature of reacting flow computations, is briefly described.

(a) Claude Louis Navier
(1785-1836).

(b) George Gabriel Stokes
(1819-1903).

6.1 An introduction to Computational Fluid Dy-

namics

The aim of fluid mechanics is to study liquids and gases properties in various configura-
tions, initially to predict its motion. The history of the equations governing the motion of
a fluid started in 1757 when Leonhard Paul Euler published an important set of equations
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142 Chapter 6 : Large Eddy Simulations and AVBP

to describe the motion of inviscid flows that are known as the Euler equations. Then in
1822 Claude-Louis Navier, a French engineer, introduced the notion of viscosity. Finally
in 1845 George Gabriel Stokes wrote the final equations describing the motion of a viscous
fluid (including the terms proposed by C.L. Navier). These nonlinear partial differential
equations are now known as the ’Navier-Stokes equations’. They are used to study a
wide range of situations: the design of aircraft and cars, the study of blood flows, the
weather or ocean currents. Except in some very simple cases where analytical solutions
exist, these nonlinear equations have to be solved numerically on computers: this field is
called Computational Fluid Dynamics (CFD).

First, Section 6.1.1 presents the governing equations in fluid dynamics and then a
short description of the methods to solve them is provided in Sec. 6.1.2.

6.1.1 The Navier-Stokes equations

The exact behavior of complex turbulent reacting flows is fully described by the following
’full’ Navier-Stokes equations:

∂ρ

∂t
+

∂

∂xi

(ρui) = 0 (Mass conservation) (6.1)

∂ρuj

∂t
+

∂

∂xj

(ρuiuj) = − ∂

∂xj

(Pδij − τij) (Momentum conservation) (6.2)

∂ρE

∂t
+

∂

∂xj

(ρEuj) = − ∂

∂xj

[ui(Pδij − τij) + qj] + ω̇T (Energy conservation) (6.3)

∂ρYk

∂t
+

∂

∂xj

(ρYkuj) = − ∂

∂xj

(Jj,k) + ω̇k (Specie k conservation) (6.4)

where ρ is the mixture density, ui is the i-component of the velocity, P is the static
pressure, τij is the viscous tensor, E is the energy, qi is the i-component of the the energy
flux, ω̇T is the heat release due to combustion, Yk is the mass fraction of species k, Ji,k is
the i-component of the diffusive flux of species k and ω̇k is the reaction rate of species k.

Assuming a Newtonian fluid and the equality between the mechanical and dynamic
pressure (Stokes assumption, null bulk viscosity) leads to:

τij = 2µSij + µV Skkδij = 2µ

(
Sij −

1

3
δijSkk

)
(6.5)

with µ the dynamic viscosity, µV is the volume (or second) viscosity and Sij is the
deformation tensor:

Sij =
1

2

(
∂uj

∂xi

+
∂ui

∂xj

)
. (6.6)
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6.1 An introduction to Computational Fluid Dynamics 143

When combustion instabilities arise, viscosity mainly affects the acoustic damping
and the sound speed field. From a linearization of the Navier-Stokes equations, Stokes
(1845) expressed the sound speed and damping of acoustic waves due to tangential forces:

c =

√
γrT̄ − 16π2µ2

9λ2ρ̄2
and α =

8π2µ

3λ2ρ̄
(6.7)

where c is the sound speed, α is the acoustic damping and λ is the acoustic wavelength. It
appears that the damping (due to viscosity) and sound speed field can be approximated

by α = 0 and c =
√

γrT̄ since typical values of viscosity are 10−5. Moreover, the
damping increases as 1/λ2 ∼ ω2 and therefore should be considered only at high fre-
quencies and can be neglected for azimuthal modes which usually occur at low frequencies.

The reaction term is expressed as:

ω̇T = −
Ns∑

k=1

∆h0
f,kω̇k (6.8)

where Ns is the number of species in the flow, h0
f,k is the mass enthalpy of formation of

species k at T = T0 and ω̇k is the reaction rate of species k. All details on ω̇k are given
in Sec. 6.4. The computation of the exact formulation of the diffusive flux of species
k, Ji,k, is a very difficult and costly task. A first-order approximation of this diffusive
flux (approximation of Hirschfelder et al., 1969) reads:

Ji,k = −ρ

(
Dk

Wk

W

∂Xk

∂xi

− YkV
c
i

)
,

where Dk is not a binary diffusion but an equivalent diffusion coefficient of species k
in the rest of the mixture. In the AVBP code, a simpler formulation of these diffusion
coefficients are used:

Dk =
1− Yk∑

j 6=k Xj/Djk

≃ µ

ρSc,k

where Sc,k are constant parameters (6.9)

Wk is the molecular weight of species k and W is the mean molecular weight of the
mixture. Xk is the mole fraction of species k and Yk is the mass fraction of species k. V c

i

is a correction velocity to ensure global mass conservation:

V c
i =

Ns∑

k=1

Dk
Wk

W

∂Xk

∂xi

(6.10)

This correction velocity impacts the heat flux term in multi-species flows: an addi-
tional term appears in the diffusive heat flux due to heat transport by species diffusion.
The total heat flux vector then reads:

qi = −λq
∂T

∂xi︸ ︷︷ ︸
Heat conduction

− ρ

Ns∑

k=1

(
Dk

Wk

W

∂Xk

∂xi

− YkV
c
i

)
hs,k

︸ ︷︷ ︸
Heat flux through species diffusion

(6.11)
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144 Chapter 6 : Large Eddy Simulations and AVBP

where λq is the heat conduction coefficient of the mixture.

6.1.2 Turbulence and simulation

Unfortunately, the exact resolution of Eqs. 6.1 - 6.4 using Computational Fluid Dynamics
(CFD) for turbulent flows in complex geometries is and will remain a challenge for a long
time. Indeed, turbulent flows are characterized by a wide range of length scales (eddies):
from the integral scale (the largest) to the ’Kolmogorov‘ scales (the smallest). The size of
the largest eddies lt is typically of the order of the geometry considered. These structures
contain most of the energy of the flow. The smallest eddies are the ones where the energy
is dissipated. There is a ’cascade‘ of energy from the large scale to the smallest scales
because large eddies interact with each other and breakdown into smaller eddies. The
size of the Kolmogorov scale is noted η. Kolmogorov showed in 1941 (Kolmogorov, 1941)
that the ratio between the integral length scale lt and η is (see Fig. 6.2):

lt
η
= Re

3/4
t =

ρu′lt
µ

(6.12)

where Ret is the turbulent Reynolds number based on a turbulent velocity u′ and the
integral length scale. The ratio lt/η represents the number of points in each direction
required to compute all the scales in the flow. Therefore, the total number of points Npt

needed to compute the flow in the three dimensions scales as:

Npt ≃
(
Re

3/4
t

)3
= Re

9/4
t (6.13)

For example, lets imagine the number of points required to compute the flow in the
Dawson’s experiment computed in this PhD. thesis: the mean velocity at the bluff body
exit is Ubb = 18 m/s. Assuming that the turbulent velocity is five percent of this value
leads to: u′ ≃ 0.05× Ubb = 0.9 m/s. The integral length scale can be approximated here
by the chamber width which is 2.2 times the burner diameter (D) so that 2.2×D ≃ lt ≃
77 mm, the turbulent Reynolds number being therefore:

Ret =
ρUbbLc

µ
=

1.2× 0.9× 0.077

1.8.10−5
≃ 4.6 103 (6.14)

According to Eq. 6.13, the total number of grid points needed to compute this config-
uration is around Npt = 1.75 108 which is not feasible considering current computer
resources.

Therefore, three numerical approaches with different resolutions have been developed
to describe flows using CFD:

• the Reynolds Averaged Navier-Stokes (RANS) computations have historically been
the first possible approach thanks to their affordable computational costs. RANS
techniques were developed to solve the mean values of all quantities. The balance
equations for the averaged quantities are obtained by averaging the instantaneous
balance of equations and require closure models for turbulence and combustion.
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6.2 The LES concept 145

• The second level corresponds to Large Eddy Simulations (LES). The largest scale
of the turbulence are explicitly calculated whereas the effects of smaller scales are
modeled using subgrid closure rules. The balance of equations for LES are obtained
by filtering the instantaneous balance of equations. unlike RANS, LES capture
instantaneous motions and not only mean values.

• The third level of computations is Direct Numerical Simulations (DNS) where the
full instantaneous Navier-Stokes equations are solved without any model for turbu-
lent motions: all turbulence scales are explicitly determined. DNS would predict
all time variations exactly like a high-resolution sensor in an experiment. This ap-
proach has changed the analysis of turbulent combustion but DNS requires a very
important computational cost. Today, this approach is mainly used to study flows
in academic configurations (low Reynolds number, very small configuration).

Figure 6.1 shows an example of the time evolution of local temperature predicted by
RANS, LES or DNS for a stabilized flame. RANS capture only the mean value, LES
capture the low frequency variations and DNS captures all time variations. These prop-

Figure 6.1: Time evolutions of local temperature computed with RANS, LES or DNS in a turbulent
brush (Poinsot & Veynante, 2011).

erties can also be presented in terms of energy spectra as shown by Fig. 6.2. All spatial
frequencies are resolved in DNS. In LES, the largest scales (up to a cut-off wave number
kc) are computed whereas the smallest are modeled. By construction, LES is expected to
tend toward DNS when the cut-off length goes to zero (ie. the mesh is fine). In RANS,
only mean flow fields are resolved: no turbulent motion is explicitly calculated.

6.2 The LES concept

Large Eddy Simulation is nowadays recognized as an intermediate approach in compar-
isons to classical RANS methodologies and expensive DNS. As previously discussed, in
RANS, only mean fields are calculated (the derivation of the method consists in a tem-
poral averaging of the Navier-Stokes equations Eqs. 6.1 - 6.4). It means than only a
steady state can be expected. The unclosed terms (appearing during the derivation of
the mean equations) are representative of the physics taking place over the entire range of
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146 Chapter 6 : Large Eddy Simulations and AVBP

Figure 6.2: Log-log turbulence energy spectrum versus wave number. kc is the cut-off wave number
used in LES.

frequencies (see Fig. 6.2) and the closure models have an important prediction job to do.
It explains the big impact of the model on the results. In LES, the operator is a spatially
localized time independent filter of given size ∆. This ’spatial average’ creates a sepa-
ration between the large (greater than the filter size) and small (smaller than the filter
size) scales. The unclosed terms are in LES representative of the physics associated with
the small structures (with high frequencies) present in the flow. LES allows a dynamic
representation of the large scale motions whose contributions are critical in complex ge-
ometries. The LES predictions of complex turbulent flows are henceforth closer to the
physics since large scale phenomena such as large vortex shedding and acoustic waves are
embedded in the set of governing equations.

For these reasons, LES has a clear potential in predicting turbulent flows encountered
in industrial applications. All simulations performed in this thesis are LES, realized with
the AVBP code developed at CERFACS and IFPEN on different grids to ensure grid
dependency.

6.3 Multi-species flows

Combustion necessarily involves multi-species flows: at least one fuel (for example
methane CH4) and one oxidizer (for example O2). In this section, the equation of state,
the transport coefficients and the thermodynamical variables (enthalpy, energy and en-
tropy) of such flows are presented.
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6.3 Multi-species flows 147

6.3.1 The equation of state

In a flow composed of Ns species, the proportion of each species k can be described by
its mass fraction Yk or by its molar fraction Xk. Yk (resp. Xk) is defined as the mass
(resp. the mole number) of species k, mk (resp. nk) divided by the total mass m (resp.
the total mole number n) in a given volume: Yk = mk/m (reps. Xk = nk/n). Necessarily,∑

k Xk =
∑

k Yk = 1.
The equation of state for an ideal gas mixture writes:

P = ρrT (6.15)

where r is the gas constant of the mixture dependent on time and space: r = R/W where
W is the mean molecular weight of the mixture:

1

W
=

N∑

k=1

Yk

Wk

(6.16)

The gas constant r and the heat capacities of the gas mixture depend on the local gas
composition as:

r =
R

W
=

N∑

k=1

Yk

Wk

R =
N∑

k=1

Ykrk (6.17)

Cp =
N∑

k=1

YkCp,k and Cv =
N∑

k=1

YkCv,k (6.18)

where R = 8.3143 J/mol.K is the universal gas constant. The adiabatic exponent for
the mixture is given by γ = Cp/Cv. Thus, the gas constant, the heat capacities and the
adiabatic exponent are no longer constant: they depend on the local gas composition as
expressed by the local mass fractions Yk(x, t).

The temperature is deduced from the the sensible energy, using Eqs. 6.27 and 6.28.

6.3.2 Transport coefficients

In CFD codes for multi-species flows the molecular viscosity µ is often assumed to be
independent of the gas composition. However, it depends on the temperature and a
power-law or a Sutherland law provides a good estimation of this evolution:

µ = µ0

(
T

T0

)b

(Power law) µ = c1
T 3/2

T + c2

Tref + c2

T
3/2
ref

(Sutherland law) (6.19)

with b typically ranging between 0.5 and 1.0 (e.g. b = 0.76 for air) or c1 = 1.71 10−5

kg/m.s and c2 = 110.4 K for air Tref = 273 K.
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148 Chapter 6 : Large Eddy Simulations and AVBP

The heat conduction coefficient λq of the gas mixture can then be computed by in-
troducing the molecular Prandtl number of the mixture as:

λq =
µCp

Pr
(6.20)

The Prandtl number Pr is supposed to be constant in time and space and is given in
an input file in the AVBP code. For the molecular diffusion coefficients Dk the same
approximation can be used in CFD codes. The Schmidt number of species k, Sck, is
supposed to be constant (in space and time) so that the diffusion coefficient for each
species is computed as:

Dk =
µ

ρSc,k

(6.21)

These thermal and species diffusions act together in a reacting flow. Therefore,
an important dimensionless number is defined in combustion to characterize their re-
spective strength: the Lewis number Le which compares the thermal heat diffusivity
Dth = λ/(ρCp) to the molecular diffusivity Dk:

Lek =
Dth

Dk

(6.22)

6.3.2.a Methane (CH4) or ethylene (C2H4) / air flame transport coefficients

To determine the Schmidt number of species k, Sck, to impose in LES and the Prandtl
number Pr, a reference flame with a complex transport is computed with Cantera. Can-
tera is an object-oriented, open source suite of software tools for reacting flow problems
involving detailed chemical kinetics, thermodynamics and transport processes. For ex-
ample, this software can compute one-dimensional laminar premixed flames with detailed
chemistry and different transport model. The target fuels for the Cambridge experiment
where methane and ethylene. Therefore, a methane/air and ethylene/air laminar flames
have been computed with this tool using two different transport models: (1) a complex
mixture model called ”MIX” where the Schmidt number is not assumed to be constant
and (2) the AVBP transport model implemented in Cantera called ”AVBP” with constant
Schmidt and Prandtl numbers. Typical variation of the Schmidt and Prandtl numbers
in the MIX Cantera flame are displayed in Tab. 6.1. They confirm that indeed, Sc,k and
Pr numbers are almost constant. Their values in the burnt gas were used in AVBP (Sb

c,k

and P b
r in Tab. 6.1). The impact of using constant Schmidt and Prandtl numbers can be

measured by comparing MIX and AVBP results: adiabatic temperature (left) and lami-
nar flame speed (right) results are displayed in Tab. 6.2 comparing the same ethylene/air
flame at Φ = 0.85 computed with these two models (and several kinetic schemes). The
two quantities match very well (TMIX

ad = 2239K, TAV BP
ad = 2245K, sMIX

L = 0.557m/s
and sAV BP

L = 0.531m/s) which indicates that assuming constant Schmidt and Prandtl
numbers is a valid approximation.
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6.3 Multi-species flows 149

Species Su
c,k Sb

c,k

C2H4 0.95 0.88
O2 0.77 0.73
N2 0.73 0.68
CO2 0.99 0.94
CO 0.75 0.74
H2O 0.69 0.54

Prandlt P u
r = 0.713 P b

r = 0.711

Table 6.1: Schmidt and Prandlt numbers in
the unburnt (Su

c,k, Pu
r ) and burnt (Sb

c,k, P b
r )

gas from an ethylene/air flame computed by
Cantera. Burnt quantities are used in AVBP.

Data UCSD MIX AVBP
sL (m/s) 0.587 0.557 0.531
Tad (K) 2233 2239 2245

Table 6.2: Adiabatic temperature and lam-
inar flame speed are computed using Cantera
ethylene/air flames with MIX and AVBP trans-
port and a two-step mechanism. These results
are compared to the detailed mechanism pro-
vided by UCSD.

6.3.3 Thermodynamical variables

Species energy and enthalpy are defined in reference to a given temperature T0. Mass
enthalpy of species k, hk, is the sum of a reference enthalpy at T = T0 and a sensible
enthalpy hs,k:

hk = hs,k︸︷︷︸
sensible

+ ∆h0
f,k︸ ︷︷ ︸

chemical

(6.23)

The internal energy of species k, ek = hk −RT/Wk, can also be split into a sensible and
a chemical contribution ek = es,k +∆h0

f,k.
The standard reference state used in AVBP is P0 = 1 bar and T0 = 0 K. The sensible

mass enthalpies (hs,k) and entropies (sk) for each species are tabulated for 51 values of
the temperature (Ti with i = 1...51) ranging from 0K to 5000K with a step of 100 K.
Therefore these variables can be evaluated by:

hs,k(Ti) =

∫ Ti

T0=0K

Cp,kdT =
hm
s,k(Ti)− hm

s,k(T0)

Wk

(6.24)

and:

sk(Ti) =
smk (Ti)− smk (T0)

Wk

(6.25)

The superscript m corresponds to molar values. The tabulated values for hs,k(Ti) and
sk(Ti) can be found in the JANAF tables (Stull & Prophet, 1971). With this assumption,
the sensible energy for each species can be reconstructed using the following expression:

es,k(Ti) =

∫ Ti

T0=0K

Cv,kdT = hs,k(Ti)− rkTi (6.26)

Note that the mass heat capacities at constant pressure Cp,k and volume Cv,k are supposed
constant between Ti and Ti+1 = Ti + 100. They respectively are defined as the slope of
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the sensible enthalpy and the slope of the sensible energy (Cp,k = ∂hs,k/∂T and Cv,k =
∂es,k/∂T ). The sensible energy henceforth varies continuously with the temperature and
is obtained by using a linear interpolation:

es,k(T ) = es,k(Ti) + (T − Ti)
es,k(Ti+1)− es,k(Ti)

Ti+1 − Ti

for T ∈ [Ti; Ti+1] (6.27)

The sensible energy and enthalpy of the mixture may then be expressed as:

ρes =
N∑

k=1

ρkes,k = ρ
N∑

k=1

Ykes,k (6.28)

ρhs =
N∑

k=1

ρkhs,k = ρ

N∑

k=1

Ykhs,k (6.29)

6.4 Kinetics

The combustion process transforms cold reactants into hot products when a sufficiently
high energy is available to activate the reactions. This process can be modeled by a global
reaction where a budget between reactants and major products is written. For example,
the global reaction of methane oxidation is:

CH4 + 2O2 −→ CO2 + 2H2O (6.30)

Such a global reaction does not describe elementary reactions that occur during the
combustion process. Combustion of reactants is in fact a set of reactions involving major
and minor species. Generally, Ns speciesMkj react through j = 1, ...,M reactions, where
Ns and M can be of the order of hundred or thousand:

N∑

k=1

ν ′
kjMkj ⇋

N∑

k=1

ν ′′
kjMkj, j = 1, ...,M (6.31)

The reaction rate of species k, ω̇k, is the sum of rates ω̇kj produced by all M reactions:

ω̇k =
M∑

j=1

ω̇kj = Wk

M∑

j=1

νkjQj (6.32)

where νkj = ν ′′
kj−ν

′
kj andQj is the rate progress of reaction j. The total mass conservation

gives:

N∑

k=1

ω̇k = 0 (6.33)
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The rate Qj is written:

Qj = Kf,j

N∏

k=1

(
ρYk

Wk

)ν′kj

−Kr,j

N∏

k=1

(
ρYk

Wk

)ν′′kj

(6.34)

The Kf,j and Kr,j are the forward and reverse rates of reaction j:

Kf,j = Af,j exp

(
−Ea,j

RT

)
(6.35)

where Af,j and Ea,j are the pre-exponential factor and the activation energy given in an
input file. Kr,j is deduced from the equilibrium assumption:

Kr,j =
Kf,j

Keq

(6.36)

where Keq is the equilibrium constant defined by:

Keq =
( p0
RT

)∑N
k=1 νkj

exp

(
∆S0

j

R −
∆H0

j

RT

)
(6.37)

where p0 = 1 bar. ∆H0
j and ∆S0

j are respectively the enthalpy (sensible + chemical) and
the entropy changes for reaction j:

∆H0
j = hj(T )− hj(0) =

N∑

k=1

νkjWk(hs,k(T ) + ∆h0
f,k) (6.38)

∆S0
j =

N∑

k=1

νkjWksk(T ) (6.39)

where ∆h0
f,k is the mass enthalpy of formation of species k at temperature T0 = 0 K and

is given in an input file (molar value). Finally, the heat released by the combustion ω̇T

in the initial enthalpy equation (Poinsot & Veynante, 2011) is calculated as:

ω̇T = −
N∑

k=1

ω̇k∆h0
f,k (6.40)

6.4.1 Reduced schemes

In real flames, the combustion process involves many species and reactions as already
mentioned. For example, the widely used GRI-MECH 3.0 mechanism describes the reac-
tion of methane with air. It consists of 325 reactions that involve 53 species. These full
schemes can be used only on very simple configurations (one-dimensional laminar flames
for example). In an LES or DNS code, it is nor reasonable neither necessary to transport
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such a large number of species (the code must solve one conservation equation for each
specie). Moreover some of these reactions can be very fast and could limit the time step
drastically. One possible solution consists in reducing the detailed chemistry. Reduced
mechanisms are built to reproduce a minimum of flame features. In practice reduced
schemes with two reactions are sufficient to reproduce the flame speed, the adiabatic
flame temperature and the flame thickness for lean flames. Three criteria are usually
sufficient to capture the important kinetic phenomena in most lean premixed turbulent
flames.

1. For methane a standard one-step scheme is employed.

CH4 + 2 O2 −→ CO2 + 2 H2O (6.41)

(6.42)

2. For ethylene, a two-step mechanism has been developed:

C2H4 + 2 O2 −→ 2 CO + 2 H2O (6.43)

CO +
1

2
O2 ←→ CO2 (6.44)

Both schemes account for fuel oxidation through an irreversible reaction at a rate q1 while
a second reaction accounts for the equilibrium between CO and CO2 with a rate q2:

q1 = A1

(
ρYF

WF

)nF
1
(
ρYO2

W02

)n
O2
1

exp

(
Ea,1

RT

)
(6.45)

q2 = A2

[(
ρYCO

WCO

)nCO
2
(
ρYO2

W02

)n
O2
2

−
1

Ke

(
ρYCO2

WCO2

)n
CO2
2

]
exp

(
Ea2

RT

)
(6.46)

where Ke is the equilibrium constant for the CO/CO2 equilibrium and R the perfect-
gas constant. While the reduced scheme for methane has already been validated in
AVBP (Franzelli et al., 2013), the validation of the C2H4 BFER scheme for ethylene
versus a detailed scheme proposed by UCSD is presented in Tab. 6.2 (the Cantera code
is used to compare these two chemical schemes). For a one-dimensional planar flame at
P0 = 101325 Pa and T0 = 300 K, the reduced scheme reproduces accurately the laminar
flame speed sL and burnt gases adiabatic temperature Tad, for the target equivalence
ratio Φ = 0.85 used for the LES simulations of the Dawson’s experiment.

6.5 Governing equations for non-reactive LES

As previously discussed, the LES concept consists in applying a spatially localized time
independent filter of given size ∆ on the Navier-Stokes equations. This filtering intro-
duces a separation between the large (greater than the filter size) and small (smaller
than the filter size) scales. This operation also exhibits unclosed terms which must be
modeled. These equations and the closure models are presented in this section. It is a
close transposition of the AVBP handbook 1.

1AVBP handbook: http://www.cerfacs.fr/∼avbp/AVBP V6.X/HANDBOOK/AVBP/HTML2/main.html
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6.5 Governing equations for non-reactive LES 153

6.5.1 The filtering operation

A low-pass (in wavenumber) filter, G∆, is applied to the Navier-Stokes equations Eqs. 6.1
- 6.4. Mathematically, it consists of a convolution of any quantity, f , with the filter
function G∆.

f̄(x) =

∫
f(x′)G∆(x− x′)dx′ (6.47)

The resulting filtered quantity, f̄ , represents the large-scale structures of the flow (ie.
resolved in the LES) whereas all the structures of size smaller than the filter length, ∆,
are contained in the residual field, f ′ = f − f̄ . Contrary to RANS averaging, the filtered
value of a LES perturbation is not zero: f ′ 6= 0 and the double filtered values are not

equal to the filtered values in general: f 6= f . For variable density ρ, a mass-weighted
Favre filtering is introduced according to:

ρ̄f̃(x) =

∫
ρf(x′)G∆(x− x′)dx′ = ρf (6.48)

Filtering the instantaneous balance equations (Eqs. 6.1 - 6.4) leads to the following equa-
tions:

∂ρ

∂t
+

∂

∂xi

(ρũi) = 0 (6.49)

∂ρũj

∂t
+

∂

∂xj

(ρũiũj) = − ∂

∂xj

(Pδij − τ ij − τ tij) (6.50)

∂ρẼ

∂t
+

∂

∂xj

(ρEũj) = − ∂

∂xj

[ui(Pδij − τij) + qj + qtj] + ω̇T +Qr (6.51)

∂ρỸk

∂t
+

∂

∂xj

(ρỸkũj) = − ∂

∂xj

[J j,k + J
t

j,k] + ω̇k (6.52)

where ũj, Ẽ and Ỹk denote the filtered velocity vector, total energy per unit mass and
species mass fractions, respectively. A repeated index implies summation over this index
(Einstein’s rule of summation). Note also that the index k is reserved for referring to the
kth species and does not follow the summation rule.

Writing the vector of the filtered conservative variables as follows: w =
(ρ̄ũ, ρ̄ṽ, ρ̄w̃, ρ̄Ẽ, ρ̄Ỹk), Eqs. 6.50 - 6.52, can be expressed as:

∂w

∂t
+∇ · F = s (6.53)

where s is the filtered source term and F is the flux tensor which can be divided in three
parts:

F = F
I
+ F

V
+ F

t
(6.54)

where F
I
is the inviscid term, F

V
is the viscous term and F

t
is the turbulent subgrid-scale

term.
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6.5.1.a The inviscid term F
I

The three spatial components of the inviscid flux tensor are the same as in DNS but
based on the filtered quantities:

F
I
=




ρ̄ũiũj + Pδij
ρ̄Ẽũj + Pujδij

ρ̄kũj


 (6.55)

6.5.1.b The viscous term F
V

The components of the viscous flux tensor take the form:

F
I
=




−τij
− (uiτij) + qj

Jj,k


 (6.56)

The filtered diffusion terms are:

- Laminar filtered stress tensor τij (for Newtonian fluids)

τij = 2µ

(
Sij −

1

3
δijSkk

)
(6.57)

approximation: τij ≃ 2µ̄

(
S̃ij −

1

3
δijS̃kk

)
(6.58)

with: S̃ij =
1

2

(
∂ũj

∂xi

+
∂ũi

∂xj

)
(6.59)

and: µ̄ ≃ µ(T̃ ) (6.60)

- Diffusive species flux vector Ji,k

Ji,k = −ρ

(
Dk

Wk

W

∂Xk

∂xi

− YkV c
i

)
(6.61)

approximation: Ji,k ≃ −ρ̄

(
Dk

Wk

W

∂X̃k

∂xi

− ỸkṼ
c
i

)
(6.62)

with: Ṽ c
i =

N∑

k=1

Dk
Wk

W

∂X̃k

∂xi

(6.63)

and: Dk ≃ µ̄

ρ̄Sck
(6.64)
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- Filtered heat flux qi

qi = −λ
∂T

∂xi

+
N∑

k=1

Ji,khs,k (6.65)

approximation: qi ≃ −λ̄
∂T̃

∂xi

+
N∑

k=1

Ji,kh̃s,k (6.66)

with: λ̄ ≃ µ̄Cp(T̃ )

Pr
(6.67)

These forms assume that the spatial variations of molecular diffusion fluxes are negligible
and can be modeled through simple gradient assumptions.

6.5.1.c The turbulent subgrid-scale term F
t

The components of the turbulent subgrid-scale flux take the form:

F
I
=



−τij

t

qj
t

Jj,k
t


 (6.68)

As highlighted above, filtering the transport equations leads to a closure problem evi-
denced by the so called “subgrid-scale” (SGS) turbulent fluxes. For the system to be
solved numerically, closures need to be supplied. Details on the closures are:

- The Reynolds tensor τij
t

τij
t = −ρ̄ (ũiuj − ũiũj) (6.69)

modeled as (Boussinesq, 1877a): τij
t = 2ρ̄νt

(
S̃ij −

1

3
δijS̃kk

)
(6.70)

with: S̃ij =
1

2

(
∂ũj

∂xi

+
∂ũi

∂xj

)
− 1

3

∂ũk

∂xk

δij (6.71)

In Eq. 6.70, τij
t is the SGS tensor, S̃ij is the resolved rate tensor and νt is the SGS

turbulent viscosity. The modeling of νt is explained in Sec. 6.5.2.

- The subgrid scale diffusive species flux vector Jj,k
t

Ji,k
t
= −ρ̄

(
ũiYk − ũiỸk

)
(6.72)

modeled as: Ji,k
t
= −ρ̄

(
Dt

k

Wk

W

∂X̃k

∂xi

− ỸkṼ
c,t
i

)
(6.73)

with: Ṽ c,t
i =

N∑

k=1

Dt
k

Wk

W

∂X̃k

∂xi

(6.74)

and: Dt
k =

νt
Sctk

(6.75)
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The turbulent Schmidt number Sctk = 0.6 is the same for all species. Note also that

having one turbulent Schmidt number for all the species does not imply, Ṽ c,t
i = 0 because

of the Wk/W term in Eq. 6.73.

- The subgrid scale heat flux vector qj
t

qi
t = −ρ̄

(
ũiE − ũiẼ

)
(6.76)

modeled as: qi
t = −λt

∂T̃

∂xi

+
N∑

k=1

Ji,kh̃s,k (6.77)

with: λt =
µtCp

Prt
(6.78)

The turbulent Schmidt number is fixed at Prt = 0.6.

6.5.2 Models for the subgrid stress tensor

LES models for the subgrid stress tensor (see Eq. 6.70) are derived on the theoretical
ground that the LES filter is spatially and temporally invariant. Variations in the filter
size due to non-uniform meshes or moving meshes are not directly accounted for in the
LES models. Change of cell topology is only accounted for through the use of the local
cell volume, that is ∆ = V

1/3
cell .

The filtered compressible Navier-Stokes equations exhibit SGS tensors and vectors
describing the interaction between the non-resolved and resolved motions. Generally,
the influence of the SGS on the resolved motion is taken into account by a SGS model
based on the introduction of a turbulent viscosity, νt (Boussinesq, 1877b). Such an
approach assumes the effect of the SGS field on the resolved field to be purely dissipative.
This hypothesis is essentially valid within the cascade theory of turbulence introduced
by Kolmogorov (1941).

LES models for the subgrid stress tensor only differ through the estimation of νt. In
this document, only the three models used during this PhD. thesis are presented: the
Smagorinsky model, the WALE (Wall Adapting Local Eddy-viscosity), and the SIGMA
model. For a better understanding of advantages and drawbacks of these different models,
desirable properties required for a SGS viscosity model are given:

• Prop A: A positive quantity which involves only locally defined velocity gradients
• Prop B: A cubic behavior near walls
• Prop C: Be zero for any two-component or two-dimensional flows
• Prop D: Be zero for axisymmetric or isotropic expansion/contraction

While properties A and B are straightforward, properties C and D should be briefly
discussed: 2D turbulence exist and has already been investigated experimentally and
numerically. However, its nature is fundamentally different than the usual 3D turbulence
because of the absence of vortex-stretching (if a vortex is stretched, matter is pulled
towards the rotation axis of the vortex leading to a faster rotation because of the angular
momentum conservation). Therefore, it is appropriate to consider Prop C to ensure that
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the 3D SGS turbulence model phases out in two-dimensional cases. Prop D are related
to axisymmetric case such as laminar round jet or spherical premixed flames (acting like
acoustic monopole, one key acoustic generation which can lead to combustion instabilities)
where turbulence effects should not be present.

- The Smagorinsky model

νt = (CS∆)2
√
2S̃ijS̃ij (6.79)

where ∆ denotes the filter characteristic length (cube-root of the cell volume), CS is the
model constant set to 0.18 but can vary between 0.1 and 0.18 depending on the flow
configuration. The Smagorinsky model (Smagorinsky, 1963) was developed in the sixties
and heavily tested for multiple flow configurations. This closure has the particularity
of supplying the right amount of dissipation of kinetic energy in homogeneous isotropic
turbulent flows. Locality is however lost and only global quantities are maintained. It is
known to be ’too dissipative and transitioning flows are not suited for its use (Sagaut,
2006). Moreover, this formulation is known for not vanishing in near-wall regions and
therefore cannot be used when walls are treated as no-slip walls (as performed in this
PhD. thesis).

- The WALE model

νt = (Cw∆)2
(
sdijs

d
ij

)3/2
(
S̃ijS̃ij

)5/2
+
(
sdijs

d
ij

)5/4 (6.80)

with:

sdij =
1

2

(
g̃2ij + g̃2ji

)
− 1

3
g̃2kkδij (6.81)

where ∆ denotes the filter characteristic length (cube-root of the cell volume), Cw =
0.4929 is the model constant and g̃ij denotes the resolved velocity gradient. The WALE
model (Ducros et al., 1998) was developed for wall bounded flows in an attempt to recover
the scaling laws of the wall. Similarly to the Smagorinsky model locality is lost and only
global quantities are to be trusted.

- The SIGMA model

Ds =
σ3(σ1 − σ2)(σ2 − σ3)

σ2
1

and νt = (Cσ∆)2Ds (6.82)

where Cσ is a constant: Cσ = 1.35.
The Smagorinsky and Wales SGS models have opposite behaviors: while the first one

vanishes for pure rotation but not for pure shear, the other one (WALE) has the right
near-wall behavior but not for pure rotation situations (Prop C). A new operator was

157



158 Chapter 6 : Large Eddy Simulations and AVBP

therefore constructed by Nicoud et al. (2011) based on singular values (σ1, σ2 and σ3) of
a tensor built using resolved velocity gradients (G = gtg). Note that the singular values
σi have the following near-wall behaviors:





σ1 = O(1)

σ2 = O(y)

σ3 = O(y2)

(6.83)

where y is the normal coordinate to the wall surface and O(yp) denotes a term of the
order of p, i.e. behaving like yp when the distance to the solid boundary vanishes: y → 0.
It results that the SIGMA model behaves correctly near walls: νt = O(y3).

6.5.3 Numerical schemes

To solve equations presented in Sec. 6.5.1, numerical schemes are needed. The AVBP
solver is based on the finite volume method (Hirsch, 2007) with a cell-vertex discretization.
Because they are less dissipative than non-centered schemes (up-wind or downwind),
centered numerical schemes are implemented in AVBP. All numerical schemes developed
in AVBP are presented in (Lamarque, 2007). The two numerical schemes used in this
thesis are:

- The Lax-Wendroff (LW) scheme The LW scheme (Lax & Wendroff, 1960) is a
finite volume centered scheme. This scheme uses an explicit time integration with a single
Runge-Kutta step. Its accuracy in both space and time is of second order. The scheme
is quite robust due to a stabilizing diffusive term. Furthermore, it is characterized by
low computational cost and has been used during this PhD. thesis for initialization and
ignition processor of the cold flow.

- The Two step Taylor-Galerkin ’C‘ scheme The TTGC scheme (Colin & Rudg-
yard, 2000) is a finite element centered scheme. Its accuracy in both space and time is
of third order (4th on regular grids (Moureau et al., 2005)). It is characterized by very
good properties regarding dissipation and dispersion making it well-suited for LES ap-
plications involving acoustics as combustion instabilities studied here. However, it is less
robust than the LW scheme and is approximately 2.5 more expensive in terms of compu-
tational cost. This scheme is normally used after the flow has been stabilized using the
LW scheme to accurately compute small vortices and acoustic waves.

6.5.4 Artificial viscosity

The numerical discretization methods in AVBP are spatially centered and prone to small-
scale oscillations in the vicinity of steep solution variations. This is why it is common
practice to add a so-called artificial viscosity (AV) term to the discrete equations, to
control these spurious modes (also known as “wiggles”). These AV models are charac-
terized by the “linear preserving” property which leaves unmodified a linear solution on
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any type of element. The models are based on a combination of a “shock capturing”
term (called 2nd order AV) and a “background dissipation” term (called 4th order AV).
In AVBP, adding AV is done in two steps:

• first a sensor detects if AV is necessary, as a function of the flow characteristics,
• then a certain amount of 2nd and 4th AV is applied, depending on the sensor value

and on user-defined parameters.

The 2nd order AV acts just like a “classical” viscosity activated only in certain regions of
the flow. It smoothes local gradients, and introduces artificial dissipation. The 4th order
AV is mainly used to control spurious high-frequency wiggles.

6.6 Combustion modeling

As described in Sec. 6.4, combustion is a process in which reactants are transformed into
products. The domain where these transformations take place, called the flame front, is
very small. Typically a flame thickness at atmospheric pressure for gasoline/air flames
is around 0.1 to 0.5 mm. This raises a problem encountered for Large Eddy Simulation
of reactive flows: the thickness δ0L of a flame is generally smaller than the standard mesh
size ∆ used for LES. In order to resolve the flame front correctly, about 5 to 10 points
are needed. This leads to very large grids, out of the capacity of the current calculators
for large and complex industrial configurations.

Different models have been proposed to approximate the filtered species reaction rates
ω̇k (see Eq. 6.52) for turbulent premixed combustion using the LES approach. They may
be separated into two main categories:

1. Models assuming an infinitely thin reaction zone: the turbulent premixed
flame is modeled by fresh reactants and burnt products separated by an infinitely
thin reaction zone. The local structure of the flame is assumed correspond to a
laminar flame for which the inner structure is not affected by turbulence (flamelet
assumption). The Bray-Moss-Libby (BML) models (Bray & Moss, 1977), the flame
surface density models (Hawkes & Cant, 2000), and G-equation models (Moureau
et al., 2009) are some of the most common examples.

2. Models describing the structure of the reaction zone thickness: the turbu-
lent premixed flame is characterized by a finite thin reaction zone that could inter-
act with the turbulent flow and often behaves as a stretched laminar flame. Some
examples are the Probability Density Function (PDF) models (Dopazo, 1994),
the F-TACLES approach (the chemistry is tabulated as a function of a progress
variable) developed by EM2C and the artificially Thickened Flame (TF) models
(Colin et al., 2000; Légier et al., 2000).

Only the Thickened Flame model has been used in this thesis and therefore is described
in more details in this document.
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6.6.1 The Thickened Flame model for LES (TFLES)

An attractive solution to propagate a flame on a ’coarse‘ grid consists in artificially thick-
ening this flame. This idea was first proposed by Butler & O’Rourke (1977). Figure 6.3
presents the concept of this approach. For sufficiently large values of the thickening fac-
tor F , the thickened flame front can be resolved explicitly on the grid nodes. Since the
reaction rate is still expressed using Arrhenius law, various phenomena can be accounted
for without requiring ad-hoc submodels (ignition, flame/wall interactions, heat losses at
boundaries).

Figure 6.3: Thickened flame approach. The flame is artificially thickened but its flame speed is
conserved.

Following simple theories of laminar premixed flames (Williams, 1985; Kuo, 2005),
the flame speed sL and the flame thickness δ0L may be expressed as:

sL ∝
√

DthB ; δ0L ∝ Dth

sL
=

√
Dth

B
(6.84)

where Dth is the thermal diffusivity and B the pre-exponential constant. If the thermal
diffusivity is multiplied by a factor F while the pre-exponential constant is divided by F ,
the flame thickness δ0L is multiplied by a factor F but the flame speed sL is conserved:
the flame propagates at the right speed on the computational domain.

When the flame is thickened by a factor F , the interaction between the flame and
the turbulence is modified: the flame becomes less sensitive to turbulent motions and
vortex may affect the reaction zone. This interaction is characterized by the Damköhler
number Da which compares turbulent τt to chemical τc time scales (for large values of
Da, turbulence is not able to affect the inner flame structure which remains close to a
laminar flame wrinkled by turbulence motions):

Da =
τt
τc

=
lt
u′
sL
δ0L

(6.85)
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It is straightforward to show that increasing the flame thickness by a factor F decreases
the Da number by the same factor F (Dthick

a = Da/F ). This point has been investigated
using DNS by Angelberger et al. (1998) and Colin et al. (2000) (see Figure 6.4). To
account for this unwanted effect, an efficiency function Ef , corresponding to a subgrid
scale wrinkling factor has been derived. This efficiency function depends on velocity
(u′/sL) and length scale (∆/Fδ0L) ratios.

Figure 6.4: DNS of flame turbulence interactions. Reaction rate and vorticity fields are superimposed.
Left: Reference flame ; Right: flame artificially thickened by a factor F = 5 (Poinsot & Veynante, 2011).

In practice, the thickened flame approach is implemented by changing the thermal
diffusivity and the reaction rate according to:

Diffusivity: Dth ⇒ FDth ⇒ EfFDth

Pre-exponential constant: B ⇒ B/F ⇒ EfB/F

thickening wrinkling

According to Eq. 6.84, the flame speed sL and the flame thickness δ0L become respectively:

sT = EfsL ; δT = Fδ0L (6.86)

In this thesis, two different efficiency functions Ef valid when equilibrium between
the turbulent motions and the flame surface is reached, have been used and are briefly
described:

• Colin model: Colin et al. (2000) have proposed an efficiency function Ef,colin
which compares the flame wrinkling with and without thickening, called the wrin-
kling factor Ξ:

Ξ(δ0l ) = 1 + αΓ

(
δ∆
δ0L

,
u′
∆

s0L

)
u′
∆

s0L
(6.87)
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where α is a constant and Γ is a function taking into account the subgrid strain
rate depending on the fluctuating subgrid velocity u′

∆ and the filter size ∆.
The turbulent flame velocity is therefore obtained in the LES as a function of this
efficiency function:

sT
sL

=
Ξ(Fδ0l )

Ξ(δ0l )
= Ef,colin (6.88)

Finally, this combustion model is closed by approximating the subgrid scale tur-
bulent velocity u′

∆ with an operator based on the rotational of he velocity field to
remove the dilatation part of the velocity and by estimating the constant α using
HIT (Homogeneous Isotropic Turbulence) simulations (Angelberger et al., 1998).

• Charlette and Meneveau model: Charlette et al. (2002) have proposed a
power-law model for the wrinkling factor which extendes the Colin model proposed
in Eq. 6.87:

Ξ(δ0l ) =

(
1 + min

[
max

(
δ∆
δ0l

− 1

)
,Γ

(
δ∆
δ0L

,
u′
∆

s0L
, Re∆

)
u′
∆

s0L

])β

(6.89)

where the efficiency function Γ describes the ability of vortices to effectively wrinkle
the flame front and is therefore related to the fractal dimension of the flame front,

β is the model parameter and Re∆ =
u′
∆
δ∆
ν

is the subgrid scale turbulent Reynolds
number (ν being the fresh gas kinematic viscosity).

This TFLES model has been first developed for perfectly premixed combustion. But
applying a uniform thickening in the whole domain accelerates diffusion in non reactive
zones, where thickening is not necessary. In other words, the TF model can remain
unchanged in the flame zone but must be adapted outside the flame region. So a dynamic
thickening procedure (Légier et al., 2000) (called D-TFLES) depending on the flame
position and the local resolution has been developed and is therefore preferred.

The thickening factor F is not a constant any more but it goes to Fmax in flame zones
and decreases to unity in non reactive zones. This is obtained by writing:

F = FmaxS (6.90)

with:

Fmax =
Nc

∆
δ0L (6.91)

Nc being the number of cells used to resolve the flame front (typically Nc = 5 guarantees
a good behavior). S is a sensor depending on the local temperature and mass fractions:

S = tanh

(
β′ Ω

Ω0

)
(6.92)

where β′ is a constant equal to 500, Ω is a sensor function detecting the presence of
a reaction front and Ω0 corresponds to its maximum value. One possible method to
construct Ω is to use the kinetic parameters of the fuel breakdown reaction:

Ω = YF
nFYO

nO exp

(
−Γ

Ea

RT

)
(6.93)
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Ω0 can be found running a 1D premixed non-thickened flame and measuring Ω0 on it. Γ
is used to start the thickening before the reaction, that is why Γ < 1 (usually Γ = 0.5).

Note that TFLES is not a ”filtered” model: equations are first thickened so that
LES filtering is not needed. In that sense, the ”thickening” of species and temperature
used in TFLES is not following the ”filtering” operator used for density and velocity.
Constructing thickened flames by rigorously filtering all equations is the path followed
for example by the EM2C group in the FTACLES series of models (Fiorina et al., 2010;
Auzillon et al., 2012). On the long term, FTACLES type models are promising methods
but they were not tested here because this work focused on thermo-acoustics and not
turbulent combustion.

The main advantages of the TFLES model are its simplicity and its performances for
premixed and stratified flames. It has been used successfully in multiple configurations
(Colin et al., 2000; Légier et al., 2002; Selle et al., 2004a; Wolf et al., 2010; Enaux et al.,
2011) and is also integrated now in commercial softwares such as Fluent or Charles (from
Cascade Technologies). The effect of the combustion models on FTF results will be
characterized by a sensitivity analysis developed in Chapter 7 by changing the mesh
refinement (computations are performed on a coarse mesh using 5 millions cells and a
fine mesh with 30 millions cells) and efficiency functions (Colin and Charlette efficiency
functions).

6.7 Few words about the AVBP code

Historically, the AVBP code was started at CERFACS in January 1993 as an initiative
of Michael Rudgyard and Thilo Schönfeld. The aim of this project was to build an
efficient code handling unstructured grids of any cell type. Nowadays, AVBP is a parallel
CFD code that solves the laminar and turbulent compressible reactive (or non-reactive)
Navier-Stokes equations in two and three space dimensions2. It is also the baseline code
of the ERC (European Research Council) advanced grant won by IMFT in 2013 on
thermoacoustics (http://intecocis.inp-toulouse.fr).

The important development of the physical models done at CERFACS is completed
by academics studies carried out at the IFP Energies Nouvelles, the EM2C lab of Ecole
Centrale Paris (ECP) and the Institut de Mécanique des Fluides de Toulouse (IMFT).
The ownership of AVBP is shared with IFP-Energies Nouvelles (IFP-EN), following an
agreement of joint code development oriented towards piston engine applications. Im-
portant links with industry have been established with Safran Group (Snecma, Snecma
DMS, Herakles, Turbomeca), Air Liquide, Gaz de France as well as with Alstom, Ansaldo,
Honeywell and Siemens Power Generation.

2More details on AVBP here: http://www.cerfacs.fr/4-26334-The-AVBP-code.php.

163

http://intecocis.inp-toulouse.fr
http://www.cerfacs.fr/4-26334-The-AVBP-code.php


164 Chapter 6 : Large Eddy Simulations and AVBP

164



Chapter 7

Sensitivity of FTF for turbulent
swirled flames and impact on the
stability of azimuthal modes

Contents
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

7.2 Target configuration: annular combustor of Cam-
bridge (Worth & Dawson, 2013b) . . . . . . . . . . . . . . . . 167

7.3 Numerical models . . . . . . . . . . . . . . . . . . . . . . . . . 169

7.3.1 Large Eddy Simulations . . . . . . . . . . . . . . . . . . . . . . 169

7.3.2 Helmholtz simulations of the full annular combustor . . . . . . 174

7.4 Unforced flow fields . . . . . . . . . . . . . . . . . . . . . . . . 175

7.5 Phase-averaged forced flow fields . . . . . . . . . . . . . . . . 176

7.6 Rayleigh criterion . . . . . . . . . . . . . . . . . . . . . . . . . 178

7.7 FTF sensitivity study . . . . . . . . . . . . . . . . . . . . . . . 181

7.8 Effect of FTF uncertainties on stability of azimuthal modes 182

7.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

165



166
Chapter 7 : Sensitivity of FTF for turbulent swirled flames and impact on the stability

of azimuthal modes

Part I has shown the first-order importance of FTF (Flame Transfer Function) on
thermoacoustic codes results. We now address the problem of FTF prediction us-
ing LES. This chapter describes a preliminary numerical study of azimuthal unsta-
ble modes in the annular combustor of Cambridge before computing the full 360◦

configuration. LES is used to compute a Flame Transfer Function (FTF) and a
Helmholtz solver to predict the overall stability of the combustor. FTF quantifies
the interaction between acoustics and the turbulent swirled flames. They must be
known with precision because instabilities are very sensitive to small changes (see
Chapter 5). The effects of azimuthal confinement (corresponding to the annular
combustor equipped with 12 or 18 burners), thermal boundary conditions and fuel
type (methane or ethylene) on FTFs are simulated here using LES of a single 20 de-
gree (N = 18) or 30 degree (N = 12) sector. A double-sector LES is also computed
to investigate flame / flame interactions. These LES-based FTFs are then used as
inputs for a Helmholtz solver and results show that 1) subgrid-scale LES models lead
to marginal effects on the Flame Transfer Function while 2) azimuthal confinement,
thermal conditions and fuel type strongly affect the flame response to acoustics and
therefore control the stability of the azimuthal mode. Computations reveal that the
annular experiment performed with methane should be stable while ethylene should
lead to azimuthal unstable modes as observed experimentally. From this sensitiv-
ity analysis, an operating point (ethylene, adiabatic, N = 18 burners) is extracted
and will be computed using a full annular 360◦ configuration in the next chapter.

7.1 Introduction

Studying experimentally an unsteady combustion is a daunting task and most experi-
mentalists have to choose between providing very detailed space and time resolved mea-
surements (velocity, species and temperature fields like for example in the Preccinsta
burner (Franzelli et al., 2013; Meier et al., 2007)) or performing flame transfer function
measurements. Therefore in practice, when FTFs measurements are available, almost no
other experimental data is usually given to check the LES quality. Moreover, measuring
any physical quantities in a self-excited combustor becomes an insuperable task since
probes must cope with an extreme environment facing strong pressure oscillations. Here
the Cambridge rig of Worth & Dawson (2013b) was used to compute FTF and predict
mode stability. This rig belongs to the second category: information on thermo-acoustics
is available but not much more so that the few experimental data available (no mean
velocity profiles, FDF or FTF measurements etc.) raise the question of quality and ac-
curacy of the full 360◦ LES which will be performed in the next chapter. Observations
from Worth & Dawson (2013b,a) on the stability and frequencies of the experimental
combustor in multiple conditions (fuels, wall materials, number of burners etc.) can be
used to assess the validity of the LES and its underlying models (turbulence, combustion,
chemistry etc.). Therefore, this chapter intends to first evaluate the robustness of the
LES strategy to capture the flame/acoustic interaction and consequently to predict the
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stability of the annular configuration by computing one or two sectors only.
Because of their extreme costs, computations of full 360◦ configurations are still out

of reach today to study effects of number of burners N , mesh refinements, turbulence and
combustion models as well as operating points on the predicted azimuthal mode. In this
chapter, a reduced strategy is used: 1) A Flame Transfer Function (FTF, Crocco, 1951)
or Flame Describing Functions (FDF, Noiray et al., 2008) can be evaluated numerically
to link the flame response to acoustics. To do so, only one sector with periodic and
non-reflecting boundary conditions is computed using LES since capturing a self-excited
azimuthal mode is not required (Giauque et al., 2005; Kaess et al., 2008) to obtain FTF
or FDF. 2) The acoustic/flame model (FTF) is then introduced as a source term in a full
annular acoustic solver, much cheaper than LES, to study the azimuthal acoustic mode
in the complete 360◦ configuration. Although successful in determining the stability of
real burners (Nicoud et al., 2007) such coupled approaches are known to be sensitive
to multiple parameters (Duchaine et al., 2011). This last question is also addressed
in this chapter by evaluating which parameters control the flame/acoustics interactions
measured by the FTF models. Finally, this chapter addresses two crucial points:

1) Provide LES best practices and guidelines for turbulence models, combustion mod-
els and thermal boundary conditions to be followed when computing the whole 360◦

configuration of Cambridge.
2) Choose the operating point to be used to compute the full annular rig and ver-

ify its consistency with experimental observations performed by Worth & Dawson
(2013b,a).

First, Section 7.2 describes the annular rig of Cambridge. In Section 7.3, the numerical
strategy and the various cases used to evaluate the FTF (Section 10.2.2) and stability
(Section 7.3.2) are defined. Results on mean and phase-averaged flow fields for unforced
and forced cases are discussed and compared to experiment in Sections 7.4 and 7.5.
Section 7.7 focuses on the FTF sensitivity to various LES sub models as well as key
phenomena (azimuthal confinement, thermal conditions and fuel type) affecting the flow
dynamics and flame shape as observed in previous sections. Finally, Section 7.8 gives the
stability map of the 360◦ configuration. The impact of azimuthal confinement, thermal
conditions and fuels on the stability is assessed: the annular rig is found to be stable
when using methane while ethylene leads to azimuthal instabilities as observed in the
annular experiment (Worth & Dawson, 2013b,a).

7.2 Target configuration: annular combustor of

Cambridge (Worth & Dawson, 2013b)

The target experiment is the annular combustor of Cambridge studied by Worth & Daw-
son (2013b) (Fig. 7.1) The stainless steel rig can include N = 12, 15, or 18 equally spaced
flames around a circumferential diameter of 170 mm which modifies the flame-flame in-
teractions as shown in Fig. 7.2: for N = 12 burners, the distance between burners is
large and flames are isolated but for N = 18 burners, the distance between burners is
reduced leading to a strong flame merging between neighboring sectors. Note also that
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Figure 7.1: Photograph (a) and schematic (b) of the annular experiment with Li = 130 mm and
Lo = 300 mm complemented by a longitudinal (c) and a transverse (d) cut of the single ( ) and
double ( ) sector computation domain.

isolated and merged flames react differently to heat-loss: the outer shear branch of the
V-flame is weaker and even disappears for isolated flames, but no heat-loss effect is ob-
served when flame merging occurs. Premixed reactants are supplied by a plenum which
includes grids and flow straighteners for flow conditioning and acoustic damping. For
all configurations, mass flow controllers are used to maintain a constant bulk velocity of
U = 18 m.s−1 at the exit of each bluff body. This ensures that any change in the flame
structure and dynamics is the result of azimuthal confinement (flame spacing). The rig
is instrumented with microphones to characterize the instability modes and a high-speed
intensified camera is used to measure the OH∗ chemiluminescence of the whole annulus.

N=12 N=18 

Figure 7.2: Flame visualization of two neighboring flames in the experiment for N = 12 burners (left)
and N = 18 burners (right).

To find a set of conditions that give rise to self-excited azimuthal modes, the inner (Li)
and outer (Lo) lengths of the combustor walls, azimuthal confinement, and two fuel types
(CH4 and C2H4) were varied in the experiment (Worth & Dawson, 2013b,a): strong
self-excited azimuthal modes at the frequency f = 1800 Hz (Fig. 7.3) only occurred
for C2H4-air mixtures and when different inner and outer tube lengths Li = 130 mm
and Lo = 300 mm were used. Bourgouin et al. (2013) also found that Li and Lo must
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be different to excite azimuthal modes. The occurrence of self-excited azimuthal modes
did not depend on azimuthal confinement but the limit-cycle amplitude and the flame
structure did. Only longitudinal modes were observed for CH4-air mixtures.

Figure 7.3: Acoustic pressure oscillations varying with time (left) and its Fourier transform (right)
showing a strong instabilities at f = 1800 Hz corresponding to an azimuthal mode.

7.3 Numerical models

7.3.1 Large Eddy Simulations

Large Eddy Simulation (LES) of compressible flow (detailed in Chapter 6) is widely recog-
nized as an accurate method (Poinsot & Veynante, 2011) to study combustion instabilities
in complex configurations (Wolf et al., 2012; Sengissen et al., 2007; Fureby, 2010; Kuenne
et al., 2011) but the impact of subgrid scale models on LES results for instabilities is
rarely discussed. As shown by the UQ study of Chapter 5, any uncertainty on FTF input
data will have a strong effect on stability predictions. Quantifying uncertainties due to
LES on FTF results is a mandatory step. This includes effects of the subgrid models,
combustion models, chemistry and grid refinement on FTF outputs (n, τ). The effect of
these numerical parameters will be compared to the effect of physical parameters such as
the fuel, potential heat losses at walls or the number of sectors, hoping that the physical
parameters introduce larger changes in n and τ than the numerical parameters do.

To study the impact of models on FTF computations, AVBP is used in this chapter to
solve the filtered multi-species 3D Navier-Stokes equations with realistic thermochemistry
on unstructured meshes (Schønfeld & Poinsot, 1999; Roux et al., 2005). Numerics is
based on a two-step Taylor-Galerkin finite element scheme of third-order in space and
time (TTGC, Moureau et al., 2005) to accurately propagate acoustic waves. Boundary
conditions use the NSCBC approach (Poinsot et al., 1992) and ensure non-reflecting
conditions (Selle et al., 2004b) as well as the proper introduction of acoustic waves in the
LES domain for FTF computations. This computational domain corresponds to one single
sector of the annular combustor of Cambridge equipped with N = 18 burners (Fig. 7.4).
A swirler with 6 blades mounted with a bluff-body is installed at the burner/chamber
junction (Fig. 7.5) to stabilize the flame.

Since the plenum contains dampers and grids, this cavity has been removed from the
computational domain and therefore the inlet of the LES domain is located at the burner
inlet, assuming that no aerodynamic perturbations from the plenum (e.g. vortex shedding
due to the inflow jet impinging the plenum curbed walls) can affect the downstream
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XY-cut (longitudinal) 

YZ-cuts  

(upstream, middle 

and downstream) 

Figure 7.4: 3D view of the SHORT configuration (no plenum) corresponding to one sector of the annular
combustor equipped with N = 18 burners. The upstream (green), middle (blue) and downstream (red)
transverse YZ-cuts in the burner (left) and the longitudinal XY-cut (blue, right) are also displayed.

SWIRLER BLADES  BLUFF‐BODY 

SWIRLER BODY 

Figure 7.5: 3D view of the swirler and the associated surface mesh.

dynamics of the system. To validate this choice, two different non-reactive stabilized (i.e.
no acoustic forcing) configurations with (called LONG) and without (called SHORT)
plenum cavity have been computed by LES to analyze the effect of the plenum removal
on the system dynamics. Especially, the velocity profile at the burner inlet is resolved
in the LONG case while it is imposed in the SHORT case with a Poiseuille’s profile: a
comparison between the mean velocity profiles and spectra is required to ensure that no
perturbation coming from the plenum can modify the mean flow topology (recirculation
zones, jet opening at the swirler exit etc.) or excite the flame dynamics at 1800 Hz.

First, pressure (not shown here) and axial velocity signals in the burner and the
chamber are analyzed in Fig. 7.6 and show that only the broadband noise, but not
aerodynamics oscillations at specific frequencies, is affected by the plenum. Peaks ob-
served in the pressure/velocity spectra come from aerodynamics perturbations gener-
ated by the swirlers. This validation is comforted by the mean (and RMS, not shown
here) flow field in the chamber and at several longitudinal positions in the burners. This
study highlights no particular differences between the LONG (top) and SHORT (bottom)
cases (Fig. 7.7). This is due to the particular curved shape of the plenum/burner junction
which reduces aerodynamics instabilities and lets acoustic waves leave the burners toward
the plenum without reflections: experimental and numerical reflection coefficients at the
plenum/burners junction are close to R = 0.1, i.e. the junction is almost non-reflecting.
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Figure 7.6: Fluctuation axial velocity u′ spectra in the single sector configuration of the annular
chamber for a stabilized non-reactive case with (LONG, left) and without (SHORT, right) plenum cavity.
Only the broadband noise, but not the aerodynamics peaks, is affected by the plenum removal. The
probe is located at the burner/chamber junction (white cross).

Moreover, aerodynamics noise and heterogeneities generated in the plenum are phased
out in the long burners as observed in Fig. 7.7.
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Figure 7.7: Mean axial flow field in the chamber (left) and at several positions in the burners described
in Fig. 7.4 (right) for the LONG (top) and SHORT (bottom) configurations.

Finally, all computational domains computed in this thesis have no plenum but include
the complete burner with an axial swirler composed of six blades mounted on a bluff-
body (Figs. 7.5 and 7.8). Although FTF estimations can be obtained from an acoustically
isolated single sector of a real configuration, flow confinement is known to play a role on
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flame shape and stability. The effect of confinement and flame/flame interactions was
tested here by comparing single and double sector LES (Fig. 7.1, d).

BURNER& SWIRLER& BLUFF,BODY&

PLANE
FTF&

f = 1800 Hz

p0/P̄ = 1%

~x

~y

~z

Figure 7.8: XY-cut of the single-sector configuration with iso-contours of heat release. Acoustic waves,
needed for FTF evaluation in the LES, are introduced by pulsating the outlet pressure.

The sensitivity of FTF predictions to different sub-grid stress models is tested using
the classical Dynamics Smagorinsky model (Smagorinsky, 1963) and both Wale (Nicoud
& Ducros, 1999) and Sigma (Nicoud et al., 2011) models (Section 6.5.2). Turbulent-
flame interactions are addressed using the dynamic Thickened Flame (TF) approach
with two different efficiency functions as a performance test: the Colin model (Colin
et al., 2000) and the Charlette-Meneveau model (Charlette et al., 2002) described in
Section 6.6.1. These combustion models are closed by approximating the subgrid scale
turbulent velocity u′

∆ with an operator based on the rotational of the velocity field to
remove the dilatation part of the velocity.

Since the overall number of injectors N also varies, different angles, ∆θ = 30◦ or 20◦,
are considered for the single-sector cases, corresponding respectively to the annular rig
equipped with N = 12 or N = 18 burners (Fig. 7.1). All meshes are fully unstructured
and contain 4.2 millions cells (for the case ∆θ = 20◦) or 5.5 million cells (for ∆θ = 30◦)
per sector for the coarse cases while the refined case contains 31 million cells. This results
in typical thickening factors of 3 to 5 in the flame zone to guarantee 5− 10 points in the
flame. Cells lengths are typically 80µm near swirler walls and 150µm in the swirler
passages.

Axial acoustic forcing is performed in the LES to compute FTFs since the main mech-
anism leading to azimuthal combustion instabilities is the modulation of the axial mass
flow rate through the injectors. Transverse acoustic forcing by strong transverse velocity
fluctuations (O’Connor & T.Lieuwen, 2012c; Lespinasse et al., 2013) is not considered
here since it occurs only for flames located at a pressure node which do not contribute to
the stability of the system1. The forcing frequency corresponds to the azimuthal mode
observed experimentally (Worth & Dawson, 2013b) (f ≃ 1800 Hz) and is introduced in
the LES by pulsating (with the NSCBC approach) the outlet ingoing acoustic wave of the

1The Rayleigh criterion is proportional to ‖p̂‖‖q̂‖ thus flames at pressure nodes (‖p̂‖ = 0) lead to a
null Rayleigh term and therefore do not contribute to the stability of the system.
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sector (Figs. 7.1 and 7.8). No data on the forcing amplitude is reported since the exper-
iment is self-excited (p′/p̄ ≃ 1%): in the LES, various low amplitudes (from p′/p̄ = 0.1%
to 1%) of the forcing wave have been tested and no impact on the FTF was observed.

FTFs are constructed by recording the global heat release rate
.

Q
′
i (t) and the reference

acoustic velocity u′
REF (t) (Crocco, 1951). This velocity is obtained by averaging the axial

fluctuating velocity over a plane (PlaneFTF in Fig. 7.8).

Based on the experiments (Worth & Dawson, 2013b), a perfectly premixed air-fuel
mixture (methane or ethylene) at equivalence ratio φ = 0.85 is injected in the inlet
(plenum/burner section). Worth & Dawson (2013b) mention that using ethylene (C2H4)
leads to azimuthal instabilities while only longitudinal modes appear with methane
(CH4). These two fuels are investigated here with LES. Reaction rates are modeled with
reduced kinetic schemes, which have been proved to accurately reproduce low frequency
flame dynamics (Kedia et al., 2011): 1 reaction, 4 species for CH4 and 2 reactions, 6
species for C2H4. Adiabatic temperatures and laminar flame speeds have been compared
to GRIMECH (Frenklach et al., 1995) for methane and UCSD full schemes (UCSD, 2013)
for ethylene (Lecocq et al., 2013; Franzelli et al., 2010; Goodwin, 2009).

Thermal effects also modify FTFs (Duchaine et al., 2011; Tay-Wo-Chong & Polifke,
2012; Mejia et al., 2014): here, adiabatic as well as heat-loss formulations were applied
on the chamber walls. For the heat loss formulation, the heat flux imposed on a wall is
locally expressed as Φ = (T −T∞)/Rw where the temperature T∞ is set to 600 K and the
thermal resistance is Rw = 10−4(Km2)/W . For these values, the chamber walls typically
reach 1000 K.

For all computed cases (Table 7.1), as in the experiment, the mean axial velocity at
the burner/chamber junction is conserved: 18 m.s−1.

CASE COMB. TURB. N MESH THERM. ∆θ FUEL
REF Charlette Wale 1 Coarse Adiabatic 20 CH4

N
u
m
er
ic
al

COLIN Colin Wale 1 Coarse Adiabatic 20 CH4

SMAGO Charlette Smago 1 Coarse Adiabatic 20 CH4

SIGMA Charlette Sigma 1 Coarse Adiabatic 20 CH4

DOUBLE Charlette Wale 2 Coarse Adiabatic 20 CH4

FINE Charlette Wale 1 Fine Adiabatic 20 CH4

P
h
y
si
ca
l CH4-HL-20 Charlette Wale 1 Coarse Heat-loss 20 CH4

C2H4-ADIA-20 Charlette Wale 1 Coarse Adiabatic 20 C 2H 4

CH4-ADIA-30 Charlette Wale 1 Coarse Adiabatic 30 CH4

CH4-HL-30 Charlette Wale 1 Coarse Heat-loss 30 CH4

C2H4-ADIA-30 Charlette Wale 1 Coarse Adiabatic 30 C 2H 4

Table 7.1: LES simulations performed to investigate the FTF sensitivity to numerical and physical
parameters.
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7.3.2 Helmholtz simulations of the full annular combustor

In addition to evaluating uncertainties on input data such as (n, τ), it is also interesting
to actually see what these changes lead to in terms of modes when they are injected in
a Helmholtz solver. In the UQ study of Chapter 5, ATACAMAC was used to optimize
speed but here we will favor precision and run a full 3D Helmholtz solver: the 3D acoustic
solver called AVSP (Nicoud et al., 2007) will be used to predict the effect of the FTF
on the stability of the azimuthal mode observed experimentally at f ≃ 1800 Hz. AVSP
solves the eigenvalues problem issued from a discretization on unstructured meshes (with
3.6 millions cells) of the wave equation where the source term due to combustion is

expressed using FTFs (Crocco, 1951). The local reaction term
.̂

Q
′
i is expressed for each

burner i as:

.̂

Q
′
i = nu,i e

jωτi û′(xref,i) (7.1)

where û′(xref,i) is the Fourier transform of the axial acoustic velocity component at the
location xref,i. The interaction index nu,i is constant for each sector i in the flame zone
(Fig. 7.9) and its value is chosen to recover the global value of unsteady heat release
(Nicoud et al., 2007) computed by LES. It is set to zero outside of the flame zone.

Figure 7.9: 3D view to the 360◦ acoustic domain with N = 18 burners and zoom on the ith flame zone.

The acoustic domain computed with AVSP is the 360◦ configuration with N = 12 or
18 burners connected to the plenum (Fig. 7.9). Different lengths are used for the inner
and outer chamber walls (Li = 130 mm and Lo = 300 mm) (Worth & Dawson, 2013a;
Bourgouin et al., 2013). Infinite impedances (corresponding to u′ = 0) are applied on
walls or plenum inlet and a pressure node (p′ = 0) is applied at the outlet. Mean density
and sound speed are extracted from LES simulations of the single-sector and replicated
azimuthally for all sectors.

174



7.4 Unforced flow fields 175

7.4 Unforced flow fields

A first indication of the effects of parameter changes on LES results is provided by
unforced reactive LES predictions on a single-sector (or double sector in the DOUBLE
case, Tab. 7.1) of the annular rig. Streamlines from the averaged flow fields are visualized
by Line Integral Convolution (LIC, Cabral & Leedom, 1993) in Fig. 7.10 for the ∆θ =
20◦ (right) and 30◦ (left) cases. They confirm that the distance between neighboring
sectors deeply affects the aerodynamics, especially the central recirculation zone (CRZ in
Fig. 7.10), and therefore the flame shape. More importantly, the neighboring azimuthal
motions induced by the swirlers interact when burners are close to each other which
modifies the jet-opening angle in the XZ-plane but not in the XY-plane: the axi-symmetry
of the swirl motion is broken.

∆θ = 30◦ ∆θ = 20◦

∆θ = 30◦

∆θ = 20◦

Figure 7.10: LES results: averaged streamlines visualized by Line Integral Convolution (LIC) (Cabral
& Leedom, 1993) on the XY-plane (left) and the 3D Q-criterion (right) for the CH4-ADIA-30 (∆θ = 30◦)
and REF (∆θ = 20◦) cases with no forcing.

On the contrary, taking heat losses into account or changing fuel only has a minor
impact on aerodynamics. However, the flame anchoring point is slightly lifted (Fig. 7.11-
a, middle) when heat losses are taken into account and the local heat release increases
when methane is replaced by ethylene (Fig. 7.11-a, right).

The flame shapes obtained by LES (heat-release fields and iso-contours 20 mm down-
stream of the bluff-body, Fig. 7.11-b top) with ∆θ = 20◦ and ∆θ = 30◦ are compared
to the experimental integrated chemiluminescence results provided by Worth & Dawson
(2013b) (Fig. 7.11-b, bottom). LES and experiment are in good agreement: the inner
flame wrinkling and the outer flame merging are observed in both LES and experiment
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a) b)

Figure 7.11: a) LES results: XY-cuts of the mean heat release with iso-contours of mean axial velocity
for the REF case (left), CH4-HL-20 case (middle) and C2H4-ADIA-20 case (right). Zoom on heat release
fields for each flame is provided to highlight the flame anchoring point. b) Comparison between LES
heat-release 20 mm downstream of the bluff-body (top) and integrated OH∗ measurements (experiment,
Worth & Dawson, 2013b, bottom) for the case with N = 12 (left) and N = 18 (right) burners.

in the ∆θ = 20◦ case. Burner/burner interactions clearly appear for ∆θ = 20◦ where the
flames are not axisymmetric.

7.5 Phase-averaged forced flow fields

The response of the forced flames at 1800 Hz can be first visualized by the averaged heat
release rate at different phase angles of the pressure oscillation: 0◦ and 180◦ correspond
to a zero acoustic pressure variation at the outflow while 90◦ and 270◦ correspond to
the maximum and minimum pressure levels respectively. To focus on flame/flame in-
teraction, the visualization domain differs from the single-sector computational domain
(Fig. 7.12). As evidenced by Fig. 7.13, flame merging is the main consequence of exter-
nal forcing for both cases. LES was used to compute the flame response at a frequency
f = 1800 Hz. Note that the forcing frequency is fixed and corresponds to the azimuthal
frequency observed experimentally. Additional frequencies (1700 Hz and 1900 Hz), up-
stream/downstream forcing, as well as wave amplitudes (from 0.1% to 1% of the mean
pressure) were also investigated and give similar results.

Figure 7.14 shows that the introduction of a model for heat losses strongly modifies
the flame shape. Contrarily to adiabatic cases, the flame is lifted, has a weaker outer shear
layer flame (Tay-Wo-Chong & Polifke, 2012) and its base oscillates near the injector tip
as already evidenced for laminar premixed flames (Kedia et al., 2011). The outer branch
oscillates in the axial direction while the inner branch located nearby the bluff-body
moves from left to right ( in Fig. 7.14 displays the minimum and maximum flame
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Figure 7.12: Computation domain (left) and visualization domain (right) used to study flame-flame
interactions.

0◦

0◦ 90◦

90◦ 180◦ 270◦

180◦ 270◦

Mean Heat Release

0 2.5e+08 5.0e+08 7.5e+08 1.0e+09

Figure 7.13: XZ-cuts of phase averaged heat release in two consecutive mid injector planes: REF case
(∆θ = 20◦, top) and CH4-ADIA-30 case (∆θ = 30◦, bottom).

position over the acoustic period).

Replacing methane by ethylene (Tab. 7.1) impacts the flame dynamics (Fig. 7.15). For
ethylene (runs C2H4-ADIA-20 and C2H4-ADIA-30), the laminar flame speed (s0l, C2H4

≃
0.56 m/s) and the heat release (as well as the adiabatic temperature T ad

C2H4
≃ 2232 K)

are higher compared to methane (s0l, CH4
≃ 0.33 m/s and T ad

CH4
≃ 2070 K) leading to

a shorter and more intense flame (Fig. 7.13 for methane and Fig. 7.15 for ethylene).
Because of a smaller flame length, ethylene flame merging between neighboring injectors
occurs only in the ∆θ = 20◦ case and disappears for ∆θ = 30◦ which is consistent with
experimental observations (Worth & Dawson, 2013b) (while merging was only weaker for
methane with ∆θ = 30◦ compared to ∆θ = 20◦). Note also that due to a higher laminar
flame speed, the ethylene flame is less affected by the turbulence than the methane flame,
as shown by the resolved wrinkling observed in Figs. 7.13 and 7.15.
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Figure 7.14: XZ-cuts of the phase averaged heat release (same color levels as in Fig. 7.13) for the
CH4-HL-20 case (top) complemented by a zoom on the flame base oscillation (bottom). Lines: Mini-
mum/maximum position of the inner and outer flame base.

7.6 Rayleigh criterion

Usually, simple interpretations are proposed to assess the stability of flames. For instance,
it is well known that the time-delay of the Flame Transfer Function is crucial to predict
combustion instabilities. However, its link with flame quantities is not straightforward. In
particular, a direct correlation between the time-delay and the laminar flame speed may
be too simple to understand underlying phenomena controlling the stability (heat loss,
confinement or even turbulence effects), especially for turbulent non-adiabatic flames
affected by flame merging. Therefore, a local criterion should be used to understand
which phenomenon is driving the instability. Stability is analyzed here using the Rayleigh
criterion to compare methane and ethylene cases. The Rayleigh criterion (RS) over any
surface S is computed from the complex fluctuating pressure (p̂) and heat release (q̂):

RS =
1

S

∫

S

‖p̂‖‖q̂‖ cos(Φp − Φq)dS (7.2)

where ‖p̂‖ and ‖q̂‖ are the modulus of the pressure and heat release oscillations and Φp

and Φq are their respective phases. The fluctuating quantities are obtained at the forcing
frequency thanks to a Dynamic Mode Decomposition (DMD, Schmid, 2010) of 110 3D
snapshots spaced by ∆t = 27µs (corresponding to five periods and a Nyquist cutoff fre-
quency fn = 37 kHz). Figure 7.16 shows the Rayleigh criterion for the adiabatic methane
(top) and ethylene (bottom) cases with ∆θ = 20◦ over three different surfaces. These
fields display regions where acoustic-flame interactions occur (grey zones correspond to
regions where no flame-acoustic interaction takes place). The modulation of this interac-
tion, from black (negative) to white (positive) is due to the phase between the fluctuating
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Figure 7.15: XZ-cuts of the phase averaging of the heat release in the C2H4-ADIA-20 case (top) and
C2H4-ADIA-30 case (bottom).

pressure and heat release [φp − φq](~x). It clearly shows that even if the flame is compact
with respect to the acoustic wavelength (i.e. φp(~x) is almost constant), the local heat
release phase φq(~x) (or equivalently the local time-delay τ(~x)) varies strongly due to its
convective nature. Consequently, a global criterion based on the volume-averaged time-
delay τ is required and sufficient to compute the stability but local phase or time-delays
quantities τ(~x) are necessary to understand which phenomenon is driving the combustion
instabilities.

In particular, the YZ-cut (right) highlights the swirler (with 6 blades) effect on stabil-
ity with a 6th-order azimuthal pattern while the XY and XZ-cuts display the flame-wall
(left) and flame-flame (middle) interactions effect. The Rayleigh criterion expressed in
Eq. (7.2) corresponds to a volume source (if positive) or sink (if negative) term for the
acoustic energy: white zones in Fig. 7.16 promote combustion instabilities while black
zones damp them. This local criterion can be integrated: (1) over the whole domain to
obtain a global criterion as usually performed when computed a global time-delay or (2)
over a small part of the domain to highlight its effect on combustion instabilities: in this
work, the Rayleigh criterion is integrated over the XY-cut (left) to focus on flame-wall
interaction and over the XZ-cut to focus on flame merging. Results are given in Tab. 7.2
for both methane (top) and ethylene (bottom) cases and show that:

• Methane case (top): Integrations of the Rayleigh criterion on both the XY and
XZ-cuts of the methane case (top) are negative indicating that regions of flame
merging and flame-wall interactions damp the acoustic mode at 1800 Hz.

• Ethylene case (bottom): The region of flame merging (along the XZ-cut) is also
a sink term for the acoustic energy when using ethylene. However, due to a higher
laminar flame speed, the ethylene flame is shorter than the methane flame. In
particular, flames do not interact with side walls as observed in Fig. 7.16 (bottom
left). The Rayleigh criterion integrated over this direction is positive: compared
to the methane case where flame-wall interactions lead to a damping mechanism
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Figure 7.16: Rayleigh criterion constructed from DMD results at 1800 Hz (Eq. (7.2)) over three
different surfaces for the adiabatic ∆θ = 20◦ case with methane (top) and ethylene (bottom).

(negative criterion), here the shorter flames avoid flame-wall interaction and are
associated to a driving mechanism (positive criterion).

This study shows that local time-delay and Rayleigh criteria are required to describe
precisely the local damping or driving mechanisms. Here, the main difference observed
between the methane and ethylene cases in both Fig. 7.16 and Tab. 7.2 is the pres-
ence or absence of flame-wall interactions along the XY-cut, the only direction in which
the Rayleigh criterion goes from negative (damping, methane case) to positive (driving,
ethylene case). It suggests that the driving mechanism leading to instabilities when us-
ing ethylene is the suppression of flame-wall interaction and not the flame merging. This
analysis is in good agreement with experimental observations where changing the flame
merging (by changing the azimuthal confinement ∆θ) had not significant impact on the
azimuthal mode occurrence.

CASE XY-CUT XZ-CUT

Methane −3270 W −621 W
Ethylene +5315 W −1268 W

Table 7.2: Rayleigh criterion (Eq. (7.2)) for the adiabatic ∆θ = 20◦ cases with methane and ethylene
over two different surfaces: XY-cut where flame-wall interaction occurs and XZ-cut where flame merging
is observed.
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7.7 FTF sensitivity study

The sensitivity of FTFs to models (turbulence and combustion) as well as to numerical
setups (single/double sectors and coarse/fine meshes) is first evaluated for adiabatic cases
with methane and ∆θ = 20◦ (REF, DOUBLE, COLIN, SIGMA and FINE cases in
Tab. 7.1, Fig. 7.17). Hatched zones in Fig. 7.17 correspond to the minimum and maximum
values of n and τ for these 5 cases. It is a rough indicator of the uncertainty on n and τ due
to purely numerical or modeling parameters. Results depend only weakly on modeling
parameters for amplitudes n and time-delays τ of the FTF (five first cases in Fig. 7.17):
the amplitude n changes from 0.175 to 0.29 while τ varies between 0.29 ms and 0.34 ms.

Figure 7.17: FTF amplitudes n and time-delays τ computed by LES for cases of Tab. 7.1.

Thermal, azimuthal confinement (∆θ = 20◦ or 30◦) and fuel effects were found to
have strong impact on unforced (Section 7.4) and forced (Section 7.5) flames. For FTFs,
the CH4-HL-20, CH4-ADIA-30, CH4-HL-30 and C2H4-ADIA-20 results (Fig. 7.17) con-
firm that confinement, thermal and fuel effects are significant compared to uncertainties
coming from LES sub-models (hatched zones in Fig. 7.17):

• Azimuthal confinement: Using ∆θ = 30◦ instead of 20◦ modifies the flow topol-
ogy (Fig. 7.10) and affects flame merging (Fig. 7.13) which leads to a significant
amplification of the acoustic/combustion interactions (the amplitude of the FTF n
increases) and a shorter flame response (the time-delay τ decreases).

• Thermal effect: Including heat-losses modifies the flame shape and introduces
flame base oscillations (Fig. 7.14) which are not present for adiabatic LES: both
the FTF amplitude n and time-delay τ decrease. This behavior is consistent with
other studies on longitudinal configurations (Tay-Wo-Chong & Polifke, 2012; Mejia
et al., 2014).

• Fuel effect: Methane and ethylene lead to completely different flame responses.
The delay with C2H4 increases to 0.51 ms compared to about 0.3 ms for CH4,
everything else being equal. It is interesting to see that ethylene flame has a
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longer time-delay even though it has a higher laminar flame speed. This shows
that kinetics is not the only important factor here: flame-wall interactions, flame
merging, heat losses or turbulent combustion effects are more important.

In conclusion, results of Fig. 7.17 allows to: (1) evaluate uncertainties due to numerical
and physical parameters on n and τ to be used for UQ studies (Chapter 5) and (2)
show that the effects of changes such as fuel or heat release are larger than the effects
introduced by uncertainties on numerical parameters.

7.8 Effect of FTF uncertainties on stability of az-

imuthal modes

Variabilities in FTF numerical estimations have been clearly identified but their impact
on the burner stability predictions is not yet evidenced. Helmholtz simulations are now
performed using computed FTF to investigate the global stability of the 360◦ configura-
tion (Fig. 7.9). Stability maps relying on the growth rate Im(f) function of the time-delay
τ (varying from 0 to τ 0c = 1/1800 ≃ 0.55 ms) are first computed for two baseline cases
corresponding to the annular rig equipped with N = 12 burners (∆θ = 30◦) or 18 burners
(∆θ = 20◦) and using n = 0.25 (estimation of an adiabatic case with methane, Fig. 7.17).

~x

~y

~z

~y

~z

Normalized pressure
−1 1

XY-cut

YZ-cut

YZ-cut

~y

~z

YZ-cut

Figure 7.18: Mode structure (here ‖p′‖ cos(φ)) of the azimuthal mode at f ≃ 1800 Hz: XY-cut (top)
and YZ-cuts (bottom) for both the N = 12 (left) and N = 18 (right) configurations.
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The mode structure (i.e. ‖p′‖ cos(φ) where φ = arg(p′)) of the azimuthal mode at
f ≃ 1800 Hz obtained with AVSP (Fig. 7.18, top) involves both the annular plenum
as well as the annular chamber. A longitudinal acoustic component is observed in the
chamber because of pressure fluctuations are zero at the chamber outlet. YZ-cuts of the
N = 12 and 18 burner cases (Fig. 7.9, bottom) underline the differences introduced in
the acoustic mode due to the number of burners as well as to the FTF.
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Figure 7.19: Stability maps of the N = 12 ( ) and N = 18 ( ) configurations obtained with
the FTF amplitude n = 0.25 and a time-delay varying from 0 ms to τ0c = 0.55 ms. Growth rates of
specific cases are also displayed: �: REF case, △: CH4-HL-20, +: CH4-ADIA-30, ×: CH4-HL-30 and
⋆: C2H4-ADIA-20. The hatched zone corresponds to the uncertainty on the time-delay due to LES sub
models (Fig. 7.17)

Figure 7.19 shows the stability maps of the two baseline cases ( : N = 12 and
: N = 18 burner configurations) versus FTF time-delay τ , computed first with

n = 0.25 (corresponding to an adiabatic case with methane). Results confirm that the
azimuthal confinement modifies the acoustic domain leading to different growth rates,
everything else being equal: using the same burner characteristics and FTF inputs, the
12 burner case generates lower flame/acoustic perturbations than the 18 burner case
(Fig. 7.18 bottom).

Finally, the growth rate of the five distinct cases of interest are displayed on the
stability map of Fig. 7.19 (�: REF case, △: CH4-HL-18, +: CH4-ADIA-12, ×: CH4-
HL-12 and ⋆: C2H4-ADIA-18): thermal and fuel effects have a significant impact on
the overall stability compared to uncertainties due to LES sub-models (hatched zone in
Fig. 7.19). Results demonstrate the LES capability to predict FTF accurately and to
provide useful results when FTFs are injected in Helmholtz codes: based on the FTFs
of Fig. 7.17, the Helmholtz solver predicts correctly that almost all methane cases are
stable and adding heat-losses stabilizes (in these cases) the annular rig. Using ethylene
leads to a positive growth corresponding also to an unstable configuration. These results
are consistent with experimental observations where methane leads only to longitudinal
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instabilities while ethylene produces azimuthal instabilities (Worth & Dawson, 2013b).

7.9 Conclusion

This chapter describes a sensitivity analysis of the stability of a full annular academic
configuration installed in Cambridge. It is based on forced compressible LES of a single
(or double) sector computing FTFs which quantify the interaction between acoustics and
the turbulent swirled flames. First, effects of different azimuthal confinements (corre-
sponding to the annular chamber equipped with 12 or 18 burners), thermal boundary
conditions (adiabatic or with heat losses) or fuels (methane or ethylene) have been in-
vestigated and compared to uncertainties on the FTF introduced by LES sub models.
Phase-averaged heat release fields and FTF computations show that confinement, ther-
mal and fuel effects are essential and affect the flame shape as well as their dynamics.
The local Rayleigh criterion is obtained via a Dynamic Mode Decomposition highlight-
ing which phenomenon is driving the instability: flame-flame (or flame merging) is not
the key feature leading to instabilities, but flame-wall interaction does modify the FTF
significantly. Then global FTFs computed by LES are used as inputs for an acoustic
solver to evaluate the effect of FTF uncertainties on the stability of azimuthal modes in
the 360◦ configuration. Results show that modeling issues inherent to LES models lead
to marginal uncertainties on FTF while azimuthal confinement, thermal conditions and
fuel type strongly affect the flame response to acoustics and control the stability of the
azimuthal mode. In particular, Helmholtz computations show that the annular configu-
ration performed with methane should be stable while ethylene should lead to unstable
modes as observed in the real experiment. Thus, an operating point (ethylene, N = 18,
adiabatic) is chosen to be computed on the full 360◦ configuration to obtain a self-excited
azimuthal mode as discussed in the next chapter.
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This chapter focuses on the LES of the full 360◦ configuration of the experiment
of Worth & Dawson (2013b). An operating point (ethylene, N=18 burners, adi-
abatic) is chosen according to the sensitivity analysis in Chapter 7. Here, a self-
excited mode appears and is compared to experimental results provided by Cam-
bridge. Experimental and numerical data have been post-processed during this PhD
with the same post-processing methods to ensure a proper comparison. Results
show that LES is able to capture a self-excited azimuthal mode at 1800 Hz as in
the experiment. However, due to the long establishment of the mode and the ex-
treme cost of 360◦ LES, only the growth phase is computed while the experiment is
able to characterize the limit cycle reached after thousands periods. The numerical
study of the establishment of the self-excited mode reveals that it is accompanied,
as in the experiment, by longitudinal modes which are due to the start-up proce-
dure and then decrease in time, while the self-excited azimuthal mode is emerging.

8.1 Introduction

Improvement of numerical techniques and the access to powerful supercomputer have
allowed the first LES of a thermoacoustic mode of a full 360◦ industrial combustion
chamber in 2010 (Wolf et al., 2010). However, a comparison between 360◦ simulation and
experiment as well as the study of how such a mode appears and grows until its limit
cycle is still missing and is the topic of this chapter. While Chapter 7 focused on forced-
modes using single or double sector LES with non-reflecting boundary conditions, this
chapter targets the full annular rig with realistic inlet/outlet impedances. The annular
configuration equipped with N = 18 burners, an annular chamber and a large atmosphere
exhaust zone is computed by LES in Section 8.3. First, the experimental 360◦ mean flame
shape measurement is compared to integrated heat-release pictures showing a very good
agreement. In particular, flame merging already observed in Chapter 7 when N = 18
burners are distributed in the chamber leads to specific patterns on the 360◦ mean flame
shape in both experiment and numerical results. A self-excited azimuthal mode appears
in the LES at 1800 Hz as in the experiment but accompanied with a 500 Hz mode due
to the start-up procedure. For a better comparison, both experimental and numerical
data are analyzed with the same post-processing tool and show good agreement. The
construction of the experimental spectrogram allows the analysis of the time-evolution
of the longitudinal and azimuthal modes. Then the mode structure is characterized
in Section 8.4.1 using both FFT (Fast-Fourier Transform) and DMD (Dynamic Mode
Decomposition), the two different tools showing that the computed self-excited mode
is globally standing. Section 8.4.2 presents a method called JAWA (Joint probability
distribution for Azimuthal Waves Analysis) to study time-evolution and probability of
azimuthal mode structures in LES. This tool shows that the azimuthal mode in the LES is
highly perturbed although mainly standing during the growth phase. Experimental data
are investigated using the same methodology showing that the azimuthal mode is mainly
standing during the start-up phase before switching to a clockwise spinning mode in the
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limit cycle. This analysis shows a good agreement between numerical and experimental
data for the start-up phase. It proves that LES is a promising tool to investigate the
growth, nature and dynamics of azimuthal modes, a necessary step to understand how
they arise and how to control them.

8.2 Numerical setup

In this chapter, the full 360◦ configuration of the Cambridge experiment detailed in
Chapter 7 is investigated. The computational domain includes N = 18 burners with an
axial swirler composed of six blades mounted on a bluff-body (Fig. 8.1). Combustion
takes place in the annular chamber with different wall lengths as in the experiment and a
large atmosphere is added to impose properly the outlet impedance of the combustor. The
mesh is fully unstructured and contain 110 millions cells, corresponding to a duplication
of the ”coarse” mesh used in the previous chapter which was proved to accurately predict
FTFs. This results in typical thickening factors of 3 to 5 in the flame zone to guarantee
5 − 10 points in the flame. Cells lengths are typically 150µm near swirler walls and
150µm− 300µm in the swirler passages.

Figure 8.1: 360◦ LES configuration with the plenum exit, the N = 18 burners and the annular
chamber with different wall lengths (left). The annular rig is displayed in the large atmosphere exhaust
zone (right).

AVBP (Chapter 6) is used here to solve the filtered multi-species 3D Navier-Stokes
equations with realistic thermochemistry on the configuration of Fig. 8.1. Based on the ex-
periments (Worth & Dawson, 2013b) and the sensitivity analysis performed in Chapter 7,
azimuthal modes are expected to be unstable only when using ethylene. Consequently,
a perfectly premixed air-ethylene mixture at the equivalence ratio φ = 0.85 is injected
at the inlet (plenum/burner section). Reaction rates are modeled with a reduced kinetic
scheme containing 2 steps and 6 species (Eq. (8.1)), which have been proved to accurately

187



188 Chapter 8 : LES of self-excited azimuthal modes in a full 360◦ configuration

reproduce low frequency flame dynamics (Kedia et al., 2011):

{
C2H4 + 2O2 ⇒ 2CO2 + 2H2O

CO + 1
2
O2 ⇔ CO2

(8.1)

Transport properties (constant Prandtl and Schmidt numbers) have been validated in
Chapter 6 using Cantera and AVBP to compute DNS of 1D laminar ethylene/air flames.
Numerics is based on a two-step Taylor-Galerkin finite element scheme of third-order in
space and time (TTGC, Moureau et al., 2005) to accurately propagate acoustic waves.
Chapter 7 shows that, for this configuration, turbulent and combustion models yield mi-
nor uncertainties on the flame-acoustics interaction. For this study, the Wale (Nicoud &
Ducros, 1999) model has been used and turbulent-flame interactions are addressed using
the dynamic Thickened Flame (TF) approach with the efficiency function described by
Charlette et al. (Charlette et al., 2002). Boundary conditions use the NSCBC approach
(Poinsot et al., 1992). As in the previous section, the plenum cavity has been replaced by
an equivalent reflection coefficient measured experimentally (R ≃ 0.1 corresponding al-
most to a non-reflecting condition) and adjusted using the relax coefficient of the NSCBC
boundary condition (Selle et al., 2004b). Adiabatic temperatures (Tad ≈ 2230K) and lam-
inar flame speeds (s0L ≈ 0.56ms−1) have been compared to the UCSD full scheme (UCSD,
2013) and show a good agreement. Thermal effects have been neglected (Chapter 7) and
walls are treated as non-slip and adiabatic.

8.3 Growth of a self-excited azimuthal mode

8.3.1 Validation of the mean flame shape

Chapter 7 has proved that single sector LES was able to reproduce experimental behavior
such as the flame length, the effect of fuel on the stability of azimuthal modes as well as
flame merging between neighboring burners. Before analyzing acoustic modes present in
the LES, an additional validation of the 360◦ computation is provided in Fig. 8.2. The
flame merging mechanisms observed experimentally between neighboring burners yields
a specific pattern on the experimental integrated OH∗ measurements, where the rotating
symmetry of the flame is broken which enhances combustion between burners (Fig. 8.2,
left). The full 360◦ LES simulation has been post-processed by integrating the mean
heat-release in the axial direction (Fig. 8.2, right) and shows a similar pattern. This
proves that qualitative experimental results are well reproduced by the full 360◦ LES even
though detailed velocity or species measurements would clearly be required to pursue this
comparison.

8.3.2 A self-excited azimuthal mode at 1800 Hz

Self-excited pressure oscillations appear in the annular combustor in both LES and ex-
periment (Worth & Dawson, 2013b,a) and can be compared. This chapter focuses on
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Figure 8.2: Comparison of the integrated mean OH∗ in the experiment (left) and heat-release in the
LES (right). Typical patterns due to the flame merging are observed both in experiment and simulation.

the start-up phase in which the azimuthal mode is growing. Note however that the
experiment and LES are ignited differently:

• Experiment: First, the cold reactant flow rate is set to 18 m/s at the bluff body
exit with Φ = 0.60 and then is ignited giving a stable flames. The equivalence ratio
is then switched to Φ = 0.85 to obtain an unstable azimuthal mode.

• LES: A reacting stabilized single-sector simulation (with non-reflecting boundary
conditions) is duplicated to obtain a 360◦ configuration and initial solution. Then a
large atmosphere is brutally added to the configuration to impose a pressure node
at the chamber outlet and trigger instabilities.

First, the experimental time-series and spectra of the fluctuating pressure (in the
chamber) are displayed in Fig. 8.3 for three different signal durations ∆t = 800 ms
(top), 100 ms (middle) and 10 ms (bottom). The long signal (top) shows that a pure
azimuthal limit cycle at 1800 Hz is established after hundred milliseconds. Zooming on
the same pressure signal (middle and bottom images) reveals that the azimuthal growth
phase is accompanied by longitudinal modes at 500 Hz, 1000 Hz and 1500 Hz which are
decreasing in time. They are probably due to the experimental ignition procedure. It
also suggests that LES, limited to short signals because of its cost, cannot easily predict
the limit cycle of this configuration occurring after hundreds milliseconds. However LES
can be used to investigate the growth phase which is the main topic of this chapter. A
new methodology called AMT will be presented in Chapter 9 to study limit cycles using
360◦ LES.

Experimental time-series and spectra are compared to LES predictions in Fig. 8.4.
Experimental data provided by Worth & Dawson (2013b) are sampled at 30 kHz giving
262, 144 samples over a duration of 10s. On the other hand LES provides short pres-
sure signals (25ms long) sampled at 40 kHz and requiring a bandpass filtering around
1800 Hz. Consequently for a proper comparison between experiment and LES, the same
filtering is applied on the experimental data provided in Fig. 8.3 with the same signal du-
ration (∆t = 25 ms leading to ∆f = 40 Hz). The resulting filtered pressure signals and
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Figure 8.3: Time-series (left) and FFT (right) of experimental measurements provided by Worth &
Dawson (2013b) from the start-up (t = t0) to t = t0 + ∆t where ∆t = 800 ms (top), 100 ms (middle)
and 10 ms (bottom) with the associated frequency resolution ∆f .

spectra are shown in Fig. 8.4 showing that both experiment and LES are unstable. As
observed previously, the unstable mode at f = 1800 Hz in the experiment is accompanied
by a strong mode at 500 Hz and a weaker harmonic at 3600 Hz. In the LES the mode at
f = 1800 Hz is weaker compared to the other modes although its amplitude (a plateau
at about ±200 Pa) is larger than the experimental one (±100 Pa at t = t0 + 25 ms). A
similar plateau at 200 Pa is observed in the experiment (Fig. 8.3, top and middle) but
latter after the ignition procedure (from t = t0 + 40 ms to t = t0 + 90 ms). This delay
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can be due to the difference between the LES and experiment start-up procedures or by
too low numerical acoustic dissipations (no volume viscosity, no heat losses, etc.).

P
re
ss
u
re

(P
a)

N
or
m
al
iz
ed

F
F
T

(-
)

Time (s) Frequency (Hz)

P
re
ss
u
re

(P
a)

N
or
m
al
iz
ed

F
F
T

(-
)

Experiment (∆t = 25 ms ; ∆f = 40 Hz)

LES (∆t = 25 ms ; ∆f = 40 Hz)

500 Hz
10
00

H
z

15
00

H
z

18
00

H
z

20
00

H
z

36
00

H
z

50
0
H
z

1800 Hz

36
00

H
z

Time (s) Frequency (Hz)

Figure 8.4: Filtered time-series around 1800 Hz (left) and FFT before the filtering (right) of pressure
in the chamber from experimental measurements (top) and LES (bottom).

A summary of the time-evolution of the acoustic modes identified in Figs. 8.3 and 8.4
is given by the experimental spectrogram of Fig. 8.5 obtained using multiple FFTs with
a resolution ∆f = 29 Hz and ∆t = 8 ms. It shows the evolution of the three main
modes observed in Fig. 8.3: the longitudinal mode at 500 Hz and the azimuthal mode
at 1800 Hz and 3600 Hz. Dotted lines correspond to the LES and experiment start-
up, the end of the transient phase (TP) and the end of the experiment respectively.
The end of the LES is displayed by the dashed line, only ∆t = 25 ms after the start-
up showing that short LES cannot investigate the limit cycle in this case. It is also
interesting to note that the 500 Hz and the 1800 Hz modes first appear, as in the LES
(Fig. 8.4, bottom). The linear frequency drift observed on the azimuthal mode is due
to the temperature increase induced by the combustion ignition. The longitudinal mode
at 500 Hz is progressively phased-out while the azimuthal mode is growing. The second
order azimuthal mode at 3600 Hz appears one second after the start-up either because
(1) it requires a high temperature to exist or (2) because it is non-linearly triggered by
the first order azimuthal mode at 1800 Hz or (3) because the combustion chamber is not
a pure harmonic oscillator and therefore the 3600 Hz component is a non-linear harmonic
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of the first azimuthal mode.
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Figure 8.5: Experimental spectrogram obtained from multiple FFTs with a resolution ∆f = 29 Hz
and ∆t = 8 ms. It shows the evolution of the three main modes observed in Fig. 8.3: the longitudinal
mode at 500 Hz and the azimuthal mode at 1800 Hz and 3600 Hz. Dotted lines correspond to the LES
and experiment start-up, the end of the transient phase (TP) and the end of the experiment. The end
of the LES is shown by the dashed line, only ∆t = 25 ms after the start-up.

Finally, Fig. 8.6 shows several cuts of the instantaneous LES pressure field in the cham-
ber at ∆t = 20 ms after the start-up as well as iso-surface of heat release highlighting the
flame merging between neighboring sectors. It shows the instantenous azimuthal struc-
ture of the acoustic mode observed at 1800 Hz and demonstrates that for the first time
LES is able to capture azimuthal thermo-acoustic modes in an academic configuration
with an open atmosphere, a complex boundary condition which requires the computa-
tion of a large atmosphere (Fig. 8.1, right). This 25ms-long LES has cost 1, 500, 000 CPu
hours on the GENCI supercomputer Turing with 8, 196 processors. Computing the full
initialization phase (1s) would cost 60 millions CPu hours. Even though this is feasible
today on Prace or Incite machine, an alternative solution to study limit cycles will be
proposed in Chapter 9.
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Figure 8.6: a) Transverse cut of the full 360◦ configuration highlighting the azimuthal pressure and
iso-surfaces of heat release showing the flame merging between neighboring burners. b) Transverse and
cylinder cuts showing the azimuthal and longitudinal components of the acoustic mode at f = 1800 Hz.

8.4 Structure of the thermo-acoustic modes during

the initial phase

8.4.1 Fluctuating pressure fields analysis

To investigate the inner structure and frequency associated to the azimuthal pressure fluc-
tuations observed numerically and experimentally, post-processing tools are performed
using Fast Fourier Transform (Fig 8.7, right) on each node of the computational domain
and Dynamic Mode Decomposition (Fig 8.7, left) recently proposed by Schmid (2010).
These tools provide the modulus ‖p̂‖ and the phase arg(p̂) of all modes which are then
reconstructed:

p′ = ‖p̂‖ cos(arg(p̂) (8.2)

Here, the phase is constant (arg(p̂) = 0 or π, not shown here) which reveals that the
mode is standing. As expected, the FFT suffers from a low frequency resolution (∆f =
1
∆t

= 100 Hz) because of the limited computational time available: only ∆t = 10 ms of
simulation has been used here to concentrate on the plateau at ±200 Pa. On the other
hand DMD provides an accurate estimation of the frequency f = 1800 Hz as observed
in the experiment (Fig. 8.3). Therefore, DMD has been also applied to the other modes
present in LES as shown in the pressure signal analysis of Fig. 8.4: a longitudinal mode
at 500 Hz and the second azimuthal mode combined with a half-wave longitudinal mode
at 3600 Hz.
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Figure 8.7: Comparison between the azimuthal mode obtained by the Dynamic Mode Decomposition
(DMD, left) and Fast Fourier Transform (FFT, right) of the pressure field. the FFT suffers from a low
frequency resolution due to the limited time of the LES.
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Figure 8.8: The two modes obtained by the Dynamics Mode Decomposition of the pressure field in
the full annular LES: the longitudinal 500 Hz mode and the second azimuthal mode combined with a
half-wave longitudinal mode at 3600 Hz.
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8.4.2 Mode structure and dynamics

The previous section has shown mode structures obtained by FFT or DMD highlighting
the global characteristics of the acoustic modes observed in the pressure signal analysis.
An additional result of the FTF and DMD tools are the pressure phase which reveals the
mode nature: here, the phase is constant (arg(p̂) = 0 or π, not shown here) which implies
that the mode is standing. However, such diagnosis is not able to provide information
on the mode dynamics and the evolution of its nature (standing, spinning or mixed)
with time. Consequently, a five-step methodology is proposed here, called JAWA (Joint
probability distribution for Azimuthal Waves Analysis), to analyze simultaneously both
the dynamics and the structure evolution of the azimuthal modes:

• Step 1: The fluctuating pressure (p′) and azimuthal velocity (u′
θ) are extracted

from LES results at 4 different locations (Fig. 8.9). These fluctuations are then
filtered around 1800Hz to retain only the first azimuthal mode of the configuration.

• Step 2: The two propagating waves are constructed: q±(t) = p′(t) ± ρ0c0u
′
θ(t) =

A± cos(ωt).
• Step 3: The envelopes of these two waves are obtained using the Hilbert transform1

which gives their respective amplitude called A+ and A− (with a low frequency
filtering to remove spurious oscillations).

• Step 4: The ratio of these amplitude waves A+/A−, or more conveniently the
index α(t) = A+−A−

A++A− proposed by EM2C group (Bourgouin, 2014) is computed.
• Step 5: Probability density function of α(t) can be computed. Moreover, a 3D

shape of the Joint Probability Distribution (A+, A−) can be also extracted high-
lighting the evolution of both the growth and the nature of the acoustic mode. The
joint probability distribution (JPD) is computed using a KDE technique (Kernel
Density Estimation, detailed in Appendix G) to obtain highly resolved maps from
short LES signals2 of the mode structure in the plane (A+, A−).

The JAWA methodology is applied on the four probes P1 to P4 displayed in Fig. 8.9
(left) and provides the PDF of the spin ratio α (Bourgouin, 2014) (Fig. 8.9, right).
Results show that, as obtained using the FFT and DMD tools, the mode is mainly
standing (the mean spin ratio being µa = 0.03) during the growth phase computed by
LES. An Additional information is however provided compared to the previous tools. In
particular, even if the mean state is standing, results show that the acoustic mode is
not purely standing but mixed (‖α‖ ≃ 0.5 with σa = 0.20). However, no pure spinning
azimuthal modes (‖α‖ ≃ 1) are observed.

The PDF of the spin ratio generated by the JAWAmethodology is a useful information
to analyze the azimuthal mode nature since it provides not only the mean state but
its complete distribution (Fig. 8.9, right). In the LES, the azimuthal mode is mainly
standing (the mean value of the spin ratio is µα) but with high perturbations (the standard

1Consider a signal s(t) varying in time. The Hilbert transform of s is H(s) = 1
πt ⋆ s(t), where ⋆

designates the convolution product. The signal envelop is then defined as Es(t) =
√

s(t)2 +H(s)(t)2.
2Unlike classical histograms, KDE provides a resolution which is independent of the number of sam-

ples. When the number of samples is limited, as in data extracted from short LES, this technique makes
high resolved PDF or JPD possible. More detailed about KDE are given in Appendix G.
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Figure 8.9: The four probes locations where acoustic pressure and velocity are extracted (left) and
PDF estimation of the spin ratio α (Bourgouin, 2014) produced by JAWA. It shows that the azimuthal
mode is mainly standing (mean value µα = 0.03) but with high perturbations (start deviation σα = 0.20)
and that no pure spinning modes occur during the growth phase computed by LES.

deviation is σα = 0.20) as shown in Fig. 8.10 (right). The dynamic evolution of the mode
structure with time is provided in Fig. 8.10 (left), the question to be answered being: how
does the mode structure evolve during the transient phase ? The results show that the
standing mode predicted by FFT and DMD tools is not steady but varies dynamically
in time (Fig. 8.10, left). An additional information is obtained from the joint probability
distribution (A+, A−). Indeed, the amplitude of the two waves A+ and A− are retained,
while in the spin ratio only their respective strength is measured. Figure 8.10 (right)
shows iso-contours of the Joint Probability Distribution computed by JAWA. This result
indicates that the azimuthal mode is mainly standing during its growth phase but is also
highly perturbed, from a standing to a mixed mode. No pure spinning modes occur in
this case but the mode structure is slightly growing on the clockwise side (also observed
in Fig. 8.9), suggesting that rotating modes might appear in the limit cycle as mentioned
by Noiray et al. (2011) or can be due to a swirler effect (Worth & Dawson, 2013b).

The experimental data given in Fig. 8.3 are post-processed using the same JAWA
methodology (the wave amplitudes are however extracted by a routine provided by Worth
& Dawson (2013b)) to validate LES observations. Figure 8.11 shows the wave amplitudes
A+ (blue, ×), A− (red, +) and A++A− (black, �) (left), the Joint Probability Function
[A+, A−] (middle) and the Probability Density Function of the normalized wave ratio
α = A+−A−

A++A− (right). These results are compared with numerical data displayed in Figs. 8.9
and 8.10.

Usually, experimentalists have access to long signals and focus on the limit cycle,
disregarding the growth phase. This kind of treatment is displayed in 8.11 (top) for
experimental data from the start-up (t = t0) to t = t0 +∆t where ∆t = 800 ms, showing
both the start-up phase and the limit cycle. Note that data are missing in the transient
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Figure 8.10: Time-evolution of α(t) (left) and isco-contours (right) of the joint probability distribution
of (A+, A−) obtained by the JAWAmethodology. Results show that the azimuthal mode, mainly standing
during the growth phase, is also highly perturbed changing from standing to mixed. However, no pure
spinning modes are found in this case.

phase (denoted NL-phase in Fig. 8.11) because of difficulties in the wave amplitudes
extraction, probably due to the high non-linearities controlling this phase. The Joint
Probability Function and Probability Density Function shows that the azimuthal mode
nature fluctuates from a standing mode to a clockwise spinning mode, as already observed
by Worth & Dawson (2013b,a) for this configuration. The mode nature during the linear
growth phase is also displayed and is further studied in Fig. 8.11 (middle, ∆ = 100 ms):
this phase is mainly controlled by dynamic effects with large perturbations on the mode
nature. Zooming on the start-up phase (the first ∆t = 20 ms), which corresponds to the
LES computation, reveals that, as in the LES, the mode is initially standing (main peak
around α = 0.03 in LES and α = −0.03 in the experiment) with a second small peak
corresponding to an anti-clockwise spinning mode (peak around α = −0.3 in the LES
and −0.2 in the experiment) also appears. Compared to LES, the mode nature is less
perturbed in the experiment with a standard deviation σ(α) = 0.06 in the experimental
start-up phase and σ(α) = 0.20 in the LES, a point not fully understood yet. This
behavior has been encountered in all the 10 independent experimental results provided
by Worth & Dawson (2013b): the mode is always standing during the start-up phase
and then becomes mostly spinning in the clockwise direction. These results shows that
the growth, nature and dynamics of the azimuthal mode is globally well captured by
LES. It proves that Large Eddy Simulation is a promising tool to investigate the growth
of azimuthal modes, a necessary step to understand how these modes arise and how to
control them.

8.5 Conclusion

This Chapter describes an LES of the full annular configuration of Cambridge. An oper-
ating point (ethylene, N = 18 burners, adiabatic) is chosen according to the sensitivity
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Figure 8.11: Mode structure analysis of experimental data provided by Worth & Dawson (2013b) for
three different signal durations corresponding to Fig. 8.3: from the start-up (t = t0) to t = t0+∆t where
∆t = 800 ms (top), 100 ms (middle) and 20 ms (bottom). The Jawa methodology is applied to obtained
the waves amplitudes A+ (blue, ×), A− (red, +) and A+ + A− (black, �) (left), the Joint Probability
Function (middle) and the PDF of the normalized waves ratio α (right).

analysis performed on previous forced-LES. First, mean azimuthal flame patterns ob-
tained by integrating the LES heat release are compared to mean OH∗ measurements
and show a good agreement. Then, the self-excited mode which appears in the LES is
compared to experimental results provided by Cambridge. Experimental and numerical
data have been post-processed with the same treatment to ensure a proper comparison.
Results show that LES is able to capture a self-excited mode at 1800 Hz as in the exper-
iment. However, due to the long establishment of the mode and the extreme cost of 360◦

LES, only the growth phase is computed while the experiment is able to fully capture
the limit cycle. The study of the establishment of the self-excited mode reveals that it
is accompanied, in both LES and experiment, by longitudinal modes which are due to
the start-up procedure. Moreover, the azimuthal mode structure, which is predicted as
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standing by classical tool (FFT, DMD), is in fact complex and highly perturbed. these
numerical results are compared to experimental data post-processed with the same tool
showing a good agreement for the start-up phase. Nevertheless, the complexity of the ac-
tual configuration and the limited data available by classic LES because of its cost make
the study of symmetry breaking in such a complex configuration difficult. Consequently,
a new methodology called AMT is proposed in the next chapter to investigated limit
cycles and mode structure using LES at low cost.
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The previous chapter has revealed that LES studies of thermo-acoustic modes in tur-
bulent annular configurations are a complex task mainly because of the numerical
short signals which can be obtained on present machines. Moreover, the limitations
of linear methods to study instabilities in combustion systems are a usual controver-
sial question: this chapter presents a method to verify the quality of linear predictions
and theories for combustion instabilities presented in Part I of this thesis by using
them as initial solutions of a LES or DNS solver. This approach (called AMT for
Acoustic Mode Triggering) uses the results of a Helmholtz solver (at zero Mach num-
ber) or of theory (at zero or non-zero Mach number) as an initial condition of a LES
to focus on this single mode growth. Such an approach provides the numerical esti-
mation of the damping/growth rate of the injected mode and its limit cycle as well. In
this chapter, the methodology is validated on longitudinal laminar configurations with
various mean flows. An additional test case is presented where turbulence is injected
to study its impact on the acoustic mode which is still an open topic today and is
assumed to play a role in mode switching in certain theories (Noiray et al., 2011).
Results show that AMT is able to reproduce non-linear behaviors such as acoustics at
non-null Mach numbers. When turbulence is injected, non-linear interactions between
the acoustic mode and the turbulence are observed leading to harmonics generation,
which may explain why azimuthal modes may change nature in turbulent flames.

9.1 Introduction

The usual approaches to study combustion instabilities are (1) Large Eddy Simulations
(High fidelity simulations, Fig. 9.1, right), (2) Helmholtz simulations assuming a zero
Mach number flow (Pankiewitz & Sattelmayer, 2003; Nicoud et al., 2007; Evesque &
Polifke, 2002) (acoustic tools, Fig. 9.1, middle) and (3) theory on idealized configura-
tions where only key phenomena are retained (Fig. 9.1, left). All these approaches have
limitations:

• LES remains a very expensive approach as shown in Chapter 8. Moreover it usually
features all modes appearing in a combustor and does not allow to isolate them
unless specific treatments and advanced post-processing are introduced.

• Helmholtz solvers are much more efficient in terms of CPU time but since they
assume a zero Mach number flow, they obviously miss convective effects. For most
combustion chambers where the Mach number is small, convective mechanisms do
not modify frequencies significantly but they do affect growth rates (Nicoud &
Wieczorek, 2009; Dowling, 1995). Since growth rates control stability and are the
most important output of such studies, the zero-Mach number hypothesis remains
a major drawback and limitation.

• The flame response modeling used in Helmholtz solvers is usually approximate:
Flame Transfer Function (FTF) approaches (Poinsot & Veynante, 2011; Paschereit
et al., 2002; Polifke et al., 2001b) are the most common method and rely on multiple
assumptions (linearity, flame response controlled only by the axial acoustic velocity
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Figure 9.1: Tools developed to study acoustic and combustion instabilities: theory, low-order models,
Helmholtz simulations and Large Eddy Simulations. A tool is missing between acoustic tools and high
fidelity simulations.

fluctuations etc.).
• Theory allows to identify key phenomena involved in combustion instabilities but

non-linear and mean flow effects as well as damping are still difficult to study
analytically.

Usually LES and Helmholtz solvers are used separately although they already comple-
ment each other. LES information is indeed useful for the Helmholtz solver: for example,
the Helmholtz solver requires a sound speed field and a model to take into account the
unsteady combustion which can be obtained from a forced LES (Kaufmann et al., 2002;
Tay Wo Chong et al., 2010; Kedia et al., 2011; Duchaine & Poinsot, 2011). The main
idea of the AMT (Acoustic Mode Triggering) methodology is to feed information in the
other direction: from the Helmholtz solver to the LES code. This is done by using the
Helmholtz eigenmodes to construct an initial solution fed to the LES solver. This is an
approach which is similar to injecting Orr-Sommerfeld linear modes (Orr, 1907a,b) into
CFD solvers to initialize these modes in a time-domain simulation and study hydrody-
namic instabilities. The AMT approach has multiple advantages:

• The first advantage of AMT is its ability to use a single mode obtained by lin-
ear analysis (e.g. with a Helmholtz solver) and see in the LES how this mode
grows and reaches a limit cycle (or not). This is a classical controversial issue in
thermoacoustics where the usefulness of linear analysis is often questioned.

• AMT allows to relax the zero-Mach number assumption used in the Helmholtz
solver: once a mode is identified in the Helmholtz solver, its exact growth rate
can be determined by LES rapidly, taking into account all convective effects and
damping phenomena.

• AMT provides an initial field which contains a single and well identified theoretically
unstable mode which can be then analyzed in time and space more easily than for a
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LES initialized randomly where multiple modes can grow and interact. Chapter 8
showed that the growth phase of a mode can be very long to capture with LES:
being able to directly initiate an LES with the proper mode is an attractive path.

• AMT allows to control the initial mode structure: nature and pressure level. For
annular configurations, a spinning, standing or mixed mode can be injected. There-
fore effects of the mode structure on growth rate or limit cycles can be easily in-
vestigated.

The principle of AMT is described in Fig. 9.2: starting from a mean LES field (1), an
acoustic tool (Helmholtz solver assuming zero Mach number or theory accounting for
mean flow effects) identifies the unstable frequencies and the associated acoustic eigen-
modes (2). One of these eigenmodes is reconstructed at a given time (3) and injected
onto a three-dimensional initial condition for the LES (4). The LES solver then locks
on this mode and predicts its time evolution accounting for all effects (non zero Mach
number, realistic flame response and damping phenoma). An implicit assumption here
is that the LES code will indeed adjust to the mode injected obtained using a Helmholtz
solver, even though this mode does not include all effects that LES captures. As shown
below, this seems to be the case in all the tests done here.

AMT is valid for any combustor but this Chapter focuses on its validation on sim-
ple longitudinal configurations while the next chapter emphasizes on annular combustors
and symmetry breaking effects. These cases are studied with no combustion to high-
light that non-linear flame behavior is not necessarily the only feature controlling the
mode structures, as evidenced from experiments (Worth & Dawson, 2013b,a) and recent
theories (Bauerheim et al., 2014e).

This chapter describes the AMT (Acoustic Mode Triggering) approach in Section 9.2
where an acoustic mode computed by a Helmholtz solver or given by theory is imposed
as an initial condition for LES, avoiding the computation of transient time required to
reach limit cycles and allowing the numerical estimation of the damping/growth rate
of the injected mode. AMT is evaluated on simple longitudinal configurations where
multiple Mach numbers are tested. The injected mode is taken from: 1) a Helmholtz
simulation assuming a zero-Mach number or 2) 1D theory accounting for an axial mean
flow. Results show that at low-Mach number, both the Helmholtz and analytical solutions
are properly injected into the LES domain. An additional test case is provided by adding
turbulence to the baseline flow to investigate its impact on the acoustic mode. It shows
that a non-linear interaction between acoustics and turbulence arises and triggers several
modes. Mode structures of these generated modes are analyzed using FFT and DMD and
compared to acoustic mode of the system: they correspond to harmonics of the injected
mode that the interaction between acoustics and turbulence has triggered.

9.2 Acoustic Mode Triggering (AMT) methodology

Acoustic Mode Triggering (AMT, Fig. 9.2) methods use the output of an acoustic tool
(Helmholtz solver or theory) as an initial condition for the LES solver (Fig. 9.2) which
avoids computing the transient time required to reach the limit cycle and also allows to
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Figure 9.2: Principle of the AMT methodology: 1) An LES is performed and used as a baseline flow
2) A 3D acoustic solver ( ) or theory ( ) provides the acoustic mode of the configuration 3)
The acoustic mode is then added to the baseline flow into the LES domain 4) The limit cycle or the
numerical estimation of the damping/growth rate of the injected mode are obtained using an LES at low
cost. AMT can also be used with DNS.

focus on a single mode. This is done as follows.
First, acoustic quantities (subscript ac) are extracted from a Helmholtz simulation

or theory. In longitudinal configurations only one acoustic component (subscript 1) is
required while azimuthal modes investigated in the next chapter need to combine two
different solutions (subscripts 1 and 2) to recover standing, spinning or mixed modes:

{
Pac = α1‖P̂1‖ cos(φp,1) + α2‖P̂2‖ cos(φp,2)
−→
Vac = α1

−−→
‖V̂1‖ cos(φv,1) + α2

−−→
‖V̂2‖ cos(φv,2)

(9.1)

where ‖P̂i‖ and
−−→
‖V̂i‖ are the pressure and velocity modulus while φp,i and φv,i are the

pressure and velocity phases of the ith component of the acoustic mode computed by the
Helmholtz solver. Since this chapter focuses on longitudinal cases for validation, α2 can
be set to zero in the following.

The acoustic density and temperature are obtained using the isentropic relation and
read:

ρac =
Pac

c2LES

=
α1

c2LES

‖P̂1‖ cos(φp,1) +
α2

c2LES

‖P̂2‖ cos(φp,2) (9.2)

Tac =
Pac

ρLESCp

=
α1ρLES

Cp

‖P̂1‖ cos(φp,1) +
α2ρLES

Cp

‖P̂2‖ cos(φp,2) (9.3)
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Figure 9.3: AMT methodology: a Helmholtz solution of a longitudinal 3D pipe (top) is combined with
a 3D instantaneous LES solution (middle) as a new initial condition for the LES solver (bottom). Here
the LES solution is trivial: homogeneous flow.

where cLES and ρLES are the sound speed and density in the LES simulation around
which acoustic linearization has been performed. Then acoustic quantities are added to
the LES pressure, temperature, density and conservative velocity and species1:





PAMT = PLES + Pac

TAMT = TLES + Tac

ρAMT = ρLES + ρac

ρ
−−−→
VAMT = ρ

−−−→
VLES + ρLES

−→
Vac

ρY k
AMT = ρY k

LES + ρac
ρLES

ρY k
LES = ρAMT

ρLES
Y k
LES for species k = 1 to Nsp

(9.4)

The total energy is finally reconstructed from Eq. (9.4) and reads:

ρEAMT = ρEs +
1

2

(
ρu2 + ρv2 + ρw2

)
(9.5)

where the conservative sensible+chemical energy ρEs and kinetic energy ρu2, ρv2 and
ρw2 are defined as follows:

ρEs =

∫ TAMT

T0

CvdT −
RT0

W
+

1

ρAMT

Nsp∑

k=1

∆h0
f,kρY

k
AMT (9.6)

ρu2 =
1

ρAMT

(ρuAMT )
2 , ρv2 =

1

ρAMT

(ρvAMT )
2 , ρw2 =

1

ρAMT

(ρwAMT )
2 (9.7)

where T0 is a reference temperature, Cv is the heat capacity at constant volume of the
mixture, W is the mean molecular weight of the mixture, R = 8.314 Jmole−1K−1 is the
perfect gas constant and ∆h0

f,k is the formation enthalpy of species k. Hence, Eqs. (9.4)

and (9.5) provide suitable conservative variables (ρAMT , ρ
−−−→
VAMT , ρY

k
AMT and ρEAMT ) close

to 3D Navier-Stokes solutions to generate proper acoustic mode triggering without addi-
tional spurious perturbations.

1The conservative species are changed due to the acoustic perturbations acting on the density.
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9.3 AMT validation on a longitudinal configuration

9.3.1 Objectives and longitudinal setup

First the AMT methodology is evaluated on a simple longitudinal configuration described
in Fig. 9.4. This problem corresponds to a 3D pipe where zero velocity fluctuation is
imposed at the inlet (u′ = 0) and zero pressure fluctuation at the outlet (p′ = 0). A mean
homogeneous axial flow is added (Fig. 9.5), characterized by its axial Mach number M
(M = 0, M = 0.05 and M = 0.1). Two different injected modes are tested:

L = 1 m

D
=

0.
0
1
m

u0 = 0 p0 = 0u0 = 0

Figure 9.4: 3D longitudinal configuration.

• from AVSP: the acoustic mode is constructed from a Helmholtz simulation per-
formed with the code AVSP, assuming a zero Mach number.

• from analytical theory: the acoustic mode is computed using a 1D theory taking
into account the axial mean flow. Taking into account the boundary conditions
u′ = 0 at x = 0 and p′ = 0 at x = L, the pressure and velocity fluctuations read at
the initial time t = 0:

p′(x, t = 0) = P0 cos
( πx

2L

)
cos

(
πxM

2L

)
(9.8)

u(x, t = 0) =
P0

ρ0c0
sin
( πx

2L

)
sin

(
πxM

2L

)
(9.9)

which correspond to an acoustic mode satisfying û(x = 0) = 0 and p̂(x = L) = 0
with a frequency Re(f) = c0

4L
(1 −M2) ≈ 86 Hz and Im(f) = 0 (see H for details

about longitudinal modes with a constant mean flow).

An additional test case is provided in Section 9.4 (Fig. 9.5 - d) to further study
the impact of convective effects on the injected acoustic mode, in particular by adding
turbulence naturally present in LES of complex industrial gas turbines.

9.3.2 AMT results on the laminar configuration

First the AMT methodology is applied to cases M0, M0.05 and M0.1 (Fig. 9.4) with
the two mode injection types: i.e. the acoustic mode is obtained by a Helmholtz solver
(AVSP) or by a 1D theory at non-null Mach number and is injected with an initial
amplitude of 800 Pa (i.e. p′/p̄0 < 1% to satisfy the linear acoustic assumption). Figure 9.6
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U0 = 0 m/s (M = 0.0) U0 = 34.7 m/s (M = 0.1)

a) M0

U0 = 17.3 m/s (M = 0.05)

b) M0.05 c) M0.1

U0 = 34.7 m/s (M = 0.1)

Urms = 2.0 m/s

d) M0.1Turb

f = 86.28 Hzf = 86.5 Hz f = 85.63 Hz f = 85.63 Hz

Figure 9.5: Longitudinal test cases: a) no mean flow, b) and c) mean flow with M = 0.05 and M = 0.1
and d) mean flow M = 0.1 with turbulent injection (Urms = 2 m/s). The theoretical frequency of each
case is also indicated (expressions are given in Tab. H.1).

displays Fourier transforms of the pressure signal at the center point of the pipe (x =
0.5 m). For low Mach numbers tested in this work (M = 0 and M = 0.05), the two
injection types create initial modes which are close to the true solution: the LES exhibits
only one mode. However for higher Mach numbers (M = 0.1), the solution at zero Mach
number provided by AVSP is too far from the true solution and small spurious modes
appear as shown in the spectrum (Fig. 9.6, right). For simple cases, this drawback can be
avoided by injecting an acoustic mode closer to the Mach-dependent solution, for instance
a 1D theory at non-zero Mach number (Eqs. (9.8) and (9.9)). In this case, the acoustic
mode is correctly injected with no spurious mode (Fig. 9.6, ).
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Figure 9.6: FFT of the pressure signal at the location x = 0.5 m for the three cases with M = 0 (left),
M = 0.1 (middle) and M = 0.2 (right). Two different modes have been injected: : AVSP (solution
at zero Mach number) and : 1D theory taking into account the axial mean flow (Eqs. 9.8) and 9.9).

To further validate AMT results, frequencies and growth rates associated to each
case are extracted. Dynamic Mode Decomposition (Schmid, 2010) is used here since
FFT suffers from a low frequency resolution (here ∆f = 10 Hz for the 100 ms-long
pressure signals) compared to the subtle Mach effects on frequency (1 Hz at M = 0.1).
Analytical expressions for frequency and growth rate at non-null Mach number are pro-
vided in Appendix H (Tab. H.1): the growth rate is null for all Mach numbers and the
frequency depends on the square of the Mach number. Table 9.1 summarizes the compar-
ison between the analytical and AMT frequencies and growth rates with the two different
initialization: an acoustic mode computed by AVSP (null-Mach number assumption) or
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by theory.

Frequencies
M = 0 M = 0.05 M = 0.1

Theory 86.5 Hz 86.28 Hz 85.63 Hz
AMT-Theory 86.46 Hz 86.33 Hz 85.65 Hz
AMT-AVSP 86.46 Hz 86.25 Hz 85.65 Hz

Growth rates
M = 0 M = 0.05 M = 0.1

Theory 0 s−1 0 s−1 0 s−1

AMT-Theory 8.10−2 s−1 −6.10−3 s−1 −9.10−3 s−1

AMT-AVSP 6.10−2 s−1 −2.10−2 s−1 −5.10−5 s−1

Table 9.1: Comparison of frequencies (top) and growth rates (bottom) obtained by theory (Appendix H)
and AMT initialized by theory or AVSP, showing an absolute error of 10−2 on both frequencies and
growth rates.

These three test cases prove the AMT capability to impose an acoustic mode as an
initial condition for the LES solver. On simple longitudinal laminar configurations, AMT
provides estimation of frequencies and growth rates with an absolute error of the order
of 10−2 Hz. Thus, solutions provided by zero Mach-number codes like Helmholtz solvers
are properly injected for low mean flows, i.e. M < 0.1, which corresponds to many
applications encountered in modern gas turbines.

9.4 AMT validation on a turbulent configuration

In addition to the laminar cases investigated previously where an acoustic mode was added
to a laminar flow (Fig. 9.5), a spatially decaying turbulent test case is studied in this
section. Turbulence is naturally present in LES of complex industrial annular chambers.
Up to now, sound propagation in a turbulent pipe was investigated either by forcing
an acoustic wave at the inlet or by pulsating the solid boundaries (Comte et al., 2006;
Agarwal & Bull, 1989). AMT allows a third method which is to superimpose an acoustic
cavity mode (here the first longitudinal mode at 86.5 Hz) on the baseline turbulent
flow to investigate two reciprocal effects: (1) Turbulence can interact with the acoustic
mode and trigger higher harmonics and (2) Acoustic can affect the turbulence production
and consequently impact the energy turbulence spectrum. For this case (Fig. 9.7), the
acoustic boundary conditions for the channel correspond to u′ = 0 at the inlet and
(imposed velocity) and p′ = 0 at the outlet (imposed pressure).

In this chapter, a fine mesh is used containing 5.5 million cells (compared to 362, 000
for the laminar case) which corresponds to a cell size ∆x = 1 mm and ensure λe ≫ ∆x.
Turbulence is injected at the duct inlet to study its interaction with the acoustic mode:
a Passot-Pouquet spectrum (Passot & Pouquet, 1987) is injected via the inlet boundary
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Figure 9.7: 3D Turbulent pipe with an acoustic mode injected by AMT. Boundary conditions are
imposing a velocity node at the inlet (u′ = 0) and a pressure node (p′ = 0) at the outlet.

condition using the Kraichnan-Celik methodology (Smirnov et al., 2001) and the NSCBC
approach (Guezennec & Poinsot, 2009):

E(k) = 16
U2
p

ke

(
k

ke

)4

e−2( k
ke
)
2

(9.10)

where E is the energy spectrum, k is the wavenumber, ke = 2π/λe is the most energetic
wavenumber. The most energetic wavelength is λe = D/3 ≈ 0.03 m and Up = Urms ∼
2.0m/s is the turbulent velocity. For the Kraichnan-Celik methodology, N = 1000 modes
are used and a cut-off length corresponding to twice the size of the largest cell edge on
the inlet patch (Lc = 2max(∆x)) is imposed to enforce the Shannon theorem.

Two-points correlation functions (longitudinal f(r) and transverse g(r) where r is the
distance between two points) are extracted from the simulation2 before AMT (i.e. no
acoustic mode) and compared to the theory (fth(r) and gth(r)) to check the turbulence
injection:

fth(r) = e−
1

8
(ker)2

gth(r) =

(
1− (ker)

2

8

)
e−

1

8
(ker)2 (9.11)

Figure 9.8 shows that correlations functions in the LES ( ) are close to theory
( ). The oscillations for larger length scale are due to statistical convergence. The
ratio of the longitudinal and transverse Taylor micro-scales λf/λg ≈ 1.409 is in good
agreement with the theoretical value λf/λg =

√
2 ≈ 1.414. Turbulence in the case

M0.1Turb is visualized in Fig. 9.9 using the Q-criterion (blue: negative and red: positive):
it illustrates the injected vortices decaying in the longitudinal direction.

After t0 = 100 ms of simulation, an acoustic quarter-wave mode at 86.5 Hz is injected
using AMT in the turbulent flow. Figure 9.10 shows the Fourier transform of the pressure
signal at x = 0.5 m of the case M01Turb compared to the laminar case (case M0.1,
Fig. 9.5). Compared to the laminar case, two eigenmodes at 430 Hz and 770 Hz are
triggered due to the interaction between acoustics and turbulent flow. Time-evolution
of pressure (Fig. 9.10, right) reveals the initial acoustic mode (t ≈ t0) is only weakly

2Correlation functions are extracted using a probe at a location x which gives temporal velocity
variations ~u′(t). Therefore, these correlation functions rely on the Taylor assumption: ∂

∂t ≈ −u0
∂
∂r
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Figure 9.8: Longitudinal (left) and transverse (middle) correlations functions extracted from LES
without AMT (i.e. no acoustic mode) at x = 0m (inlet) and comparison with the Passot-Pouquet
spectrum (Eq. 9.11, ). The intersection of the osculator parabola ( ) with the abscissa gives an
estimation of the Taylor micro-scale λf and λg (×). Correlation function at several longitudinal locations
are also displayed (right).

Zoom on the turbulence 

Figure 9.9: Longitudinal cut and zoom on turbulence displayed by Q-criterion in the case M0.1Turb
with no acoustic mode.

affected by turbulence. However, after a few milliseconds (t ≫ t0), other modes with
higher frequencies appear in the pressure signal which suggests that turbulent motion
can trigger acoustic modes.

The triggered eigenmodes observed in the Fourier transform of pressure for the case
M0.1Turb are post-processed (Fig. 9.12, right) using both energy spectrum (Fig. 9.11)
Fast Fourier Transform (FFT) and Dynamic Mode Decomposition (DMD). First, the
energy spectra based on the axial velocity fluctuations u′ are displayed for the case without
mode injection (left) at three different locations: the inlet ( , x = 0 m), just after the
inlet ( , x = 0.2 m) and at the outlet ( , x = 1 m). They show that turbulence
is properly injected in the computational domain at the inlet. Turbulent vortices are
then convected downstream. As expected, the energy level observed at x = 0.2 m is
similar to the energy injected at the inlet because of the large turbulent Reynolds number
(Ret = 15, 000 based on L11 ≃ 0.4λe and urms = Up = 2 m/s). However, at the outlet
(x = 1 m), turbulent dissipation has decreased the energy level of one order of magnitude
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Figure 9.10: Fourier transform (left) and time-evolution (right) of the pressure signal at x = 0.5m in
the case M0.1Turb compared to the laminar case M0.1. Initially turbulence weakly affects the acoustic
mode (1- , just after AMT at t−t0 = 0ms) but after a few milliseconds (2- for t−t0 ≈ 50 ms)
turbulence triggers higher frequency modes.

as shown in Fig. 9.9. Then, the same post-processing tool is applied on the turbulent
case with the injected acoustic mode at 86 Hz. It is interesting to notice that the
inlet spectrum is not modified which is normal since the boundary condition u′

ac = 0
imposes no acoustic velocity fluctuations. It also suggests that no spurious oscillations
are generated at the inlet. However, downstream of the inlet, the turbulence spectra
are highly perturbed: (1) the acoustic mode at 90 Hz is observed (The FFT frequency
resolution is ∆f = 10 Hz: the injected mode at 86 Hz is therefore captured at 90 Hz)
and is maximal at the outlet because of the half-wave structure of the mode and (2) the
classic turbulent dissipation at large frequencies is altered. These results reveal that the
acoustic energy of the longitudinal mode at 86 Hz feeds the turbulence motion.

To further analyze these non-linear behavior, the pressure LES fields are also post-
processed to identify modes triggered observed in Fig. 9.10. FFT and DMD results (9.12,
right) are compared with the acoustic eigenmodes of the system computed by a Helmholtz
solver (no mean flow and no turbulence): Fig. 9.12 (left) shows that modes observed at
86 Hz, 430 Hz and 770 Hz in Fig. 9.10 are acoustic eigenmodes of the configuration: a
non-linear interaction between the longitudinal mode and the turbulence has triggered
other eigenmodes of the system.

Even though this was not presented here, this example shows that AMT can be an
efficient technique to study mechanisms through which turbulent fluctuations redistribute
acoustic energy from one mode to others as suggested for example by Noiray et al. (2011)
to explain mode switching in annular chambers.

9.5 Conclusion

Limitations of linear methods to study instabilities in combustion systems are a usual
controversial question: this chapter presents a method to verify the quality of linear
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Figure 9.11: Energy spectrum on the axial velocity fluctuations u′ for the turbulence case M0.1TURB
without (left) and with (right) an acoustic mode at 90 Hz injected by AMT. Probes are located at three
locations: the inlet ( , x = 0 m), just after the inlet ( , x = 0.2 m) and at the outlet ( ,
x = 1 m).

predictions and theories for combustion instabilities presented in Part I of this thesis by
using them as initial solutions of a LES or DNS solver which do not have the limitations
due to the linear and low-Mach assumptions used in acoustic solvers. This approach
(called AMT for Acoustic Mode Triggering) uses the results of a Helmholtz solver (at zero
Mach number) or of theory (at zero or non-zero Mach number) as an initial condition of
a LES to focus on this single mode growth. Such an approach provides the numerical
estimation of the damping/growth rate of the injected mode and its limit cycle as well.
In this chapter, the methodology is validated on longitudinal laminar configurations with
various mean flows. An additional test case is presented where turbulence is injected to
study its impact on the acoustic mode which is still an open topic today. Results show
that AMT is able to reproduce non-linear behaviors such as acoustics at non-null Mach
numbers. When turbulence is injected, non-linear interactions between the acoustic mode
and the turbulence are observed and lead to harmonics generation.
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Figure 9.12: Eigenmodes obtained by the Helmholtz solver (left) and Fourier Transform (FFT) and
Dynamics Mode Decomposition (DMD) of the M0.1Turb case (right).
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A new methodology combining acoustic simulations and LES, called AMT, was de-
veloped in the previous chapter and validated on laminar and turbulent longitudinal
configurations. This tool is applied in this chapter on a simplified annular com-
bustor to study effects of both FS and GS breaking. First, flow symmetry breaking
is investigated by injecting an acoustic mode in an annular chamber with a mean
azimuthal flow. As expected from theoretical results presented in Chapter 3, the
initial mode is split into two distinct components leading to a warble phenomenon
at low frequency. The mode structure of these two components is identified by a
FFT as rotating, i.e. standing but rotating slowly at the mean flow velocity. Then
GS breaking is studied by introducing Helmholtz dampers with various patterns dis-
tributed along the azimuthal direction. The dynamics of the resulting mode behav-
ior is analyzed by changing the nature of the injected mode, from standing to spin-
ning. It shows that breaking symmetry fixes the mode structure of the limit cy-
cle for non-symmetric cases. However, for axisymmetric cases, the mode structure
is determined by the initial state only. This application is a promising approach
to study azimuthal modes in a time-domain with realistic damping mechanisms.

10.1 Introduction

The previous chapter described a new methodology called AMT to study acoustic modes
in geometries with a mean flow and complex damping mechanisms. This tool was val-
idated on laminar and turbulent longitudinal configurations. However, in modern gas
turbines, thermo-acoustic modes often take the form of azimuthal modes and need to be
investigated. The nature and stability of these modes have been the topic of numerous
studies since the pioneering works of industrial companies like Siemens (Krebs et al.,
2002) or Alstom (Noiray et al., 2011)but it is still an open topic today: high fidelity sim-
ulations applied to full annular configurations (Staffelbach et al., 2009; Wolf et al., 2012)
(Fig. 9.1, right) show that azimuthal modes can randomly change in nature, evolving from
spinning to standing structures at random instants. In parallel, new annular experiments
developed at TU-Berlin (Moeck et al., 2010; Gelbert et al., 2012), Cambridge (Worth &
Dawson, 2013b,a) and EM2C (Bourgouin et al., 2013) prove that breaking symmetry by
non-homogeneous power distribution of heating grids acting like flames (Moeck et al.,
2010), alternating co/counter-rotating swirlers (Worth & Dawson, 2013b,a) or distribut-
ing baffles along the annular chamber (Dawson & Worth, 2014), strongly affects the mode
nature.

To complement LES and experiments, Noiray et al. (2011) have shown analytically
on a simple annular chamber that non-linearities can also affect the limit cycle by fixing
the nature of its two basic mode components. Ghirardo & Juniper (2013) have extended
this model to take into account transverse velocity effects in the Flame Describing Func-
tion (Noiray et al., 2008) describing the non-linear flame behavior. These non-linear
theories rely on simple configurations where plenum, burners and mean flow have been
removed. Yet, recent theories (Bauerheim et al., 2014a,e) developed in Chapter 2 and 3
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demonstrates that some linear effects cannot be ignored: breaking symmetry either by
adding an azimuthal mean flow or by mixing burner types can also control the structure
of the azimuthal components similarly to non-linear flame responses. However, all these
theories fail to predict the ratio between these two components and new methodologies
still need to be developed to study azimuthal modes.

10.2 AMT applied on a simple annular configuration

10.2.1 Objectives and annular setup
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Figure 10.1: 3D view (left) and axial cut (right) of the simplified configuration with N = 4 burners.

AMT is applied first on a simplified annular configuration where the rotating symme-
try is broken either by FS or GS mechanism. Already studied analytically (Bauerheim
et al., 2014e) and experimentally (Moeck et al., 2010; Worth & Dawson, 2013b,a), the
nature and dynamics of azimuthal modes without combustion using LES can indicate
that non-linearities on the flame behavior is not necessarily the only feature control-
ling the mode structure. The baseline configuration is a four-burner annular chamber
(Fig. 10.1) without inlet, outlet or flame (no combustion, iso-thermal cases) since only
geometry (Helmholtz resonators) and mean flow effects on injected azimuthal modes are
investigated in this PhD:

1) Flow Symmetry (FS) breaking: AMT has been validated for small Mach num-
bers (M < 0.1) in Section 9.3 on longitudinal configurations and is now applied on
a simple 360◦ case. To simplify the configuration, no inlet or outlet is introduced
in the configuration. The mean azimuthal flow is therefore injected using the ini-
tial condition and walls are treated slip to minimize hydrodynamic perturbations
and maintain a constant azimuthal Mach number Mθ during the simulation. Two
different baseline flows are imposed as initial conditions:
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a - Quiescent flow: The flow has no velocity (~V = ~0) at atmospheric pressure
(P = 1013025 Pa) and the temperature corresponds to burnt gases (T =
1800 K).

b - Azimuthal mean flow: An homogeneous azimuthal swirl motion (Eq. (10.1))
corresponding to Mθ = 0.1 is introduced in the annular chamber to break its
symmetry while no velocity is present in the surrogate burners (i.e. burners
with no inlet and no flame).

~V = c0Mθ~eθ = c0Mθ (− sin(θ)~ex + cos(θ)~ey) (10.1)

2) Geometry Symmetry (GS) breaking: Helmholtz resonators (Fig. 10.2) are
introduced in the configuration with no mean flow to break symmetry and damp
the injected azimuthal mode: both the dynamics (evolution of the nature of the
azimuthal mode with time computed by the JAWAmethodology presented in Chap-
ter 8.4.2) and the damping rate α will be numerically measured. The dimensions
V , L and A of the resonators are adjusted to damp the injected acoustic mode at
f 0 = 64 Hz:

f 0 =
c0

2π

√
A

V Lc
(10.2)

where V = 0.125 m3 is the volume of the resonator, A = 0.00785 m2 its surface
and Lc = L+ 8d

3π
= 0.3 m the corrected length depending on the diameter d = πd2
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Figure 10.2: A) Mesh, b) sketch and c) localization of the two Helmholtz resonators introduced in the
LES domain.

The different cases studied in this chapter are summarized in Fig. 10.3 and the AME
methodology in Fig. 10.4. AMT requires both LES and Helmholtz simulations to be
performed. The specificities of these two codes in the context of AMT applied on a
annular combustor with FS and GS breaking are briefly presented in the following.

10.2.2 Large eddy simulations

Large Eddy Simulation (LES) of compressible flow is widely recognized as an accurate
method (Poinsot & Veynante, 2011) to investigate acoustics in complex combustor con-
figurations (Wolf et al., 2012; Sengissen et al., 2007; Fureby, 2010; Kuenne et al., 2011).
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Figure 10.3: Four test cases studied: a) Quiescent flow without Helmholtz resonator, b) Swirl mo-
tion (Mθ = 0.1) without Helmholtz resonator, c) Quiescent flow with one Helmholtz resonator and d)
Quiescent flow with two Helmholtz resonators.
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Figure 10.4: AMT methodology for annular combustors: a stable baseline flow is computed by LES
(left). An acoustic solution is also computed using an Helmholtz solver (middle) and is combined with
the LES baseline flow to provide a new initial solution for the LES solver (right).

To study the effect of Helmholtz resonators and mean flow on azimuthal modes dynamics,
AVBP is employed again here, using a third-order spatial and temporal scheme (TTGC,
Moureau et al., 2005) to accurately propagate acoustic waves. Boundary conditions use
the NSCBC approach (Poinsot et al., 1992) to ensure reflecting/non-reflecting boundary
conditions (Selle et al., 2004b). The mean flow is introduced via the initial condition. For
the case M0.1H0, a mean swirl motion (Eq. (10.1)) is imposed in the annular chamber
and no velocity in the surrogate burners. The burner/chamber junctions are treated as
no slip walls to avoid ill-posed problems at corners. Other walls are treated as slip walls
to minimize pressure drops and to maintain the imposed mean flow as constant as pos-
sible. The swirl decay remains very small during the establishment of the acoustic cycle
(typically the azimuthal mean velocity decreases by 5%). Prior to the application of the
AMT methodology (Section 9.2), non-reflecting NSCBC boundary conditions (Poinsot
et al., 1992) are used to obtain a well established baseline flow and eliminate potential
acoustic waves generated during this initialization phase. The 3D instantaneous LES
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conservative variables (density ρLES, velocity ρ~VLES and total energy ρELES) are then
extracted to be employed as a baseline flow for Helmholtz simulations (Section 10.2.3)
and the application of AMT.

10.2.3 Helmholtz simulations
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Figure 10.5: a) and b) Normalized pressure Pac = ‖P̂‖ cos(φp) fields and iso-contours for the two

azimuthal modes obtained at 64 Hz reconstructed from the two outputs of the acoustic solver: c) ‖P̂‖
the pressure modulus and φp the pressure phase.

The full 3D acoustic solver called AVSP (Nicoud et al., 2007) is used first to predict the
azimuthal acoustic mode of the annular chamber. AVSP solves the eigenvalues problem
issued from a discretization on unstructured meshes (with 1.9 millions cells) of the wave

equation. Infinite impedances (corresponding to
−→
Vac · ~n = 0 where ~n is the wall normal)

are applied on walls. Mean density and sound speed fields are extracted from the LES
simulation and used as a baseline flow.

This study focuses on the first azimuthal modes of an annular chamber with four
burners: as shown in Fig. 10.5, two standing modes at 64 Hz are predicted by the
acoustic solver. This is a usual result at zero Mach number where the first azimuthal
mode frequency is degenerate: the two modes can be combined to generate any mode
structure (standing, spinning or mixed (Krebs et al., 2002; Poinsot & Veynante, 2011;
Evesque & Polifke, 2002)).

10.3 AMT results on the annular configuration

The AMT methodology described in Figs. 9.2 and 10.4 is then applied on the four sym-
metric and non-symmetric configurations presented in Fig. 10.3. The test matrix for
annular configurations is summarized in Tab. 10.1. For each case, the injected acoustic
mode is standing with an amplitude ‖p̂‖ ≈ 500 Pa.
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Cases Mθ Resonators Symmetry
M0H0 0 0 Symmetric
M0.1H0 0.1 0 FS breaking
M0H1 0 1 GS breaking
M0H2 0 2 Symmetric

Table 10.1: Summary of the test cases performed on a simplified 360◦ annular configuration where
symmetry is broken either by FS or GS mechanism by the introduction of a mean azimuthal flow or by
Helmholtz resonators.

10.3.1 The symmetric case (M0H0)

First, the symmetric case without Helmholtz resonator and swirl motion is investigated
(Fig. 10.3-a). A standing mode (α1 = 500 Pa and α2 = 0 Pa in Eq. (9.1)) is triggered
using the AMT methodology. In this condition, the Helmholtz solver provides a solution
which must match exactly the Navier-Stokes equation because the Mach number, as well
as the pressure perturbation amplitude, are small. Figure 10.6 shows the result of 80 ms
of the LES simulation: the amplitude remains constant, no damping is observed. The
C-indicator (Wolf et al., 2012; Worth & Dawson, 2013b) (C(t) = 1

N

∑N
k=1 pk(θk, t)e

jθk)
computed from N = 4 equi-distributed pressure probes indicates that the mode remains
standing (Appendix I). For this case, AMT performs exactly as expected.
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Figure 10.6: Pressure signal for the case M0H0 at four azimuthal locations (left) and phase of the
C-indicator (right).

10.3.2 Flow symmetry breaking using a mean swirl motion
(case M0.1H0)

Amean azimuthal flow is then introduced into the LES domain corresponding toMθ = 0.1
to break the axi-priodicity of the annular chamber. Recently, linear theory (Bauerheim
et al., 2014e) has shown that such a swirl motion can affect the azimuthal mode by
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splitting its two components into two distinct spinning modes with different yet close
frequencies f1 and f2 such that:

f2 − f1 = ∆f =
c0Mθ

Lc

=
2

Tc

= 12.7 Hz (10.3)

where c0 = 850 ms−1 is the mean sound speed, Lc = 6.7 m is the half-perimeter of the
annular chamber and Tc is the period of the mean flow rotation at the convective speed
u0 = c0Mθ.
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Figure 10.7: Pressure signal for the case M0.1H0 at four azimuthal locations (left) and phase of the
C-indicator (right).

Pressure signals at different azimuthal locations θk (Fig. 10.7, left) show that the
mode is neither standing nor spinning. The phase of the C-indicator (Fig. 10.7, right)
indicates that the mode is rotating, i.e. the mode structure is standing but rotates slowly
at the mean convected speed u0 = c0Mθ as already observed in the full 360◦ LES of Wolf
et al. (2012). This warble mode (i.e. a mode at very low frequency produced by two
modes with different yet close frequencies) appears here on both the time-evolution and
the Fourier analysis (Figs. 10.8 and 10.9). The measured warble frequency fw = 1

Tc
=

∆f
2

≈ 5 Hz (where ∆f is defined in Eq. (10.3)) leads to an estimated rotation velocity

ũ0 = 2Lcfw ≈ 67 m/s. This measured rotation velocity is smaller than the imposed
azimuthal velocity u0 = 85 m/s (Eq. (10.3)) due to the FTF resolution (providing fw at
±5 Hz) and the difficulty to maintain a constant azimuthal mean flow in the chamber.

FFT (Fig. 10.8) and DMD1 (Fig. 10.9) of pressure signals can be compared to the
symmetric case with a quiescent baseline flow: at zero Mach number (Mθ = 0, left) the
two components of the azimuthal modes are degenerate and share the same frequency
f = 62 Hz. Adding a mean swirl motion (Mθ = 0.1, right) splits the azimuthal mode
into two distinct components at f− = 55 Hz and f+ = 65 Hz.

1The warble mode has been filtered out in the DMD post-processing to highlight the splitting between
the two components at 56.6 Hz and 66.2 Hz.
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Figure 10.8: Highly resolved FTF (δf = 5 Hz) of pressure for cases M0H0 (left) and M0.1H0 (right).
At zero Mach number (Mθ = 0) the two components are degenerate and share the same frequency
f = 62 Hz. With a mean swirl motion (Mθ = 0.1), the azimuthal mode is split into two components at
f− = 55 Hz and f+ = 65 Hz and a warble mode appears at fw = 10 Hz.

To analyze the mode structure of the two components, a Fourier Transform is per-
formed on the whole pressure field for both the symmetric (M0H0) and non-symmetric
(M0.1H0) cases. Only one component is found at Mθ = 0 (f = 62 Hz) while two
components are obtained at 55 Hz and 65 Hz for Mθ = 0.1. The associated pressure
modulus and phase fields (Fig. 10.10) confirm that with no mean flow the mode is degen-
erate (the two components have the same frequency and structure) and remains standing
(Fig. 10.10, left). The introduction of a bulk swirl however splits the mode into two
spinning modes as predicted by linear analysis (Bauerheim et al., 2014e): the co-rotating
mode (Fig. 10.10, right) and a counter-rotating mode (Fig. 10.10, middle).

Indeed, adding two spinning modes with different frequencies f± = c0(1±Mθ)
2Lc

but
same amplitudes (P1 = P2) produces the rotating mode observed in this LES similarly
to Staffelbach et al. (2009) and Wolf et al. (2012):

P = P1 cos

(
−θ + 2πf 0t+

πc0Mθ

Lc

t

)
+ P2 cos

(
θ + 2πf 0t− πc0Mθ

Lc

t

)
(10.4)

= 2P1 cos(2πf
0t) cos(θ − 2πt/Tc) (10.5)

where f 0 = c0

2Lc
≈ 62 Hz is the frequency of the mode with no mean flow and Tc =

2Lc

c0Mθ
≈ 157 ms is the period of rotation at the convective speed c0Mθ corresponding to a

warble mode at the frequency fw = 1/Tc ≈ 6 Hz.
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10.3.3 Geometry Symmetry breaking using one Helmholtz res-
onator (case M0H1)

Stow & Dowling (2003) have shown that Helmholtz resonators can damp an azimuthal
mode and suggest optimal locations of these damping devices. This can be tested using
AMT. First, one Helmholtz resonator is introduced in the annular chamber to break
symmetry (Figs. 10.2 and 10.3). Pressure signals at four probes (Fig. 10.11) located near
the surrogate burners indicate that one mode is damped while the other is still present:
the mode is split into two distinct components. The associated C-indicator shows that
the azimuthal mode, initially standing at t = 0 ms (a- in Fig. 10.11), becomes spinning
(b- in Fig. 10.11) until the limit cycle is reached at t = 300 ms (c- in Fig. 10.11), where
the mode is standing again but imposing a pressure node at the Helmholtz resonator
location.

ωt

C(t) =
1

N

NX

k=1

pk(θk, t)e
jθk
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Figure 10.11: Pressure signals (left) and C-indicator (right) for the case M0H1: the azimuthal is split
into two components with different growth rates. One is amplified while the other is damped. The nature
of the mode is changing (bottom) from a) standing to b) almost spinning and finally c) standing.

To analyze these dynamic phases (standing - spinning - standing), a Sliding Fourier
Transform (SFT) of the pressure field is performed. It focuses on three particular periods:

• From 0 ms to 50 ms (a- in Fig. 10.12): it corresponds to the injected standing
mode.

• From 100 ms to 150 ms (b- in Fig. 10.12): a transient phase occurs where the
nature changes, the azimuthal mode evolving from standing to spinning.

• From 270ms to 320ms (c- in Fig. 10.12): the limit cycle is reached and corresponds
to a standing mode imposing a pressure node at the Helmholtz resonator location
(× in Fig. 10.12).
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to 150 ms) and c) final standing mode imposing a pressure node at the Helmholtz resonator location
identified by × (time from 270 ms to 320 ms). In addition, the linear acoustic solution is displayed
(right) showing a good agreement with the limit cycle (c).

In addition, the acoustic mode of the M0H1 case is also computed by a Helmholtz
solver (Section 10.2.3). The mode (the damped component is not shown here) structure
obtained (a standing mode imposing a pressure node at the Helmholtz resonator location)
is in good agreement with the limit cycle observed in the LES (c- in Fig. 10.12) which
demonstrates that linear analysis is able to predict structure of modes even in the limit
cycle when no combustion occurs. As explained in (Bauerheim et al., 2014e), the linear
analysis provides here good estimations of mode structure because the mode nature is
mainly controlled by the splitting due to the introduction of one damping device and
not the non-linearities. These results show that breaking symmetry by introducing one
Helmholtz resonator splits the azimuthal mode into two components which can have
radically different behaviors and frequencies. This is the main specificity of azimuthal
modes in non-symmetric annular combustors compared to simpler longitudinal modes
with only one component or azimuthal modes in purely axisymmetric configurations
where the two components are degenerate (i.e. with the same characteristics) (Bauerheim
et al., 2014e).

10.3.4 Symmetric case using two Helmholtz resonators (case
M0H2)

As suggested by Stow & Dowling (2003), a second Helmholtz resonator has to be intro-
duced to damp the two components of the azimuthal modes: the two damping devices
are placed at 90◦ from each other (Fig. 10.3, d) to symmetrize the annular chamber and
to efficiently damp the acoustic mode. Indeed, the theory developed for GS breaking
in Chapter 2 proves that a splitting occurs if and only if γ(±2p) = 0 where p is the
azimuthal mode order (here p = 1) and γ is the Fourier transform of the asymmetry pat-
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tern: γ(k) =
∑N−1

i=0 Γ0
i e

−j2kiπ/N . For example, the previous case studied in Section 10.3.3
has introduced one Helmholtz resonator in the annular chamber with N = 4 sectors. If
there is one resonator at the ith junction between sectors, the coupling parameter is set to
Γ0
i = 1 for the sake of simplicity here, while it is null (Γ0

i = 0) otherwise. Consequently,
its asymmetry pattern is s1 = [1 0 0 0] and its Fourier transform γ = ŝ1 = [1 1 1 1]:
the splitting coefficients are γ(±2) = 1 (corresponding to the third coefficient of ŝ1 since
Fourier coefficients are ranked from the 0th to the N − 1th) so that a splitting occurs, as
shown in Fig. 10.11. However, introducing an other similar Helmholtz resonator at 90◦

modifies the asymmetry pattern (now s2 = [1 1 0 0]) and its Fourier transform becomes
ŝ2 = [2 1− j 0 1+ j]: the coefficients γ(±2) are now zero showing that the configuration
is symmetric and that no splitting should occur. It is interesting to note that placing the
second resonator at 180◦ instead of 90◦ would lead to s3 = [1 0 1 0] and ŝ3 = [2 0 2 0]
indicating that the configuration is not symmetric (γ(±) = 2).
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Figure 10.13: Pressure signals (left) and C-indicator (right) for the case M0H2: the two components
of the azimuthal modes are damped with the same damping rate estimated at α = 1.0 s−1.

Pressure signals at four probes (Fig. 10.13) located near the surrogate burners indi-
cate that the two components are damped. The associated C-indicator shows that the
azimuthal mode, initially standing at t = 0 ms becomes spinning in the clockwise di-
rection. To numerically estimate the damping/growth rates of each component, a linear
mode reconstruction is performed on the azimuthal mode. The generic form of the linear
mode reconstruction is assumed to follow:

Prec = P̄0 +Aeαtcos(2πft+ φ0) (10.6)

where P̄0 = 1.013 105 Pa is the mean value of the pressure signal, A is the pressure am-
plitude, α is the growth or damping rate of the mode, f is the estimated frequency and
φ0 is a phase to match the initial pressure observed in the LES. Linear mode reconstruc-
tion using Eq. (10.6) is performed on the azimuthal mode (Fig. 10.14) using parameters
described in Tab. 10.2. Both components are damped and have the same frequencies
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(62.5 Hz) and growth rates (α ≈ −7 s−1): the mode is degenerate (i.e. the two com-
ponents have the same characteristics) because the introduction of the second damping
device has symmetrized the configuration. Note however that non-linear effects appear
for low pressure amplitudes registered in the probe located at θk = π

2
(and θk = 3π

2
not

shown here) in Fig. 10.14.

Components Location A α f φ0

Damped θk = 0 450 Pa −7 s−1 62.5 Hz 0
Damped θk =

π
2

125 Pa −7 s−1 62.5 Hz π

Table 10.2: Parameters used for the linear reconstruction with two Helmholtz resonators.
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Figure 10.14: Pressure oscillations observed in the LES ( ) for two probes located at θk = 0 (left)
and θk = π

2 (right). Mode reconstruction with A ≈ 450 Pa, f ≈ 62.5 Hz and α ≈ −7 s−1 ( , left)
and A ≈ 125 Pa, f ≈ 62.5 Hz and α ≈ −7 s−1 ( , right).

10.4 Mode dynamics analysis: time-evolution of the

azimuthal mode nature

Finally, the dynamics of azimuthal modes is unveiled for the three cases at null Mach
number (M0H0, M0H1 and M0H2) by extracting the envelope A±(t)2 of the two com-
ponents q± = p̂ ± ρ0c0ûθ of each mode using the JAWA methodology (Section 8.4.2).

2The envelope extraction of the signal q(t) is performed using the JAWA methodology using a
filtered Hilbert transform: 1) the Hilbert transform H(q) is computed 2) the envelope defined by
A(t) =

√

q2 +H(q)2 is obtained and 3) a low-pass filtering of the envelope A(t) is performed to smooth
out spurious oscillations.
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Figure 10.15 shows the time evolution of the two envelopes A± for each case with iso-
structure lines (i.e. constant ratio A+/A−, ) and iso-energy circles (i.e. constant

acoustic energy3 Eac =
p̂2

2ρ0c20
+ ρ0

2
û2, ):

• Case M0H0 : (a) the injected mode is initially standing (A+ = A−) and remains
the same because no damping, asymmetry or combustion are introduced (b).

• Case M0H1 : (a) the injected mode is initially standing leading to A+ = A− but
(b) because of the Helmholtz resonator, the mode rotates to impose a pressure node
at the Helmholtz resonator location and cancel its effect (c): therefore the mode is
finally standing (A+ = A−). Because of the damping device, acoustic energy has
been dissipated leading to smaller final values of A±. This result is consistent with
the FFT analysis displayed in Fig. 10.12.

• Case M0H2 : (a) the injected mode is initially standing (A+ = A−) (b) damp-
ing devices dissipate the injected acoustic energy which leads to a decrease of the
envelopes A±. Compared to the previous case M0H1, the configuration is symmet-
ric and only weakly affects the initial mode structure: the acoustic mode remains
standing while it is dissipated by the two Helmholtz resonators. Nevertheless, the
mode structure slightly drifts toward the clockwise spinning region at low amplitude
as already shown by the C-indicator in Fig. 10.13

A
+
(P

a
)

A− (Pa)

b

S
P
IN

N
IN

G
C
W

SPINNING ACWST
A
N
D
IN
G

a

A
+
(P

a
)

A− (Pa)

a

b

c

S
P
IN

N
IN

G
C
W

SPINNING ACWST
A
N
D
IN
G

A
+
(P

a
)

A− (Pa)

S
P
IN

N
IN

G
C
W

SPINNING ACW

a

b
ST
A
N
D
IN
G

case M0H0 case M0H1 case M0H2
(Non-Symmetric)(Symmetric) (Symmetric)

A
+

A
−

=
2.
0

A
+

A
−

=
1.
0

A
+

A
−
= 0.5

A
+

A
−

=
2.
0

A
+

A
−

=
1.
0

A
+

A
−
= 0.5

A
+

A
−

=
2.
0

A
+

A
−

=
1.
0

A
+

A
−
= 0.5

Figure 10.15: Time evolution of the two filtered envelopes of the waves q± = p̂±ρ0c0ûθ in the cases at

null Mach number M0H0 (left), M0H1 (middle) and M0H2 (right). : Iso-structure lines A+

A−
= 0.5,

1.0 and 2.0 ; : Iso-energy circles. The initial injected modes are standing (A+ = A−).

Initializing similar cases to M0H0, M0H1 and M0H2 but with a clockwise (CW)
spinning mode (A+/A− = 4) instead of a standing mode (A+/A− = 1) results in evolution
shown in Fig. 10.16 where the time-evolution of mode dynamics for each case is:

• Case M0H0 : (a) the injected mode is initially spinning and remains the same
(b) since no damping, asymmetry or combustion is introduced.

3Acoustic energy can be recast using the two waves q± = p̂± ρ0c0û as follow: Eac =
p̂2

2ρ0c20
+ ρ0

2 û2 =

1
4ρ0c20

(q+
2
+ q−

2
). Therefore, iso-contours of acoustic energy in the diagram (q+, q−) or (A+, A−) are

circles of radius 2c0
√
ρ0Eac.
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• Case M0H1 : (a) the injected mode is initially spinning (A+/A− = 4) but (c)
because of the Helmholtz resonator the mode evolves and finally imposes a pres-
sure node at the Helmholtz resonator location (after an overshoot (b)) to finish as
standing (A+ = A−) . Because of the damping device, acoustic energy has been
dissipated leading to smaller values of A±.

• Case M0H2 : (a) the injected mode is initially spinning and (b) damping devices
dissipate the injected acoustic energy which leads to a decrease of the envelopes
A±. Compared to the previous case M0H1, the configuration is symmetric and
only weakly affects the initial mode structure: the acoustic mode remains spinning
while it is dissipated by the Helmholtz resonators.
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Figure 10.16: Time evolution of the two filtered envelopes of the waves q± = p̂±ρ0c0ûθ in the cases at

null Mach number M0H0 (left), M0H1 (middle) and M0H2 (right). : Iso-structure lines A+

A−
= 0.5,

1.0 and 2.0 ; : Iso-energy circles. The initial injected modes are spinning in the clockwise direction
(A+/A− ∼ +4).

Figures 10.15 and 10.16 show that when the configuration is symmetric (M0H0 and
M0H2), the initial ratio A+/A− remains constant. However, as soon as symmetry is
broken (M0H1), the ratio A+/A− is not conserved and the final structure is fixed by the
asymmetry of the system (here standing due to the Helmholtz resonator) as predicted
by Bauerheim et al. (2014e). It proves that without combustion, the mode structure is
fixed by the asymmetries of the system which can be due to an azimuthal mean flow, the
introduction of one Helmholtz resonator or by mixing burners.

10.5 Conclusion

This paper presents a methodology called AMT (Acoustic Mode triggering) to study
acoustic mode dynamics in annular configurations: an acoustic mode computed by a
Helmholtz solver is properly introduced into the LES domain to avoid computing the
transient period and study the limit cycles. In particular, this approach can provide
a numerical estimation of the damping/growth rate of the injected mode. The AMT
method is then applied on a simplified annular combustor with four surrogate burners
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(no inlet and no combustion) to study two mechanisms controlling azimuthal modes by
breaking the axi-periodicity of the annular chamber: 1) the introduction of one Helmholtz
resonator and 2) the existence of a mean azimuthal flow. Results show that symmetry
breaking, either by adding a Helmholtz resonator or with a swirl motion, splits the
azimuthal mode into two components which can have different frequencies and growth
rates. Because of this splitting, one Helmholtz resonator cannot damp completely the
azimuthal mode: only one component is damped while the other remains present in the
annular chamber. However, symmetrizing the configuration by adding a second Helmholtz
resonator leads to a degenerate mode: the two components have the same frequencies
and growth rates: both components are damped and the damping rate is numerically
obtained via a linear mode reconstruction. Finally, the time-evolution of azimuthal mode
dynamics is obtained by the JAWA methodology for the three cases at null Mach number
showing both the asymmetry and damping devices effect on mode nature. This study
proves that the dynamics of azimuthal modes can be investigated using LES combined
with Helmholtz simulations. Results are in good agreement with recent linear theories
which substantiates that non-linearities are not the only feature controlling the limit
cycle.
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Conclusion and Perspectives

The present PhD thesis deals with the fundamental aspects of symmetry breaking in
azimuthal combustion instabilities and follows previous works performed at CERFACS
on theory (Parmentier et al., 2012) and LES (Wolf et al., 2010, 2012) and at Cam-
bridge and EM2C on the first annular experiments dedicated to azimuthal combustion
instabilities (Worth & Dawson, 2013b,a; Dawson & Worth, 2014; Bourgouin et al., 2013;
Bourgouin, 2014). The objective was to propose and develop a novel approach and ideas
on a major question encountered in the field of combustion instabilities: which key pa-
rameters control the stability and the nature of azimuthal modes ? Numerous studies
have treated this problem experimentally (Krebs et al., 2001; Moeck et al., 2010; Worth
& Dawson, 2013b; Bourgouin, 2014), numerically (Wolf et al., 2010, 2012; Campa et al.,
2011) and theoretically (Parmentier et al., 2012; Noiray et al., 2011; Noiray & Schuer-
mans, 2013; Ghirardo & Juniper, 2013) but usually emphasize on non-linear effects due
to combustion. However, the recent experiment built at Cambridge has indicated that
breaking the rotating symmetry, either by alternating different swirler types (Worth &
Dawson, 2013a) or by introducing baffles distributed along the annular chamber (Daw-
son & Worth, 2014), can affect the mode nature. In addition Noiray & Schuermans
(2013) also pointed out the possible effect of turbulence on the mode switching observed
experimentally and on real gas turbines (Krebs et al., 2001).

To investigate this new idea of symmetry breaking and unravel potential effects or
even passive control techniques, the whole range of tools, from theory to full LES of the
complete annular combustor, has been explored. Development of new theories (ATA-
CAMAC, Parmentier et al., 2012; Bauerheim et al., 2014d ,a,e,c) and tools (AMT, UQ,
Bauerheim et al., 2014b) are also required to cope with the extreme complexity of combus-
tion instabilities in complex annular combustion chambers. Major results are summarized
in the following.

Theoretical approaches

The preliminary work of Schuller et al. (2012) for longitudinal cases and Parmentier et al.
(2012) for simple annular combustors was extended to more complex annular geometries
to unravel coupling mechanisms between cavities. This analytical tool, called ATACA-
MAC provides the first fully analytical expression of the parameters controlling azimuthal
modes in an annular chamber with identical or different burners, with or without mean
flow.
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ATACAMAC is a unique tool because it allows to study azimuthal modes direct-
tly on an analytical framework without any numerical method. For example, ATACA-
MAC, shows that bifurcations may occur where the annular plenum and chamber become
strongly coupled which profoundly changes the stability of the whole system (Chapter 4).
Validations against a full 3D acoustic tool demonstrate a good agreement between theory
and acoustic simulations. Then, ATACAMAC is used to unveil key parameters on the
stability of azimuthal modes. First, a generalization of the work of Parmentier et al.
(2012) to a configuration with an arbitrary number of burners and allowing for asymme-
try in the system shows that two parameters are controlling the mode in the low coupling
factor limit (Chapter 2): (1) a coupling strength Σ0 corresponding to the mean flame
effect and (2) a splitting strength S0 associated to the symmetry breaking. Symmetry
can be broken by distributing different burner types along the azimuthal direction, as
done for a long time by Siemens using CBO devices on some of their burners (typically
20) and not on the others (typically 4). This type of asymmetry is called geometrical
symmetry breaking (GS) and promotes standing modes. A second type of symmetry
breaking, called flow symmetry (FS) breaking, is then investigated theoretically in Chap-
ter 3 showing that a mean azimuthal Mach number can also split the azimuthal mode
into two distinct components with a specific structure: this type of symmetry breaking
promotes spinning modes. Finally, theory of symmetry breaking is applied on a more
realistic combustion chamber containing 19 burners. The strongly coupled regime, where
a full analytical solution is not known today, is investigated using a UQ methodology
called Active Subspace (Chapter 5). This new method is able to reduce the size of the
uncertain input space from 38 to juste a few key parameters and proves that symmetry
breaking can be induced by uncertainties on the geometry or the flame models. It re-
veals that combustion instabilities are very sensitive to subtle changes in the chamber
design. More importantly, it suggests that controlling azimuthal modes in real industrial
gas turbines requires to control manufacturing margins.

This theoretical work and the ATACAMAC tool give promising results but still require
future studies. More specifically:

• The strongly coupled regime is observed in many industrial applications (Campa
et al., 2011) but analytical studies fail to uncover this problem. More investigations,
either by theory if possible or using numerical tools are needed to fully understand
coupling mechanisms in axisymmetric configurations with multiple annular cavities

• Symmetry breaking in PBC configurations at high coupling factors need to be
studied. Indeed, no benefit of breaking the rotating symmetry by mixing different
burner types is demonstrated when coupling factors are small. However, at high
coupling factors, symmetry breaking could potentially add degrees of freedom to
control these modes and therefore require further investigations.

• The present ATACAMAC tool is limited to pure azimuthal modes, a limitation due
to the outlet boundary condition. This limitation restrains the present work to the
first azimuthal mode of industrial combustors with a chocked nozzle and fails to
predict mixed modes in academic annular rig open to the atmosphere. Therefore,
an extension of the quasi-one-dimensional ATACAMAC tool to a two-dimensional
tool accounting for an arbitrary outlet impedance is an important path to follow.
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In particular, the question of outlet impedance effects on the stability of the mode
could be answered, which is still en open question today. This is one possible
explanation of the difference between industrial gas turbines proned to azimuthal
modes and academic configurations where azimuthal combustion instabilities are
less frequent, longitudinal modes often dominating.

• For the first time UQ methodologies were applied on a thermo-acoustic problem.
This path should be followed to treat more complex problems, for instance with
a higher number of input parameters or by using more expensive tools such as
Helmholtz solvers.

• Finally, more theories should focus on acoustic damping which is a key parameter
controlling the stability of acoustic mode but only a few studies address this prob-
lem. This topic is currently investigated at CERFACS and should be continued.

Large Eddy Simulation of forced and self-excited az-

imuthal modes

Large Eddy Simulation is a promising tool to understand underlying phenomena leading
to combustion instabilities since driving but also damping mechanisms are resolved. This
PhD thesis has focused first on demonstrating the capability of such a tool to predict
accurately the flame-acoustic interaction by computing Flame Transfer Functions of a
single-sector of the Cambridge annular combustion chamber (Chapter 7). Results show
that LES models do not affect the FTFs in this case and reveal key parameters con-
trolling the azimuthal modes: the fuel type, the heat losses at walls and the azimuthal
confinement. Combining these LES results with an Helmholtz solver computing acoustics
in the full annular case demonstrates the accuracy of LES predictions, validated against
experimental observations. Then, LES of the 360◦ configuration has been compared to
experimental data provided by Cambridge (Worth & Dawson, 2013b,a; Dawson & Worth,
2014). Due to its extreme cost, only the growth phase is studied in this PhD and shows a
good agreement with experimental observations. In particular, it reveals that the start-
up procedure generates multiple modes in both the LES and in the experiment which
complicates the understanding of key phenomena driving the instabilities and therefore
methods to suppress them. Typically, the azimuthal mode grows together with a longitu-
dinal mode, making the analysis complicated. A new post-processing methodology, called
JAWA, is also developed to systematically analyze the mode nature and its dynamics even
when short signals are provided. Only a few works on full LES of annular combustor have
been conducted until now but this effort must be continued and complement experiments:

• A complete validation of a full annular LES against experiment is still missing due
to the difficulty to represent experimental features in LES (for example here the
annular plenum with sand, grids etc.). In that view, simulations and experiments
in this field should be developed side-by-side and not separately.

• Even if mechanisms leading to combustion instabilities are well known in gaseous
simple longitudinal premixed configurations, methodologies still lack for simula-
tions with multiphase flows or multiple inputs - single output (MISO), sush as
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complex industrial configurations with multipoint injection systems, effusive plates
and complex swirlers where fuel and air are injected at different locations. Usually,
these complex cases are treated by forcing one or only a few entries of the system
which leads to an incomplete answer on combustion instabilities.

• A particular emphasis should be made on multiphase flows which are encountered
in many industrial gas turbines. The first simulations of forced multiphase flow
LES have been conducted in this PhD but not discussed in this thesis for confi-
dentially purposes. These simulations have shown that numerous mechanisms due
to liquid transport and the evaporation process lead to gaseous fuel oscillations
and can impact the stability of the system. These multiphase mechanisms are less
documented than pure gaseous ones and should be explored intensively using both
LES and experiments. In particular, specific damping mechanisms are present in
multiphase flows but are complex and not yet fully understood. An important
research effort must be made in that direction.

• In general, damping mechanisms are needed for a complete framework on combus-
tion instabilities. LES is a promising tool to build models for theories or low order
models and acoustic tools. This path is currently followed at CERFACS and should
be continued.

Acoustic Mode Triggering: a novel approach to study

combustion instabilities

A novel methodology combining LES and Helmholtz simulations, called Acoustic Mode
Triggering (AMT), is developed in this PhD thesis. It allows the study of acoustic modes
in the time-domain at low cost. First, validation on simple laminar configurations have
been conducted and show a very good accuracy (error is of the order of 10−2) on the
frequency and growth predictions at low Mach numbers (until M = 0.1). This tool is
then applied on a longitudinal turbulent case. It offers a new method to study the cross-
interaction between acoustics and turbulence. In particular, it proves that turbulence
can trigger acoustic modes and that acoustic can affect back the turbulence by modifying
its production and dissipation as observed on energy spectrum results. Finally, AMT
is applied on simplified annular configurations to study the effects of both FS and GS
breaking on azimuthal modes. Results are promising and show good agreement with
the theoretical work developed in Part I of this thesis. Moreover, it allows the study of
mode nature and its dynamics and reveal that: (1) Symmetry breaking affects the mode
nature and (2) in axisymmetric configurations the nature is mainly impose by the initial
state when no combustion occurs. This novel approach has shown interesting results and
therefore needs to be applied on more complex configurations to investigate driving and
damping mechanisms of combustion instabilities:

• Usually turbulence and acoustic interactions are investigated by forcing acoustic
waves at the inlet or by pulsating walls. AMT provides here a third approach which
deserves to be further exploited. In particular, the theoretical result of Noiray &
Schuermans (2013) about turbulence affecting the azimuthal mode nature can be
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investigated using AMT.
• The present work focused only on Helmholtz resonators. Other damping devices or

mechanisms can be studied using AMT. In particular, baffles have been distributed
along an academic chamber to analyze their impact on both stability and the nature
of the unstable acoustic mode in a recent experimental work (Dawson & Worth,
2014). Moreover, mode conversion between acoustic waves into other forms like
vorticity or entropy waves could be investigated using this approach. AMT appears
as a potential efficient tool to build new damping models for low order and acoustic
tools.

• In this PhD, AMT is applied only on configurations with no combustion. Flames
should be introduced to investigate the effects and interactions between symmetry
breaking and non-linear flame behavior in annular combustors and compare results
to recent theories (Noiray et al., 2011; Bauerheim et al., 2014e,a).
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Symmetry breaking in the aeroacoustic field

Symmetry breaking appears in a wide range of physical problems. A new perspective of
this work is therefore the application of the theoretical background developed in Part I
to other physical phenomena, especially in aeroacoustics. For instance, Fig. 10.17 (LES,
left) shows the noise produced by a main landing gear (Giret et al., 2013) which exhibits
similar behaviors as ones observed in this thesis: coupling between the two cavities in the
wheels (here in opposite phase) and GS symmetry breaking due to the vertical leg. AVSP
simulations of the configuration with (Fig. 10.17, bottom right) and without (Fig. 10.17,
top right) leg highlights both the coupling and the symmetry breaking effects on the
mode structure and frequencies: similarly to Chapter 2, the symmetry breaking leads
to a standing mode (constant phase, not shown here) and a frequency splitting ∆f ≃
32 Hz which may either destabilize the configuration, increase noise generation or lead to
potential warble phenomena at low-frequencies. This recent observation requires further
investigations, in particular using theory to complement numerical and experimental
efforts.
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Figure 10.17: LES of an aircraft main landing gear (Lagoon project, left) and pressure fluctuations
obtained by AVSP (middle) for the configuration with (right, bottom) and without (right, top) the
vertical leg. Both coupling and symmetry breaking are observed and lead to a frequency splitting
∆f ≃ 32 Hz.
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Appendix A

Analytical expression of the splitting
strength

The general analytical expression of the splitting strength S0 is:

S2
0 =

N∑

i,k=1

Γ0
iΓ

0
k cos

(
4pπ

N
[k − i]

)

(A.1)

Using cos(a − b) = cos(a) cos(b) + sin(a) sin(b) one may recast the splitting strength
as:

S2
0 =

[
N∑

i=1

Γ0
i cos(4pπi/N)

]2

+

[
N∑

i=1

Γ0
i sin(4pπi/N)

]2

The above equation can be recast using the identity a2 + b2 = (a+ jb)(a− jb) where
j2 = −1:

S2
0 =

[
N∑

i=1

Γ0
i e

j4pπi/N

]

×
[

N∑

i=1

Γ0
i e

−j4pπi/N

]

= γ(−2p)× γ(2p) (A.2)

where γ(k) is the kth Fourier coefficient of the asymmetry pattern Γ0 defined as γ(k) =
∑N

i=1 Γ
0
i e

−j2πki/N .
Finally, the splitting strength is:

S0 =
√

γ(2p)× γ(−2p) (A.3)

The splitting strength obtained in the previous equation (A.3) gives some useful re-
sults:

• 1) Noiray et al. (2011) obtained a similar result where the splitting strength is con-
trolled only by γHR(2p), the 2p

th Fourier coefficient of the heat-release distribution.
Equation (A.3) is a generalization of such a result: the network model developed
in this paper retains more geometry and flow features than the simple annular rig

243



244 Chapter A : Analytical expression of the splitting strength

considered in (Noiray et al., 2011). In particular, it is shown here that the mode
is controlled by the azimuthal distribution of the coupling parameter (which in-
cludes the active flame (n − τ model) but also the geometry characteristics, the
upstream impedance Z of the burners as well as the difference between cold and
burnt gases). It appears that all these features can effect the whole asymmetry of
the system and therefore the stability and, consequently, cannot be neglected when
studying combustion instabilities.

• 2) If all coupling factors are the same (symmetric configuration), then the spectrum
γ(k) is null everywhere except for k = 0 or k = N (where γ(0) = γ(N) = Σ0 =
∑N

i=1 Γ
0
i is the total coupling of the system) which leads to two types of azimuthal

modes:

a) If p is not N/2, N , 3N/2 etc. then γ(±2p) = 0 and the splitting strength is
null:

S0 = 0 (A.4)

These modes are characterized by no splitting: the two components of the
azimuthal mode have the same frequencies and growth rates. They are called
”degenerate doublets”.

b) However, if p = N/2, N , 3N/2 etc. then γ(±2p) =
∑N

i=1 Γ
0
i = NΓ0 which

gives:

S0 = NΓ0 (A.5)

These modes are characterized by a strong splitting: the two components of
the azimuthal mode have different frequencies and growth rates. They are
called ”non-degenerate singlets”.

• 3) If only two types of burner are introduced in the combustion chamber (i.e.
coupling factors can only take the value Γ0

1 or Γ0
2 for i ∈ [1, N ]), then for mode

satisfying p 6= N/2, N, ... the splitting strength S0 can be decomposed as:

S0 =

Imposed by the pattern
︷︸︸︷

2K
(
Γ0
1 − Γ0

2

)

︸ ︷︷ ︸

Imposed by the difference between burner types 1 and 2

(A.6)

where the reduced splitting strength K depends only on the asymmetry pattern
and (Γ0

1 − Γ0
2) is fixed by the burner characteristics.

Proof:
The Fourier coefficient γ(k) can be viewed as a polynomial of degree one with N
indeterminates (or variables) Γ0

i and coefficients depending on the asymmetry pat-
tern. When considering only two burner types (corresponding to coupling factors
Γ0
1 and Γ0

2), γ(k) reduces to a polynomial of only two variables. The previous point
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(2) proves that for modes satisfying p 6= N/2, N, ... the splitting strength and there-
fore γ(±2p) are null when Γ0

1 = Γ0
2. As Γ

0
1 − Γ0

2 is a common root of γ(±2p) which
are one-degree polynomials, they can be recast as:

γ(2p) = α2p(Γ
0
1 − Γ0

2) and γ(−2p) = α−2p(Γ
0
1 − Γ0

2) (A.7)

where α2p and α−2p depend only on the asymmetry pattern. Consequently, using
equation (A.3), the splitting strength reads:

S0 =
√

α2p(Γ0
1 − Γ0

2)× αN−2p(Γ0
1 − Γ0

2) =
√
α2pαN−2p

︸ ︷︷ ︸

2K

(Γ0
1 − Γ0

2) (A.8)
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Appendix B

Summary of the analytical method
providing the stability map of the pth

azimuthal mode

This Section summarizes the analytical method to provide the stability map of the pth

azimuthal mode of a chamber with N burners.

• 1) Compute the coupling factors of each burner:

Γ0
i = −j

2

Si

Sc

F0Ck0

1−α[jS
k0u
α Z + C

k0u
α ] + Sk0

1−α[jC
k0u
α Z − S

k0u
α ]

F0Sk0
1−α[jC

k0u
α − S

k0u
α Z] + Ck0

1−α[C
k0u
α Z + jS

k0u
α ]

(B.1)

where F0 = c0ρ0

c0uρ
0
u
(1 + nie

jω0τi), Cy
x = cos(xyLi), Sy

x = sin(xyLi), k0 = ω0/c0,

k0
u = ω0/c0u, Z is the upstream impedance and ω0 = pπc0

Lc
.

• 2) Compute the total ”coupling strength” Σ0 =
∑N

i=1 Γ
0
i .

• 3) Compute the ”splitting strength” S0:

S0 =

√
√
√
√

N∑

i,j=1

Γ0
iΓ

0
jcos

(
4pπ

N
(j − i)

)

=
√

γ(−2p)γ(2p) (B.2)

where γ(k) is the kth Fourier coefficient of the asymmetry pattern.
• 4) The pth azimuthal mode is composed of two modes V + and V − with the same

order p but different wavenumber perturbations ǫ± given by:

ǫ+ = −1

2
(Σ0 + S0) and ǫ− = −1

2
(Σ0 − S0) (B.3)

• 5) Then compute the complex frequency of the system from the definition of the

wavenumber perturbation (k±Lc =
2πf±

c0
Lc = pπ + ǫ±) and equation (B.3):

f± =
pc0

2Lc

− c0 (Σ0 ± S0)

4πLc

(B.4)
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• 6) Finally, the two components of the pth azimuthal mode can have different fre-
quencies (f+ 6= f−, non-degenerate singlets) if S0 6= 0 or the same frequencies
(f+ = f−, degenerate doublets) if S0 = 0. The growth rate of each mode is ob-
tained from the imaginary part of the complex frequency obtained in equation (B.4):

Growth rate± = Im(f±) = − c0

4πLc

Im (Σ0 ± S0) (B.5)
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Appendix C

Effect of non-linearities on symmetry
breaking in annular combustors

This PhD. thesis focuses on the linear regime using n− τ or FTF models. This appendix
however briefly describes a non-linear approach for ATACAMAC, similar to the one
developed by Silva et al. (2013) to study its impact on symmetry breaking in annular gas
turbines, recently observed by Ghirardo et al. (2015). This appendix tries to explain this
non-linear behavior using the physical interpretation developed all along this PhD thesis
and more specifically by relating non-linearities and the splitting strength coefficient.

For a set of FTF’s (i.e. (ni, τi)i=1..N), the ATACAMAC tool provides the corresponding
frequency and growth rate of the azimuthal acoustic mode. As proposed by Silva et al.
(2013), this linear analysis can be extended to non-linear regimes by introducing FDF’s
(i.e. (ni(ûi), τi(ûi))i=1..N) firstly proposed by EM2C (Noiray et al., 2008), which depend
on the acoustic velocity level at the burner locations. Thus, the methodology follows four
steps:

(1) A very small velocity perturbation û0
i is imposed at the initial time t = t0. At the

initial time step, all burners have the same perturbation.
(2) The FDF (û) is interpolated a the level û0

i , which provides a set (n0
i , τ

0
i )i=1..N .

(3) ATACAMAC is used to predict the complex frequency ω associated to (n0
i , τ

0
i )i=1..N .

(4) The frequency and growth rate are used to construct a new velocity perturbation
ûi at the time t = t0 +∆t:

(1 bis) The new velocity perturbation is used to interpolate the FDF’s at the next step.

ûi(t
0 +∆t) = ûi(t

0)e−jω∆t (C.1)

To illustrate this methodology and non-linear behaviors of acoustic modes, a few
examples are proposed here based on a PBC configuration (2 annular cavities) with
N = 4 burners, similar to the one studied previously in this manuscript:

• Example 1) Stable mode with standard FTF or FDF: As shown in Fig. C.1,
an arbitrary FDF and its associated FTF are chosen. The methodology proposed
is performed focusing on the first azimuthal mode (the plenum mode at about
58 Hz). The velocity perturbation is rebuilt using Eq. (C.1) and is displayed in
Fig. C.2. Since the mode is stable, no difference is observed between the FTF and
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the FDF computations. It is worth noting that such a time-domain analysis using
ATACAMAC is efficient to compute long time signals, information that cannot
provide LES because of its extreme cost.

τ
(s
)

n
(−

)

u0/ū0 (−)u0/ū0 (−)

FTF FDF

Figure C.1: FDF and its associated FTF choosen arbitrary here.
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u
0
/ū
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Figure C.2: Acoustic velocity perturbation of the first azimuthal mode varying in time at one burner
location rebuilt using Eq. (C.1) for both FTF and FDF. Since the mode is stable, no difference between
FTF and FDF is observed.

• Example 2) Unstable mode with standard FTF or FDF: The same FTF and
FDF presented in Fig. C.1 are used but now ATACAMAC focuses on the second
azimuthal mode (the chamber mode at about 90 Hz) of the configuration. Fig. C.3
shows that the mode is unstable. Compared to the FTF formulation, a limit cycle
appears when using a FDF which proves, as suggested by Silva et al. (2013), that
such an approach can incorporate non-linear behaviors into tools initially designed
for the linear regime. First, for t < 0.7s, the amplitude and time-delay obtained
by the FTF and FDF are similar and therefore both formulations leads to an
unstable mode. Then, for t around 0.7s the FTF and FDF differ leading to different
ATACAMAC predictions. In this case, the growth rate is lower when using a FDF
than with a FTF, leading to a saturation effect. For t > 0.7s, the FTF still leads to
an unstable mode while the FDF leads to a null growth rate estimation: the mode
is non-linearly stable and the limit cycle appears.
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/ū

0
(−

)

Time (s)

u
0
/ū
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Figure C.3: Acoustic velocity perturbation of the second azimuthal mode varying in time at one burner
location rebuilt using Eq. (C.1) for both FTF and FDF. The mode is found unstable and a limit cycle
appears when using the FDF formulation.

• Example 3) Mode switching and non-linear triggering: Example 2 has
shown that simple non-linear behaviors can be observed using the ATACAMAC
tool (designed for the linear regime) accompanied with a FDF formulation. In this
example, the same configuration is studied but with a different FDF (Fig. C.4) to
highlight more complex non-linear phenomena such as mode switching and non-
linear triggering. Figure C.5 displays the acoustic velocity perturbation varying in
time at one burner location rebuilt using Eq. (C.1). At the initial time, the first
azimuthal mode at 58 Hz is stable and the second azimuthal mode at 90 Hz is
unstable. As soon as the acoustic velocity grows, the FDF is changing, leading to
a case where the plenum and the chamber become strongly coupled (Bauerheim
et al., 2014d). Then, the non-linearities trigger the plenum mode which is now
unstable. The acoustic perturbation growing, the plenum and chamber become
again uncoupled. However, now, the chamber is stable while the plenum is unstable.
Finally, the instability was triggered by the chamber mode at 90 Hz, but the limit
cycle corresponds to the plenum mode at 58 Hz. Zooms on the mode switching
(from chamber to plenum mode, bottom left) and on the limit cycle of the triggered
plenum azimuthal mode (bottom right) are also given in Fig. C.5.

These few examples have examplified the ATACAMAC capability to retrieve some
non-linear behaviors of azimuthal modes. The question asked now is “how non-linearities
can affect azimuthal modes, and especially the symmetry breaking ?”. Indeed, Ghirardo
et al. (2015) have recently proven mathematically that non-linearities of the flame model
can lead to a symmetry breaking. This idea is developed here using the ATACAMAC
formulation, while Ghirardo et al. (2015) have used a full non-linear formulation, but on
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Figure C.4: FDF chosen for Example 3 to highlight mode switching and non-linear triggering.
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Limit)cycle)at)58Hz)
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Figure C.5: Acoustic velocity perturbation of a strongly coupled mode (plenum/chamber) varying in
time at one burner location rebuilt using Eq. (C.1). At the initial time the first azimuthal mode is stable
while the second one is unstable. When the acoustic velocity grows, the FDF is changing leading to a
mode switching (from a chamber to a plenum mode, bottom left). The final limit cycle corresponds to
the plenum azimuthal mode initially stable (bottom right).

a simple annulus, as firstly proposed by Noiray et al. (2011) and extended by Ghirardo
& Juniper (2013).

The idea proposed by Ghirardo et al. (2015) can be reformulated using the ATACA-
MAC formulation as follows: in a symmetric configuration, all flames are supposed iden-
tical, meaning that all flames have the same behavior characterized by their FTF or FDF.
In other words, all flames have the same set (ni(ûi, ω), τi(ûi, ω)). In the FTF formulation,
it implies that all flames have exactly the same (n, τ) and therefore the configuration is
fully symmetric. However, in the non-linear regime, flames located at a velocity node
and velocity anti-node will behave now differently: typically, flames at velocity nodes are
characterized by (ni(ûi, ω), τi(ûi, ω)) = (ni(0, ω), τi(0, ω)) = (nFTF , τFTF ) while flames at
velocity anti-nodes are described by (ni(ûi, ω), τi(ûi, ω)) = (nFDF , τFDF ) 6= (nFTF , τFTF ).
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Consequently, as shown in Fig. C.6, the configuration is symmetric (left) but the
solution is asymmetric (right). This asymmetry can be physically explained by the AT-
ACAMAC formulation developed all along this PhD thesis: as displayed in Fig. C.6, the
network model associated to the configuration with non-linear flames is not symmetric
and the asymmetry pattern is directly linked to the azimuthal mode order p (p = 1 in
Fig. C.6). Indeed, the FDF is usually, not a function of the velocity perturbation û itself,
but rather a function of its module ‖û‖. For the case with N = 4 burners, it suggests
that the two flames located at a velocity anti-node have the same n − τ parameters (◦,
subscript FDF) while the two other flames have different n− τ parameters (•, subscript
FTF because at a velocity node). Consequently, the asymmetry pattern is ◦ • ◦ • which
leads to a strong splitting strength (see Parmentier et al., 2012; Bauerheim et al., 2014a,
for details about splitting effects with the asymmetry pattern ◦ • ◦ •): it shows that
non-linearities can break the symmetry of the annular configuration. This GS breaking
induces a splitting effect, which increases while the differences between nFDF −nFTF and
τFDF −τFTF increase. More generally, an azimuthal mode of order p (i.e. û ∼ sin(pθ)) has
a modulus, and therefore an asymmetry pattern due to non-linearities in the flame model,
varying like ‖û‖ ∼ ‖ sin(pθ)‖ with a Fourier spectrum F [‖û‖](k) = − 2

π(4k2−1)
δ(k − 2np)

where n ∈ Z1. Thus, since the splitting strength S0 is associated to the Fourier coefficient
±2pth of the asymmetry pattern, non-linearities can affect strongly the symmetry of the
configuration leading to a non-null splitting effect increasing with the difference between
the FTF (at velocity nodes) and the FDF (at velocity anti-nodes) but decreasing with
the azimuthal mode order (since the Fourier coefficient varies like 1

π(8p2−1)
).

(nFDF , τFDF )

Acoustic velocity

Velocity nodes 

Velocity an.‐nodes 

(nFTF , τFTF )

REAL CONFIGURATION  NETWORK MODEL 

Figure C.6: First azimuthal mode in an annular cavity with N = 4 burners highlighting velocity nodes
and anti-nodes (left) and its associated network model (right). Because of the FDF formulation, flames
located at a velocity anti-nodes have different n− τ parameters than flames located at velocity nodes.

1One can prove that ‖sin(pθ)‖ = 2
π

∑

k∈Z

sin2(kpθ)
k2−1/4 = − 2

π

∑

k∈Z

1
4k2−1e

2jkpθ so that its spectrum is

− 2
π(4k2−1)δ(k − 2np) where n ∈ Z, thus with a strong k = ±2pth Fourier coefficient associated to the

fact the ‖û‖ has a period two times small than û

253



254 Chapter C : Effect of non-linearities on symmetry breaking in annular combustors

254



Appendix D

Analytical dispersion relation of a
PBC configuration with a single
burner (N = 1)

The analytical dispersion relation (Eq. (4.25)) is obtained for a general PBC configura-
tion with N burners. To explain the ATACAMAC approach leading to the analytical
eigenfrequencies of the system, the case of a single burner (N = 1) will be detailed1.

Considering only one burner, the transfer matrix M = R1T1− Id of the whole system
is:

M =







cos(2kuLp)− 1 − sin(2kuLp)
sin(2kuLp) + 2 cos(2kuLp)Γ1 −2 sin(2kuLp)Γ1 + cos(2kuLp)− 1

0 0
2 cos(kuLp)Γ3 −2 sin(2kuLp)Γ3

...

...

0 0
2 cos(2kLc)Γ2 −2 sin(2kLc)Γ2

cos(2kLc)− 1 − sin(2kLc)
sin(2kLc) + 2 cos(2kLc)Γ4 −2 sin(2kLc)Γ4 + cos(2kLc)− 1







(D.1)

In the general case with N burners, a Taylor expansion of this matrix has to be per-
formed as a first simplification. Here, the matrix is simple enough to compute analytically
the determinant leading to the exact dispersion relation:

(Γ1Γ4 − Γ2Γ3) sin(2kLc) sin(2kuLp)

+ 2Γ1[1− cos(2kLc)] sin(2kuLp)

+ 2Γ4[1− cos(2kuLp)] sin(2kLc)

+ 4[1− cos(2kLc)][1− cos(2kuLp)] = 0 (D.2)

The dispersion relation Eq. (D.2) is non-linear. The idea is to use a Taylor expansion
at the second (or third) order and to solve it analytically. The expansion has to be done

1Since there is only one burner, the index i has been omitted to simplify notations (e.g Γ1 instead of
Γi=1,1)
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(N = 1)

around a FDCp (i.e. kLc = pπ + ǫc) or FDPp (i.e. kuLp = pπ + ǫp) mode (see Section
4.3.3 for details). For instance, in the case of the WCC1 mode (kLc = π+ǫ which implies

kuLp = β(π + ǫc) where β = c0Lp

c0uLc
), the dispersion relation Eq. (D.2) becomes:

[cos(2πβ)− 1][ǫcΓ
0
4 + ǫ2c + o(ǫ2c)] = 0 (D.3)

where Γ0
4 is the value of Γ4 evaluated at kLc = pπ

Note that solutions of Eq. (D.3) being ǫc = −Γ0
4, it justifies that the term ǫcΓ

0
4 is

of the same order of magnitude than ǫ2c and therefore has to be kept in the analytical
dispersion relation Eq. D.2.

Analytical dispersion relations for N > 1 are more complex to derive but follow a
similar procedure. When N = 4, the dispersion relation of Tab. (D.1) are obtained:

Type Odd/Even Second-order dispersion relation (o(ǫ2))

WCC
Odd sin(pπβ)[ǫ2 + 4ǫΓ0

4 + 4Γ0
4
2
] = 0

Even sin(pπβ/2)[ǫ2 + 4ǫΓ0
4] = 0

WCP
Odd sin(pπ/β)[ǫ2 + 4ǫΓ0

1 + 4Γ0
1
2
] = 0

Even sin(pπ/(2β))[ǫ2 + 4ǫΓ0
1] = 0

Table D.1: Analytical expressions of wave number perturbation for WCCp and WCPp azimuthal modes
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Appendix E

Stability criterion of weakly coupled
modes for a four burners
configuration (N = 4)

A mode is stable if the imaginary part of the wave number is negative. Table E.1 shows
analytical expressions of the wave number perturbation ǫ for WCPp and WCCp modes1:

Type Odd/Even Wave number perturbation (ǫ)

WCC
Odd −2Γ0

4 −H(β)Γ0
2Γ

0
3

Even −2Γ0
4 −G(β)Γ0

2Γ
0
3

WCP
Odd −2Γ0

1 −H(1/β)Γ0
2Γ

0
3

Even −2Γ0
1 −G(1/β)Γ0

2Γ
0
3

Table E.1: Analytical expressions of wave number perturbation ǫ for WCCp and WCPp modes where

H(x) = 4 tan(pπx/2) and G(x) = 4 sin(pπx/2)
cos(pπx/2)−(−1)p/2

have real values.

Analytical stability criteria can be derived by calculating the sign of Im(Γ0
1), Im(Γ0

4)
and Im(Γ0

2Γ
0
3) using the following definitions: F∗ is the complex conjugate of the flame

parameter F = ρ0c0

ρ0uc
0
u

(

1 + n.ejω
0τ
)

, θ0 = ω0(1−α)Li/c
0 ∈ R and θ0u = ω0αLi/c

0
u ∈ R. The

notation D refers to D = |cos(θ0) sin(θ0u) + F sin(θ0) cos(θ0u)|2
With these notations, the sign of the imaginary part of these coupling parameters are:

Im(Γ0
1) =

Si

4SpD
sin(2θ0)Im(F) (E.1)

Im(Γ0
4) = − Si

4ScD
sin(2θ0u)Im(F) (E.2)

1Since all sectors are identical, the index i has been omitted to simplify notations (e.g Γ1 instead of
Γi,1)
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(N = 4)

Eqs. (E.1 - E.2) lead to simple analytical stability criteria for WCCp and WCPp
modes:

sin(2πτ/τ 0c ) sin

(

2pπ
αLic

0

Lcc0u

)

< 0 for WCCp modes (E.3)

sin(2πτ/τ 0p ) sin

(

2pπ
(1− α)Lic

0
u

Lpc0

)

> 0 for WCPp modes (E.4)
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Appendix F

Flame position effect on annular
combustors stability

Similarly to longitudinal modes in the Rijke tube (Schuller et al., 2012; Poinsot & Vey-
nante, 2011; Kaess et al., 2008), the flame position (defined by α) also controls the stability
(Eq. (4.48)). In a quasi-isothermal Rijke tube, for common (small) values of the FTF
time-delay τ , stability of the first longitudinal mode is obtained only when the flame is
located in the upper half of the tubes (Heckl & Howe, 2007; Zhao, 2012), i.e. α > 1/2,
which can be extended for the p-th longitudinal mode:

2m+ 1

2p
< α <

2(m+ 1)

2p
, ∀m ∈ N (Rijke tube) (F.1)

Eq. (4.48) highlights a similar behavior for azimuthal modes in a PBC configuration:
for a WCCp mode with small values of the time-delay τ < τ 0c /2, sin(2π

τ
τ0c
) is positive and

Eq. (4.48) leads to:

2m+ 1

2p

Lcc
0
u

Lic0
< α <

2(m+ 1)

2p

Lcc
0
u

Lic0
, ∀m ∈ N (WCCp modes) (F.2)

Usually, the critical flame position αcrit =
Lcc0u
2pLic0

is larger than unity because the half-

perimeter of the annular cavity is much longer than the burner length (Lc ≫ Li). Since
the range of the normalized flame position α is [0− 1], the flame position may affect the
stability only for high-order modes (i.e. p large enough to get αcrit < 1). For instance, in
the case described in Table 4.1 with the corrected burner length Li ≃ 0.76 m, the critical
flame positions αcrit and the stability ranges (Eq. (F.2)) are shown in Tab. F.1.

The change of stability with the flame position α for small time-delays predicted
in Tab. F.1 has been validated using the numerical resolution of the dispersion relation
(Eq. (4.25)) in Fig. F.1. The critical flame positions obtained in Tab. F.1 are well captured
for all modes. A situation where the plenum/chamber interaction is not negligible is
shown for the WCC1 mode with α = 0.3 (i.e. the flame is close the pressure node
imposed by the large annular plenum).
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Mode order (p) p = 1 p = 3 p = 5 p = 7

αcrit =
Lcc0u
2pLic0

2.70 0.9 0.54 0.39

α satisfying Eq. (F.2) none [0.9 - 1] [0.54− 1] [0.39− 0.78]

Table F.1: Critical flame positions αcrit and flame positions satisfying Eq. (F.2) for WCCp odd-order
modes of the case described in Table 4.1

Figure F.1: Growth rate for several flame positions α of the WCC1 (α = 0.3, 0.6, 1.0 - left), WCC3
(α = 0.5, 0.8, 0.85, 0.9, 1.0 - middle) and WCC5 (α = 0.5, 0.55, 0.6 - right) modes for small time
delays (τ/τ0c < 1/2) using the numerical resolution of the dispersion relation (Eq. (4.25)) with ni = 1.57
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Appendix G

Kernel Density Estimation (KDE)

Compared to experiment, Large Eddy Simulations (LES) usually provides high resolved
but time-limited data or signals. This limitation complicates post-processing such as FFT
or probability estimations, as the JAWA methodology proposed in Chapter 8. Indeed, a
classic technique is, from a dataset α, to divide the range [min(α) − δ,max(α) + δ] by
N and create a histogram, where δ is defined by the user and corresponds to the anchor
point of the histogram. However, as presented in Fig. G.1, such a simplistic method
is highly sensitive to the used procedure (anchor point, number of point per bins etc.).
Figure G.1 shows 50 random points whose PDF is estimated using histogram with two
different anchor point (i.e. two different values for δ) leading to completely different
estimated PDF. This drawback usually appears when the number of samples is limited.
This problem can be tackled only by very low resolutions of the estimated PDF.

Figure G.1: Example (from internet) of the PDF estimation of 50 random values using histogram with
two different anchor points: results (red for high PDF, white for null PDF) are completely different
showing that such simplistic approaches are very sensitivity to the used procedure.

A solution is to use a technique known as Kernel Density Estimation (KDE) which
provides accurate PDF estimations where the resolution is independent of the number of
samples. Let’s consider the dataset α with a true PDF called fα. The estimation of this
PDF is called fh and is obtained by combining multiple local probability shapes, called
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kernels, as shown in Fig. G.2 (left):

fh(α) =
1

n

n∑

i=1

Kh(α− αi) where Kh(α− αi) =
1

h
K

(
α− αi

h

)

(G.1)

where Kh is called the smoothed kernel and h is the smoothing factor.

Figure G.2: Example (from internet) of the PDF estimation of 50 random values using KDE (right).
Local probability functions, here smoothed gaussian functions, are centered at each sample location
(left).

Usually, the kernel is chosen as a gaussian (normal) distribution since it provides
simple theoretical results. The kernel is smoothed by a factor h which has to be chosen by
the user. Nevertheless, this parameter can be evaluated analytically from an optimization
of the error between fα and fh, leading to an optimal value:

hopt =

( R(K)

nM(K)2R(f ′′
α)

)1/5

(G.2)

where R(g) =
∫
g(x)2dx and M(g) =

∫
x2g(x).

Obviously, the optimal smoothing factor cannot be rigorously obtained since the true
PDF fα is not known. An iterative procedure can be constructed by assuming that
f ′′
α ≃ f ′′

h . In this PhD thesis, a full analytical formula is used to approximate this
parameter:

hopt =

(
4×med(‖α−med(α)‖)

3× 0.6745× n

)1/5

(G.3)

An example is given in Fig. G.3 showing the PDF estimation of the centered wave
ratio α = A+−A−

A++A− , extracted from a short LES (Chapter 8), using histogram (top left) and
KDE with several smoothing factor h, from 0.25hopt to 4hopt where hopt is obtained from
Eq. (G.3). It shows that the histogram is under resolved, while KDE with h < hopt are
noisy and h > hopt are over smoothed. KDE with hopt provides the best PDF estimation
possible. Note that the smoothing parameter hopt is defined using only the sample data
α and not the grid resolution on which the PDF will be estimated (corresponding to the
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number of bins for a classic histogram). Therefore, increasing the resolution of the PDF
does not change the procedure and the PDF results since hopt is unchanged (only data
can modify its value, which is what an accurate well-posed procedure intends to do).
Note that this KDE procedure can be improved by choosing a local, instead of a global
as presented here, smoothing factor but this topic is still an open question today.
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Figure G.3: Example of the PDF estimation of the centered wave ratio α = A+−A−

A++A−
, extracted from

a short LES (Chapter 8), using histogram (top left) and KDE with several smoothing factors h, from
0.25hopt to 4hopt, where hopt is obtained from Eq. (G.3)

263



264 Chapter G : Kernel Density Estimation (KDE)

264



Appendix H

Acoustic flux and growth rate of a
longitudinal acoustic mode with a
non-null mean flow

The case with a mean axial flow described in Fig. 9.4 is investigated here with different
boundary conditions:

• Case UP: the inlet boundary condition is set to û(x = 0) = 0 while the outlet is
p̂(x = L) = 0.

• Case MP: the inlet boundary condition is now set to m̂(x = 0) = ρ0û(x =
0) + M

c0
p̂(x = 0) = 0 while the pressure outlet is still enforced: p̂(x = L) = 0.

• Case UJ: the inlet boundary condition is set to û(x = 0) = 0 but now the outlet
condition is an imposed enthalpy: ρ0Ĵ(x = L) = p̂(x = L) + ρ0c0Mû(x = L) = 0.

For these three cases, the pressure and velocity expressions are:

p̂(x) = Aejk
+x +Be−jk−x (H.1)

ρ0c0û(x) = Aejk
+x − Be−jk−x (H.2)

where A and B are constants, x is the axial coordinate, j2 = −1 and k± = ω
c0(1±M)

.
Using the pressure and velocity expressions and applying boundary conditions for each

case, a dispersion relation is obtained. The argument of the dispersion relation gives the
frequency while its modulus gives the growth rate. Results are summarized in Tab. H.1:

Case Frequency Re(f) Growth rate Im(f) Im(f) (low Mach)
UP

(2p+1)c0
4L

(1−M2)

0 0

MP − c0(1−M2)
4πL

ln
(
1+M
1−M

)
∼ − c0M

2πL

UJ + c0(1−M2)
4πL

ln
(
1+M
1−M

)
∼ + c0M

2πL

Table H.1: Analytical frequency and growth rate for the three cases UP, MP and UJ.

Table H.1 shows that non-zero Mach numbers can lead either to neutral, damped
or amplified mode. Moreover the real frequency is only weakly affected by the mean
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non-null mean flow

flow (∝ M2) while the growth rate is significantly changed (∝ M). At non-null Mach
numbers, the acoustic flux F̂ is (Myers, 1986):

F̂ (x) = (û+
u0

ρ0c20
p̂)(p̂+ ρ0u0û) = m̂Ĵ (H.3)

Consequently, acoustic fluxes at the inlet and outlet boundaries as well as the total
acoustic flux F̂tot = F̂ (x = 0)− F̂ (x = L) for the three cases read:

Case F̂ (x = 0) F̂ (x = L) F̂tot

UP M
ρ0c0

p̂2(x = 0) = 4MA2

ρc0
ρ0c0Mû2(x = L) = 4MA2

ρc0
0

MP 0 ρ0c0Mû2(x = L) > 0 −ρ0c0Mû2(x = L) < 0
UJ M

ρ0c0
p̂2(x = 0) > 0 0 M

ρ0c0
p̂2(x = 0) > 0

Table H.2: Analytical frequency and growth rate for the three cases UP, MP and UJ.

Table H.2 is consistent with growth rates obtained in Tab. H.1 since the acoustic
energy conservation for an isentropic flow reads (Myers, 1986):

∂Ê

∂t
= F̂tot (H.4)

where the acoustic energy is Ê = p̂2

2ρ0c20
+ 1

2
ρ0û

2 + u0

c20
p̂û. Note that in the case UJ, the

inlet boundary condition acts like an active device (positive acoustic flux F̂ (x = 0) =
M
ρ0c0

p̂2(x = 0) > 0, Tab. H.2) and therefore a fixed velocity inlet is not a physical boundary
condition.
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Appendix I

C-indicator with N equi-distributed
pressure probes

In this paper, the C-indicator C(t) = 1
N

∑N
k=1 pk(θk, t)e

jθk proposed by Schuermans et
al. and already used in (Wolf et al., 2012; Worth & Dawson, 2013b) is applied to high-
light the nature of the azimuthal modes observed in LES. This section intends to derive
the analytical expression of the C-indicator according to the mode nature: standing or
spinning.

• Standing mode: Assuming a standing mode at the frequency f , the pressure at
the probe k reads:

Pk(t) = P0 cos(2πft) cos(θk) (I.1)

Using cos(θk) =
1
2

(
ejθk + e−jθk

)
, the C-indicator reduces to:

C(t) =
P0

2N
cos(2πft)

N∑

k=1

(
e2jθk + 1

)
=

P0

2
cos(2πft)+

P0

2N
cos(2πft)

N∑

k=1

e2jθk (I.2)

If N 6= 1 or 2 (i.e. more than two probes are used), the term
∑N

k=1 e
2jθk is null

leading to the C-indicator:

C(t) =
1

2
P0 cos(2πft) with the phase arg(C(t)) = 0 or π (I.3)

• Spinning mode: Assuming a spinning mode at the frequency f , the pressure at
the probe k reads:

Pk(t) = P0 cos(2πft± θk) (I.4)

where wave (−) rotates in the clockwise direction and the wave (+) in the anti-
clockwise direction.
Using cos(2πft± θk) =

1
2

(
ej2πft±jθk + e−j2πft∓jθk

)
, the C-indicator reduces to:

C(t) =
P0

2
e∓j2πft +

P0

2N
e±j2πft

N∑

k=1

e∓2jθk (I.5)
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If N 6= 1 or 2 (i.e. more than two probes are used), the term
∑N

k=1 e
∓2jθk is null

leading to the C-indicator:

C(t) =
P0

2
e∓j2πft with the phase arg(C(t)) = ∓2πft = ∓ωt (I.6)

where ω is the angular frequency and + (resp. −) characterizes the clockwise (resp.
anti-clockwise) spinning wave.

Consequently, the phase of the C-indicator provides the nature of the azimuthal modes
considering two assumptions: 1) Pressure probes are equip-distributed and 2) more than
two probes are used to identified the mode. Table I.1 summarizes these results:

Nature 2C(t)/P0 arg(C(t))
Standing cos(2πft) 0 or π

Spinning (clockwise) e+j2πft +ωt
Spinning (anti-clockwise) e−j2πft −ωt

Table I.1: analytical expressionsof the C-indicator and its phase according to the mode nature.
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Résumé court

Une large gamme de problèmes physiques, des petites molécules aux étoiles géantes,
contiennent des symétries de rotation et sont sujets à des oscillations azimutales ou
transverses. Quand cette symétrie est rompue, le système peut devenir instable. Dans
cette thèse, les brisures de symétries sont étudiées dans les chambres de combustion
annulaires, sujettes à des instabilités thermo-acoustiques azimutales. En premier lieu,
deux types de brisures sont obtenues analytiquement : la première en répartissant des
bruleurs différents le long de la chambre et la seconde provoquée par le champ moyen
lui-même. Ces ruptures de symétries entrâınent une séparation des fréquences, fixe la
structure du mode et peut déstabiliser le système. De plus, une approche Quantification
d’Incertitudes (UQ) permet d’évaluer l’effet de la rupture de symétries provoquée par les
incertitudes sur la description ou le comportement des flammes. Pour compléter cette
théorie, des Simulations aux Grandes Echelles (SGE) sont réalisées sur un mono-secteur
ainsi que sur une configuration complète 360◦ de l’expérience annulaire de Cambridge.
Les résultats numériques sont comparés aux données expérimentales et montrent un
bon accord. En particulier, un mode instable à 1800 Hz crôıt dans les deux cas.
Cependant, la SGE, limitée par son coût important, ne permet pas l’étude du cycle
limite s’établissant après plusieurs centaines de millisecondes. Pour palier à ce problème,
une nouvelle approche, appelée AMT, est développée : les résultats d’une théorie ou
d’un solveur acoustique sont injectés dans une simulation SGE. Cette approche permet
d’étudier les brisures de symétries, la nature et la dynamique des modes acoustiques,
ainsi que d’évaluer l’amortissement dans des configurations réalistes.

Short abstract

A large range of physical problems, from molecules to giant stars, contains rotat-
ing symmetry and can exhibit azimuthal waves or vibrations. When this symmetry is
broken, the system can become unstable with chaotic behaviors. Symmetry breaking
is investigated in annular combustors prone to azimuthal thermo-acoustic instabilities.
First, theories reveal that two types of symmetry breaking exist : due to different burner
types distributed allong the chamber or due to the flow itself . It leads to frequency
splitting, fixes the mode structure and can destabilize the configuration. A UQ analysis
is also performed to quantify the symmetry breaking effect due to uncertainties of flame
descriptions or behaviors. To complete theory, Large Eddy Simulations are performed
on a single-sector as well as on a complete 360◦ configuration of the annular experiment
of Cambridge. Numerical results are compared to experimental data showing a good
agreement. In particular, an unstable azimtuthal mode at 1800 Hz grows in both LES
and experiment. However, LES cannot investigate the limit cycle because of its extreme
cost. To tackle this problem, a new methodology is developed, called AMT, where theory
or Helmholtz solver predictions are injected into LES or DNS. This method allows to
study symmetry breaking, mode nature and dynamics as well as evaluating damping in
realistic annular configurations.
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