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Introduction 

The field of metrological sensing continues to rely on optics based solutions, as contrary to other 

measuring techniques which necessitate a contact with the target surface, an optical sensor provides a 

precise and contact-less measurement of the target motion. Various optical instruments exist in the 

market, which use, among others, the principle of classical interferometry to obtain results with 

excellent precision. However, high cost, difficult alignment and cumbersome nature of various optical 

components needed in the set-up remain important hindrances to their increased use under industrial 

conditions. 

Within this context, the principle of Self-Mixing Interferometry provides us with a sensing solution 

that is compact, self-aligned and cost-effective while providing very good precision. In this technique, 

instead of using a separate receiving channel to first gather and then mix the light beam that has been 

reflected by the moving target, the back-reflected beam in allowed to enter the active laser cavity. The 

resultant interference signal is then retrieved and signal processing is done in order to retrieve the 

target movement.  

An often-reported configuration has been the use of a laser diode as a light source where the 

interferometric signal of the active cavity is then captured by the built-in photodiode of the laser diode 

package. Recent results have, however, shown that the laser diode junction voltage can be used to 

retrieve the same information. Thus, in such a configuration, the laser diode acts simultaneously as a 

light source, as a micro-interferometer as well as a light detector. The sensor component count can 

then be resumed by a laser diode, a focusing lens and an electronic circuitry used to recover, amplify 

and digitalize the signal. Such a synthesis thus opens up new possibilities for increased miniaturization 

and replication of the sensor. 

Some major challenges, however, remain before the Self-Mixing Interferometry based metrological 

sensors can reliably be used to provide increased precision measurement results under industrial 

conditions. For example, firstly, in order to go beyond the basic half-wavelength precision of the 

sensor, various signal processing methods have been proposed. The goal is then to improve such 

techniques such that the algorithms become faster and can be easily integrated into hardware. 

Secondly, solutions are also needed to counter the influence of various self-mixing phenomena that 

can perturb, complicate or falsify the target motion extraction, namely; the disappearance of self-

mixing fringes, the change in self-mixing optical feedback regime or the issue of speckle. Thirdly, the 

measurement range of the sensor needs to be improved and the sensor needs to be robust with respect 
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to the conditions dictated by industrial use, i.e. presence of parasitic mechanical vibrations, 

misalignment between the sensor and the target, and the lack of possibility of preparing the target 

surface. 

Thus, this present thesis, addresses the three major issues highlighted in the previous paragraph so 

that a precise, reliable and robust self-mixing based displacement sensor be designed. The present 

work has highlighted the hardware or signal processing solutions that can be used as building blocks in 

order to achieve the objective of the realization of an autonomous, miniature, robust embedded 

metrological sensor. 

The thesis manuscript has been written with the following order. 

The first chapter has been dedicated to an introduction to the phenomenon of the Self-Mixing 

Interferometry. In its first section, the well-documented equivalent cavity model has been used to 

characterize the phenomenon. Then, the expressions for the threshold gain and allowed emission 

frequencies, the phase as well as the optical output power have been derived. In the second section of 

this introductory chapter, various applications of the phenomenon have been presented, such as the 

measurement of displacement, vibration, linear and rotating velocity as well as absolute distance. 

The second chapter starts by explaining in detail an existing displacement measuring algorithm. 

Then, various approaches have been discussed that aim to reduce the execution time of this algorithm 

either by improving the routines used within this algorithm or by replacing these routines with others 

that are better suited for actual sensing conditions. This chapter thus contains the sections dedicated to 

the analysis of a Fourier Transform based approach, an adapted Nelder-Mead algorithm as well as the 

hybrid optimization algorithm. 

The third chapter presents a major portion of the research work achieved during this thesis. It starts 

by presenting a new algorithm inspired from the work presented in the second chapter. It is of a real-

time nature and has the added advantage of the detection and correction of self-mixing fringe 

disappearance, a phenomenon that happens due to increased optical feedback. The second section of 

this chapter presents a technique that makes the sensor autonomous with respect to a possible self-

mixing feedback regime change. The third section details the use of adaptive optics in the shape of a 

liquid lens that allows us to maintain the signal in a fringe-loss free regime as well as to increase the 

laser to target distance range over which the measurement can be accurately done. This chapter thus 

presents the adaptive solutions to the issue of varying optical feedback that can cause a change in self-

mixing regime as well as fringe-loss. These solutions are either algorithmic in nature such as the 

fringe-loss compensating algorithm and the adaptive fringe-detection algorithm or the use of a liquid 

lens to electronically control the optical feedback into the laser cavity thereby staying in a favorable 

feedback regime. 

The fourth and final chapter presents the work done so that the sensor can even be used under 
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realistic conditions where non-cooperative target surfaces, misalignment between the target and the 

sensor as well as parasitic mechanical vibrations exist. This chapter then starts with the presentation of 

a solution to the issue of speckle for centimetric displacements. The second section proposes a 

technique for the correction of parasitic vibrations undergone by the sensor under unfavorable 

industrial conditions that would have falsified the sensor measurement. For this purpose, a sold-state 

accelerometer has been added to the sensor that monitors the parasitic vibrations undergone by the 

sensor and then a correction is done so as to obtain the true target movement. The third section 

presents the work done to optimize the trigonometric functions needed for the algorithms while also 

giving a highlight of the future FPGA implementation.  

Finally, a general conclusion is presented followed by a list of publications done during the course 

of this thesis.   

 11





 

I Self-Mixing and its 

Applications 
The usefulness of lasers, especially in the field of instrumentation, has long been recognized. Thus, 

many systems using these sources have already been proposed. However, a limitation arises in the 

case of an optical beam back-scattering into the active cavity. This retro-injection may occur as a 

result of reflection either by the target itself or the optical equipment involved, such as a lens used in 

the set-up. Indeed, the reflected beam induces significant changes in power level and frequency of the 

laser emission. In 1963, King & Stewart [ 1] were the first to see variations of optical power output of 

a gas laser, due to the back-scattered beam inside the cavity. This phenomenon, generally described as 

"self-mixing" in the literature, was originally considered parasitic for certain applications, such as 

optical fiber communications, as well as in compact disc players. Considerable efforts were made to 

reduce this phenomenon, e-g by the introduction of optical isolating elements. This, however, led to 

the increase in the cost and the complexity of the system. Then, it was revealed that the sensitivity of 

the laser to the back-scattered beam offered many advantages in certain applications. Indeed, Rudd [ 

2] in 1968, is the first to use the effect of "self-mixing" for measuring Doppler velocity using a 

Helium-Neon laser. In 1984, Churnside [ 3] [ 4] studied the laser Doppler velocimetry with a CO2 

laser.  

However, it is pertinent to underline that this phenomenon has mainly been studied in the case of 

laser diodes to take advantage of the compactness and the low cost of this type of source. As early as 

1980, Dandridge et al [ 5] presented a laser diode sensor capable of detecting sinusoidal displacements 

as small as ~ 9 x 10 -5 nm. The sensor, designed for acoustic application, employed an external 

reflector placed at 10µm from the laser diode and used the phase modulation of light fed back into the 

laser cavity. It so followed that the theory of this optical phenomenon has been studied and 

implemented to achieve distance, displacement and velocity sensors using laser diodes [ 6]-[ 10]. 
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Self-mixing thus remains an active area of research with its latest applications in fields as varied as 

the sensing of the net motion of an ensemble of brownian particles suspended in water [ 11] to its use 

in nanomechanical polymer cantilever sensing [ 12] as well as in medical applications to generate 

blood flow maps [ 13]. 

In this chapter, we start by presenting a simplified analysis of the phenomenon of "self-mixing”, 

then we shall outline the various applications based on this phenomenon. 

I.1 Self-Mixing Phenomenon 

When laser diode beam points on a target, a small portion of the emitted laser beam is reflected from 

the target and then re-injected into the laser cavity. This has the effect of altering the power and the 

frequency of laser emission. This phenomenon has been called “Self-mixing”, “Frequency-modulated 

laser diode” (Beheim), “Backscatter-modulated laser diode” (de Groot), “External optical feedback 

effect” (Lang), “Active optical feedback” (Wang), and “Feedback interferometry” (Donati).  

The principle of self-mixing is indicated in on the right side of Fig. I:1. Such a system can be 

compared with a classical Michelson interferometer. However, the measurement system based on self-

mixing is simple, cost-effective, little complicated and auto-aligned as it only necessitates a laser diode 

and normally a photodiode included in the same chip as well as a focusing lens. So it avoids the 

traditional optical components (mirrors, isolators, splitters) that are expensive and need a great care in 

their handling and alignment. 

 

Fig. I:1 Analogy between a Michelson based interference and a Self-mixing based interference. 

As a result of reflection by a target, the retro-injected light interferes with the existing light field of 

the laser cavity. This, however, requires that the target be at a distance of less than the half of the 

coherence length of the laser subject to feedback. The photodiode (PD) integrated in the laser diode 
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(LD) casing (Fig. I:2), that is normally used to control the power of emission of the diode laser, is then 

used to detect variations in optical power that are induced by the interference or the phenomenon of 

“self-mixing”. The output power is then modulated if the target is in motion or if the laser diode 

injection current is modulated or when the refractive index between the laser and the target is varying. 

It is also mentioned that the PD is inclined by some degrees as compared to the back facet of the LD in 

order to avoid a back-reflection due to PD. 

 

Fig. I:2 Schematic diagram of the component containing the laser diode and the internal photodiode. 

Moreover, in some recent self-mixing set-ups even the use of PD has been eliminated by directly 

monitoring the variations of the LD junction voltage [ 15]- [ 16]. Thus, SM can then be used for those 

LDs that do not have a built-in PD. This opens the way to even have an array of LDs that would be 

grown on the same chip. However, a relatively lower signal to noise ratio of the SM signal retrieved 

from across the LD junction as compared to a PD retrieved SM signal remains an issue [ 17]. 

 

 

Fig. I:3 A double hetero-junction laser diode. The active cavity has a length l, a width s and a 

thickness d [ 14]. 
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As compared to the classical interferences, the self-mixing interferences occur in the semiconductor 

active medium (see Fig. I:3) whereas classical interferences are normally observed in free space, i.e. in 

passive medium. This important difference results in an asymmetric, non-sinusoidal form of the 

intensity modulation that happens with self-mixing. 

The remarkable aspect of LD based SM device is the fact that the LD simultaneously acts as a light 

source, as a micro-interferometer as well as a light detector, thus resulting in a compact optical sensor. 

In order to explain in detail the self-mixing phenomenon, i.e. the influence of optical retro-injection 

into the laser cavity on the laser emission, we can use the model of coupled cavities, with the target 

acting as an external optical cavity. For this, we need first to describe the behavior of the diode laser in 

a stand-alone condition, followed by the behavior of the laser diode in the presence of a target. 

I.1.1 Stand-alone Laser Diode 

The active medium of a laser diode of length l, bounded by two interfaces I1 and I2 can be modeled 

as a Fabry-Perot cavity (Fig. I:4). The reflection coefficients for the electric field amplitude are 

denoted as ri and r’i, where the index i represents the interface concerned. 

 

Fig. I:4. Modelling of the active medium of a laser diode as an equivalent Fabry-Perot cavity. 

According to Petermann [ 18], the condition of emission of the laser diode without external coupling 

can be stated as: 

1)(4exp 0
00

2'1 =−+⎟
⎠
⎞⎜

⎝
⎛ − lglcjrr pth

e ανπµ
   (1-1) 

where µe0 represents the effective refractive index of the active region, ν0 is the laser diode emission 

frequency, c is the speed of light, gth0 is the threshold gain of the active region and αp is the coefficient 

representing the losses mainly due to absorption by the free carriers. 

Solving this equation leads to the expressions of threshold gain and the allowed optical frequencies 
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of the diode laser, given by (1-2), where q is an integer. 

   ( 2'10 1 rrlg pth −=α )        (1-2) 

  
0

0 2 el
cq µν =   

I.1.2 Laser Diode in the presence of a target 

I.1.2.a Equivalent Cavity Model 

Let us now consider the same diode laser in the presence of a target located at a distance lext. This 

set-up can be interpreted as a combination of a Fabry-Perot type laser cavity of length l, along with a 

long external cavity of length lext. These two can now be modeled as an equivalent Fabry-Perot cavity 

of length l (Fig. I:5 ). 

 

 

Fig. I:5. Modelling of a laser diode in the presence of a target by an equivalent Fabry-Perot cavity. 

The coefficient req represents the amplitude of the reflection coefficient of the equivalent cavity. 

Now, for the case of weak retro-diffusion (i.e. when the amplitude of the reflection coefficient of the 

target r3 is small as compared to that of the front facet of the laser diode r2), we can neglect the 

multiple reflections in the external cavity [ 19]. The amplitude of reflection coefficient of the 

equivalent cavity is thus written as: 

    ( ))2exp(1)( 2 extFeq jrr τπνκν −+=

)exp( eqeq jr φ−=  , with )2sin( extFeq τπνκφ =   (1-3)  

where νF is the optical frequency of the laser diode in the presence of the target, τext is the time of 

flight of the laser beam in the external cavity and κ is a parameter denoting the coupling effect 
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between the target and the laser cavity (such as 0 < κ < 1). The parameter φeq is the inverse of the 

phase of the equivalent reflection coefficient. 

c
lextext 2=τ   and  )1( 2

2
2

3 r
r
r −=κ     (1-4) 

The condition of laser emission for a diode in the presence of coupling with a target (1-5) is none 

other than the equation (1-1) where the values for the laser diode in stand-alone condition (specified 

by the subscript 0) are replaced by those for the equivalent diode (specified by the subscript F). Thus, 

the reflection coefficient r2 is replaced by the coefficient req of the equivalent laser cavity.  

1)(4exp'1 =−+⎟
⎠
⎞⎜

⎝
⎛ − lglcjrr pthF

FeF
eq ανπµ

   (1-5) 

I.1.2.b Threshold gain and allowed emission frequencies 

We can now write in a single equation (1-6), the two laser emission conditions for an equivalent 

laser diode, under free running conditions (i.e. in the absence of target) and subject to feedback, 

namely equations (1-1) et (1-5). 
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4 νπµφ =     

So, we can thus deduce the relations for the gain (1-7) and the phase (1-8), where gth , φ and µe are 

the laser emission threshold gain, the phase of laser emission and the effective refractive index 

respectively. 

)2cos(0 extFththF lgg τπνκ−=−     (1-7) 

0)2sin()(4 000 =+−=− extFeFeFF c
l τπνκνµνµπφφ   (1-8) 

However, the effective refractive index µe depends on the density of electrons n and the emission 

frequency ν. Thus, for a small variation in these parameters for the case of a diode with external 

coupling (nF and νF) as compared to the case of no external coupling (n0 and ν0), we obtain the 

expression for the variation in the effective refractive index. 
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for 0ννν −=∆ F  and 0nnn F −=∆  
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Substituting this differential of the effective refractive indices in the phase equation (1-8), we then 

obtain the equation (1-10). 
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Now, considering the effective refractive index µe in its complex form, the electric field E of the 

plane wave (propagating along the z axis, with a wave vector k) can be written as: 

)exp(0 zjkEE eµ−=   with    (1-11) ",
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                        ck /2/2 0πνλπ ==  

Moreover, for a constant density of injection current higher than the threshold for laser emission, the 

electrons’ densities are equal to that of the threshold. Thus, for a small change in the gain and the 

electron density between the diode in the absence and presence of target, we can write the following 

relationship given by Petermann [ 18]: 
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The relation between the emission frequencies of the laser diode (1-13) is then obtained by 

introducing the relation (1-12) into the relation (1-10), where α is the line-width enhancement factor, 

defined by the partial derivative of the real part of the effective refractive index as compared to its 

imaginary part. 
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ee 00 represents the group effective refractive index of the diode in the absence 

of target. 

Now by introducing the feedback coupling coefficient C , defined by (1-14), where c
lel 20

−
=µτ is 

the time of flight in the laser cavity, we obtain the expression for νF, the emission frequency of the 

laser subject to feedback [ 20].  
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l
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0)arctan2sin(20 =++− ατπνπτνν extF
ext

F C   (1-15) 

The parameter C depends simultaneously on the time of flight through the external cavity τext and 

therefore on the distance to the target, as well as on the target-laser diode coupling parameter κ and 

therefore on the quantity of light retro-diffused by the target. 

I.1.2.c Influence of the Phase  

In order to observe the influence of the phase, let us rewrite the relation (1-15) as the so-called phase 

equation: 

)arctan2sin(20 ατπνπτνν ++−=∆Φ extF
ext

FL C    (1-16) 

∆ΦL may be simulated (using MATLAB ®) and plotted as a function of (νF - ν0) for different values 

of C (Fig. I:6). The zero crossings of these curves correspond to solution of the phase equation and 

thereby possible emission frequencies or modes of the laser. 

 

Fig. I:6 Solution of the phase equation for C=0.5(dashed line) and C=7.5(solid line). The white circle 

denotes only one solution for C<1 and black circles represent multiple solutions for C>1. 

• The case of C < 1 

As indicated in Fig. I:6, for values such as C < 1 corresponding to weak levels of feedback, only one 

solution can be found for equation (1.16) meaning that the laser will have one single lasing mode 
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when subject to feedback which maybe encountered in the case of a lot of non-cooperative targets. 

Such a regime has often been described as the weak feedback regime. 

• The case of C > 1 

Now, for stronger feedbacks (i.e. C > 1) the phase equation may have several solutions. In fact, if 

the case of maximum 3 possible solutions is studied the limit of this regime may be found numerically 

by solving equation (1.16). Ca is the maximum value of C corresponding to only three solutions and 

which can be calculated and found to be Ca = 4.7 [ 21]. In this case, the laser is found to stay single-

mode because, among the three possible modes, only the mode having the narrowest spectral width 

will be chosen by the laser [ 14]. The self-mixing signals obtained under such conditions are often 

referred to as belonging to the moderate feedback regime. 

Thus, depending on the number of solutions, on which C has a major effect, the functioning of the 

laser can be divided into five regimes [ 22], as shown in Fig. I:7.  

 

Fig. I:7 The ‘regimes of feedback effects’ showing the feedback power levels at which the output of a 

semiconductor laser transitions between unique modes of operation as a function of reflector 

distance [ 22]. 

 
Regime I Very small feedback (the feedback fraction of the amplitude is less than 0.01%) 

and small effects. The linewidth of the laser oscillation becomes broad or narrow, 

depending on the feedback fraction. 
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Regime II Small, but not negligible effects (less than ~ 0.1%). Generation of the external 

modes gives rise to mode hopping among internal and external modes 

Regime III This is a narrow region around ~ 0.1% feedback. The laser is perfectly single-

mode and the spectral width is very narrow. 

Regime IV Moderate feedback (around 1%). It is the coherence collapse regime in which the 

laser diode loses all its coherence properties and the laser linewidth is broadened 

greatly. 

Regime V Strong feedback regime (higher than 10% feedback). The laser comes back to 

being single-mode with a very high rejection on the lateral modes of the laser 

cavity. This regime is characterized by a very narrow spectral width [ 23]. 

 

I.1.2.d Optical Output Power  

Now, in order to formulate the expression of the optical output power of the laser diode under 

feedback, we must start from the equation of recombination of electrons in the laser cavity as a 

function of time [ 24]-[ 25]: 

n
g nngSvx

J
edt

dn
τ

0000 )(1 −−∂
∂=     (1-17) 

where n0 is the density of electrons for the stand-alone laser, t is time, e the elementary charge, J the 

current density, vg the group velocity, S0 the density of photons for the stand-alone laser and τn the 

electron half-life. This relationship assumes that all carriers are injected into the active zone of the 

diode laser. This is achieved by the help of a double hetero-junction (Fig. I:3).  

Let us simultaneously consider the cases where the diode laser is single or in stand-alone condition 

(subscript 0) and subject to feedback (subscript F). Now, assuming that the diode is driven in both 

cases by a constant current density J and that its gain remains linear, we obtain the following set of 

equations: 
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where d is the width of the laser cavity (Fig. I:3). The notation in subscript th represents a variable 

threshold and the notation lin indicates that the gain is linear. nnul is the density of electrons that results 

in attaining a null gain. 
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Using such a system and assuming that 0ththFth nnn −=∆ is small, we can express the density of 

photons in the presence of a target as a function of the density of photons under free running 

conditions.  
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Now, recalling equation (1-7) that gives the gain of the diode in the presence of target as a function 

of gain of the stand-alone diode, we can introduce the phase extFτπν2  in the expression of the 

density of photons (1 -19). 
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mmod is a parameter representing the modulation of the laser diode. 

 So, considering that the power of laser emission is proportional to the density of photons, we arrive 

at the following relationship: 

))2cos(1( mod extFoF mPP τπν+=     (1-21) 

where PF and P0 are the optical power with and without feedback respectively. 

Thus, we can notice that the optical power (1-21) and optical frequency (1-16) of the laser diode in 

the presence of a target are dependent on the phase )2( extFτπν , thereby involving the distance to the 

target by the help of the τext parameter. Thus, the emission of the diode laser will be modified either if 

the injection current is modulated (vc is modulated) or if the target is in motion (τext is modulated) or 

both. The photodiode integrated in the laser casing (Fig. I:2) is then used to detect variations in optical 

output power (OOP) that are induced by the phenomenon of “self-mixing”. 

Fig. I:8 presents three OOP signals obtained for different values of the feedback parameter C. Fig. 

I:8(a) shows a very weak feedback regime signal (C=0.2) with its fringes of quasi sinusoidal shape. 

Such a SM signal closely resembles the signals obtained with classical interferometers.  

Then, in Fig. I:8(b) is presented a weak feedback regime signal (C=1) that has slightly asymmetric 

fringes. This asymmetric shape of the saw-tooth like signal has consistently been experimentally 

observed [ 25]. It was found that the influence of the variation of the refractive index on the feature of 

fringe inclination is related to the linewidth enhancement factor α in equation (1.16).  

Finally, Fig. I:8 (c) represents a moderate feedback regime signal (C=4) that has saw-tooth shaped 
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fringes along with hysteresis. More details about this regime shall be presented in the next chapters as 

it has been one of the subjects of interest during this thesis. Thus, we get to see the three major 

regimes of the SM signals. 

 

Fig. I:8 (a) OOP of a SM signal in the very weak feedback regime (C=0.2), (b)  in the weak feedback 

regime (C=1), (c) in the moderate feedback regime (C=4). 

Another quantity that is affected by self-mixing other than the laser optical power is the laser diode 

junction voltage V[ 26]. The change in laser junction voltage V can be related to the coupling 

coefficient of the external cavity and therefore to the feedback level and the location of the target [ 

15], expressed as:  

)2cos( extFKV τπν=−∆     (1-22) 

where K is a constant of proportionality. 

A comparison of (1-21) and (1-22) thus demonstrates that the self-mixing phenomenon can be 

observed either using the variations in the OOP or from the variations in the LD junction voltage. It is 

important to note that according to (1-21), output power varies proportionally with the change in target location 

while (1-22) exhibits an inverse relationship. This means that an increase in laser power coincides with 

a decrease in laser junction voltage – the two quantities are out of phase. 

I.1.3 Conclusion 

As mentioned earlier, the self-mixing (SM) signal was, and still is, considered as a parasite signal in 

applications like telecommunications and CD/DVD readers. The self-mixing causes the lowering of 

the efficiency of these systems. However, as can be verified from the expressions for the OOP in 
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presence of a target, both the power (1.21) and the frequency (1.16) of the LD are modified by the 

variations of the distance separating the laser diode from the target, thus making SM very suitable for 

metrological measurements [ 6]-[ 10]. 

This last characteristic gives the SM effect a sensing ability which is accentuated by different other 

advantages such as:  

• A simple and compact set-up as the sensor is self-aligned so there is no need for any of the 

expensive external optics used in traditional interferometry (Fig. I:1). 

• No external photo-detector is required, because the signal is provided by the monitor 

photodiode already available in the laser diode package (Fig. I:2). Moreover, even this PD 

has been eliminated in some recent SM set-ups by directly monitoring the variations of the 

LD voltage. 

• The sensitivity is very high, being a sort of coherent detection that easily attains the 

quantum detection regime (i.e. sub-nm sensitivity in path length is possible) [ 27]. 

I.2 Applications of the Self-Mixing Effect 

The first demonstrations of this principle used gas lasers to detect the Doppler shift caused by a 

moving remote reflector [ 2]. After that, the first self-mixing interferometer that used heterodyne 

detection for a gas laser was presented [ 28], followed by the use of a laser diode as a source and a 

detector at the same time [ 29]. Remote sensing applications based on the self-mixing effect in low-

cost commercial Fabry–Perot (FP) LDs appeared in the scientific literature first in 1986, 

demonstrating the feasibility of velocity, distance and displacement measurements [ 29]- [ 30]. A brief 

survey of the various self-mixing based applications is presented below. 

I.2.1 Displacement Measurement 

Displacement measurements are achieved in different domains using multiple sensing technologies 

like resistive, inductive, capacitive, ultrasonic, magnetic and piezoelectric technologies [ 31]. Various 

optical displacement measuring transducers such as those based on techniques of Michelson 

interferometry, light intensity, position detection, photoelectromotive force and optical incremental 

encoding have also been used [ 32]. On the other hand, due to its simplicity, self-mixing 

interferometry is being exploited more and more in different sensing domains such as in particular 

displacement measurement or vibration analysis. As the present thesis is based on the optimisation of a 

SM based displacement sensor so a comparison between the various displacement sensors in general 

and between the various optical displacement sensors in particular shall be undertaken after a 
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presentation of the use of SM for displacement sensing. 

I.2.1.a Basic Principle 

As mentioned earlier, the equations (1.16) and (1.21) giving the expressions of the emitted 

frequency and optical power are important. Both of these depend on the distance separating the laser 

from the target and the injection current. In fact, these two parameters will stay constant if the LD is 

driven by a DC injection current and if the laser to target distance is kept constant. However, when a 

back-reflection is generated by a moving target in the direction of light emission, the optical length of 

the external cavity is varying and consequently the length of the equivalent cavity is modified too, thus 

affecting the spectral properties of the laser. 

The Fig. I:9 represents saw-tooth like modulation of a self-mixing signal corresponding to a 

sinusoidal displacement.  

The OOP was expressed in (1.21) as an amplitude modulation where the phase is given by 

extFτπνφ 2= . Moreover, similar to traditional interferometry, the full swing of power matches to a 

half-wavelength displacement (considered theoretically as corresponding to a phase-shift of 2π). 

2/2)(2 λπτπν =∆⇔=∆ Dext     (1.23) 

 

Fig. I:9. Saw-tooth like fluctuations for a sinusoidal displacement. 

I.2.1.b Fringe Counting 

A method traditionally used to retrieve the displacement with a basic resolution of λ/2 is the fringe 

counting method based on the consideration that the number of saw-tooth like fringes is directly 

proportional to the displacement. It consists in counting these power fluctuations and adding them 

with their proper sign. Thus, for a motion in one direction, if N fluctuations are detected, the 

Usman Zabit 26



Chapter I : Self-Mixing and its Applications 

corresponding displacement D of the target is theoretically given by D=N(λ/2). The asymmetric shape 

of the saw-tooth like signal permits to directly recover the target direction of displacement. 

Such a method has been used even in 2008 by Ottonelli for a 3 Degrees-of-Freedom motion sensor 

based on SM effect [ 33] for the simultaneous measurement of the linear displacement and two 

rotation angles (yaw and pitch) of a moving object using a laser head that includes three commercial 

laser diodes for a target that has a plane mirror attached to it.. However, it will be demonstrated later in 

this manuscript that this method should normally be limited to the weak feedback regime. 

In order to compare this set-up with a conventional system, such information can be conventionally 

achieved with two interferometry channels. In the case of single-channel optical feedback 

interferometry, the only optical component required is a lens used to collimate the laser source with 

the purpose of focusing the emitted light on the remote target, thus showing the advantage of 

simplicity of these systems.  

I.2.1.c Increase of Resolution 

Other methods exist for increasing the basic half-wavelength resolution of displacement 

measurement. A fast modulation of the optical path difference of a feedback interferometer will 

modify the round-trip external delay. For example, this can be achieved by using the electro-optical 

properties of a lithium Niobate crystal acting as a phase modulator [ 34]. Theoretically, W self-mixing 

signals can be used with phases spaced by 2π/W. A sampling of these signals then results in a 

displacement with a resolution of λ0/2W. Experimentally, a DSP card has been used for simultaneous 

monitoring in order to achieve a resolution of λ0/10 with 5 phase-shifts. 

Another sensor has been developed with a resolution of λ0/12 that consists in the linearization of the 

normalized optical power which has been approximated by an ideal saw-tooth signal [ 35]. Even if 

there is no need for preliminary measurements of parameters, this solution is limited to moderate 

feedback. 

Likewise, a different approach has been the use of a pair of laser diodes, each with its own external 

cavity [ 36]. The first is used as a reference where as the other is perturbed by the target displacement. 

A spectrum analyser and a counter are however needed to count the beat frequency and visualize the 

spectrum. The reported reconstructed displacement has a resolution of 5 nm. 

As a slight angle between the laser beam and the normal of the target favors multiple reflections of 

the beam before entering in the laser cavity so in this case one can double or even triple the self-

mixing fringes. Thus, using a VCSEL of 850 nm, a resolution of λ0/6 has been achieved for the case of 

a triple reflection for a target at 47mm from the laser diode [ 37]. 

Such a multiplication of the self-mixing fringes has also been reported for multi-mode laser diodes. 
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According to [ 38], depending on the amount of optical feedback, a subperiodicity appears in the 

amplitude modulation of the output power of laser under self-mixing. The experiments have shown 

that a subperiodicity appears independently of the length of the external cavity and is due to mode 

hopping between different longitudinal laser modes. A duplication or triplication of the fringes can 

then be used to increase the vibration measurement resolution.  

Different signal processing methods have also been proposed to increase the basic resolution beyond 

half-wavelength such as the phase demodulation or un-wrapping method [ 39] that will be explained in 

detail in chapter II or the use of extended Kalman filters [ 40], the use of wavelets transforms [ 41] or 

even genetic algorithms [ 42]. 

I.2.1.d Vibration Measurement 

Vibration measurement is essential in many mechanical or mechatronics fields where it can be used 

to minimize or eliminate the vibration noise. There are also examples where the noise is not the key 

parameter, but rather a parameter for quality control of the manufactured products. For example, 

excessive vibration can damage the product, limit processing speeds, or even cause catastrophic 

machine failure. 

The study of self-mixing principle for the design of sensors in order to measure vibrations is 

reported since 1996 [ 44] where the small dimensions and the low-cost of such sensors are among the 

main practical reasons why researchers have concentrated their attention on this technique. 

Self-mixing sensors were privileged in this type of applications because of different characteristics 

such as its high sensitivity, large bandwidth and a large dynamic range up to 70 KHz and 100 dB [ 45]. 

Moreover, it is able to function on different types of surfaces without any optical modulation and 

equally permits to measure low frequency vibrations. The sensor developed in [ 44] permitted to 

measure vibrations of approximately all types of surfaces with a bandwidth between 0.1 Hz and 70 

KHz with a maximal peak to peak amplitude of 180 µm. A special algorithm was developed in order 

to analyse in real time the self-mixing signal permitting thereby to track the velocity variations of the 

target. The set-up, however, was quite complex with many optical components such as polarizing 

beam-splitters, half-wave plates and mirrors.  

In 2004, a self-mixing sensor used in piezoelectric transducers characterization [ 46] permitted to 

measure the velocity and vibrations of solid targets with results comparable to those obtained by the 

conventional Laser Doppler Velocimeter (LDV). The technique used was similar to the one used in 

LDV where it was able to treat the signals even in presence of speckle with the simplicity of self-

mixing sensors. 

More recently, a new technique for signal recovery in an SM vibrometer has been published in 2008 

[ 47]. The method of extracting the single beat frequency over a period containing at least a few 

Usman Zabit 28



Chapter I : Self-Mixing and its Applications 

fringes has allowed to rectify the problems of speckle, electromagnetic interference and mechanically 

induced parasitic signal fluctuations for an ultrasound solder vibrating at 20 kHz with an amplitude of 

40µm. 

I.2.1.e Comparison of Displacement Sensors 

After a description of the use of self-mixing for displacement and vibration sensing, let us compare 

the merits of such a sensor with respect to others. As the self-mixing based sensors are of a compact, 

contact-less and auto-aligned nature so these become instantly attractive for many industrial 

applications. Such displacement sensors hold an advantage over in-contact sensors (such as 

accelerometers or strength gauges) in that these allow an inspection of parts that have complex 

geometry or are machined under hostile conditions (e.g. in furnaces). Likewise, these allow us an on-

line control without fear of damaging the parts. Thus, the non-contact displacement sensors provide a 

non-intrusive and/or “on the fly” measurement for many industrial applications. Within this context, 

Table I-1 presents a comparison between the optical displacement measurement techniques with other 

existing methods [ 48]. 

Table I-1 A comparison between the optical displacement measurement techniques with other existing 

methods 

Type Contact Eddy current Ultrasonic Optical  Laser 

Target Solids Metal Most objects Most objects Most objects 

Distance Short Short Long Normal Normal* 

Accuracy High High Low High High 

Response Time Slow Fast Slow Fast Normal 

Robustess High High Normal Normal Normal 

Measured Zone Small Normal Large Small Small 

* with our technique, Short otherwise 

Let us now analyse the characteristics of the main optical displacement sensors:  

- Fibre optic based upon Reflection type: Such sensors (e.g. Philtec) are very precise and 

inexpensive but not flexible (very limited range: the sensor must be very close to the target).  

- Diffractive interferometric sensors: These have a resolution of only several microns and are 

inflexible to use [ 49].  

- External interferometer: Such sensors are very accurate but remain expensive and fragile due 

to very precisely aligned optical components and require a stable base.  
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- Optical fiber based interferometer: These are accurate in measurement but require many 

optical components which make these quite expensive to install and maintain. These sensors 

also need a stable base.  

- PSD (position sensitive detector): These require a laser to illuminate the PSD, which acts as 

a photodetector. These allow a possibility to measure linear displacements in XY but loss of 

accuracy for non-cooperative targets remains an issue.  

- Triangulation based Sensors: These allow an absolute distance measurement at a low cost but 

are hampered by the risk of a shadow zone due to their non-aligned and cumbersome nature.  

A comparison of the limitations of the above-mentioned techniques with the SM based sensor 

developed over the course of this thesis is given below:  

- Cumbersome: Diffractive interferometric sensors, Triangulation, and PSD.  

- Cost: Interferometer, PSD  

- Shadow zone: Triangulation 

- Small range: Fiber optic based reflection type sensors 

- Stable base: Interferometer, fiber optic reflection 

I.2.2 Velocity Measurements 

Velocity measurement is an essential parameter for safety and profitability of manufactured systems 

in different areas like aerospace, automotive, metallurgy or paper industry. In fact, there is an 

increasing need for remote sensing with rough targets in hostile environments or for in-line assembly 

processes. 

Non-contact measurements can be performed with ultrasonic or microwaves devices but with poor 

spatial definition and therefore optoelectronic systems are an alternative solution of great interest. 

LDV is a very accurate method extensively developed for surface speed measurements but it is 

expensive because it requires high stability of both optics and mechanics [ 50]. An emerging method is 

the Tracking Laser Doppler Velocimetry (TLDV) which optimizes the tracking algorithm strategy 

compared to the LDV. Feedback interferometry presents the significant advantages of being 

compatible with a wide range of target characteristics (roughness, colour …) still at a very low-cost. 

I.2.2.a Physical Principle 

The technique of velocity measurement using self-mixing sensors is based on the Doppler-Fizeau 

effect   
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 λ
FD

VF 2=       (1.24) 

where FD is the Doppler frequency that corresponds to the frequency of the saw-tooth like self-mixing 

signal and VF is the velocity of the target. In fact, velocimetry was the first application of the self-

mixing effect as the first realizations were accomplished using a gas laser He-Ne [ 2] and with CO2 

lasers [ 3]. However these sources were able to determine the Doppler frequency only in a reduced 

frequency span. 

It was not until the mid 80's [ 51] that laser diodes were first used in the weak feedback regime in 

order to determine the Doppler frequency with a spectrum analyzer or in the moderate feedback 

regime in order to determine the motion direction by using the peak inclination. 

Recently VCSELs (Vertical Cavity Surface Emitting Lasers) have also been used, such as in the 

form of a miniaturized VCSEL based sensor platform for velocity measurement [ 52] as well as for 

their use in velocimetry around their bias point [ 53]. Although their signal to noise ratio (SNR) would 

have increased in their bistable mode but the signal in this case would lose his sawtooth like shape and 

will have instead a square shape causing thereby the loss of information about the displacement's 

direction. 

I.2.2.b Rotation Velocities and in-plane Translation 

The self-mixing sensors may also be used in order to measure velocities of displacements that are 

not necessarily in the propagation direction. In this case the Doppler frequency is given by the 

following equation: 

)cos(2 Ψ= λ
FD

VF       (1.25) 

where in this case, VF is the module of the velocity vector having Ψ as an angle with the propagation 

direction (Fig. I:10). This Doppler frequency can be easily determined by applying a real time Fast 

Fourier Transform (FFT) to the self-mixing signal. 

An onboard velocity sensor using the self-mixing effect has been recently developed. Roughness of 

the target surface, wet target surfaces, non-controlled changes of incident angle, and speed vector 

vertical components have all been considered and a first prototype has been designed for automotive 

applications. In order to improve the accuracy as well as the robustness of the system, a double-laser 

diode sensor has also been successfully tested by removing the influence of the pitching and the 

pumping effects [ 54]. Furthermore, a second order auto-regressive algorithm has also been applied to 

the SM signal in order to ameliorate the system resolution by a factor of 10 in the case where the 

rough surface of the target strongly affected the Doppler frequency measurement [ 55]. 
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Fig. I:10 Rotating velocity found by SM using the PD current and the LD junction voltage. 

 Furthermore, a commercial 850nm VCSEL has been used in 2008 for SM velocimetry where the 

LD junction voltage has been amplified to extract the information [ 17] as seen in Fig. I:10. The 

signal-to-noise ratio of the laser diode voltage signal is comparable to the photodiode signal. The 

elimination of the photo-diode thus allows the design of bi-dimensional arrays of vertically emitting 

LD-based SM sensors. 

I.2.2.b.1 Speckle Velocimetry 
The speckle effect, which is normally of a detrimental influence for certain applications, can be used 

for detection of velocities of rough remote targets performing in-plane translation across the laser 

beam. The basic principle consists of a laser beam illuminating perpendicularly a non-cooperative 

surface in order to minimize the Doppler effect. When this surface is transversely translated, part of 

the reflected beam re-enter the laser cavity. As the speckle effect occurs, it causes random variations in 

the optical output power which is monitored by the photodiode within the laser package.  

The first self-mixing laser speckle velocimeter was presented during the mid-1990s [ 56]. 

Unfortunately, this set-up needed for every surface type a preliminary calibration of parameters such 

as the beam spot size or the surface characteristics of the target. As a matter of fact, the frequency of 

optical power fluctuations varies notably for different surfaces moving at the same velocity. However, 

a linear relation between the autocorrelation time of the speckle signal from self-mixing velocimeter 

and the velocity of the rough remote target exists. This property has been used to ameliorate the 

calibration procedure and to optimise this sensor in terms of reproducibility and accuracy [ 57]. Such a 

sensor has been applied to characterize the surface roughness and their classification by the way of an 

artificial neural network [ 58]. 
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I.2.3 Medical Applications 

Self-mixing sensors have been exploited in different medical fields because of the multiple 

advantages previously described, especially their compact size and their ability to access measurement 

points without direct contact. For example, Zakian et al have recently reported a self-mixing 

interferometry configuration with a laser diode in order to generate flow maps by using Laser Doppler 

imaging technique [ 13]. The experiment was carried out by sensing the laser intensity power spectrum 

at each pixel as the laser was scanned over a model mimicking the properties of skin and circulating 

blood. Some other medical applications based on the self-mixing effect will be presented below. 

The SM effect is used in conjunction with an optical fiber that allows one to remotely access intra-

vessel points of measurement for local intra-arterial blood flow and velocity. In particular, the fiber is 

positioned in a blood vessel and the laser light coming out of the fiber tip penetrates into the blood and 

is scattered by the moving blood cells. A small part of the laser radiation is coupled back into the fiber 

and thanks to the interaction with moving cells providing the Doppler-shift, it will interfere inside the 

semiconductor cavity with the original frequency. A typical set-up is shown in Fig. I:11. A practical 

use of SM optical fiber set-up has been demonstrated with blood flow measurement of a pig [ 59].  

 

Fig. I:11 A typical fiber optic SM set-up for intra-arterial blood velocimetry. PD, photodiode built-in 

the laser diode case; LD, laser diode; L1, collimating lens; L2, focusing lens; OF, optical 

fiber; VT ,  velocity of the measured target. 

Likewise, a great interest from medical specialists is concentrated on the measurement of blood 

velocity in single microvessels. The main limit to the use of such methods was due to the maximum 

frequency band (less than 3 Hz) which did not permit the study of flow in animals with high heart 

rates. A standard SM optical fiber set-up, similar to the one reported in the previous paragraph, has 

been used for external measurement of the artery blood flow of sheep [ 60].  

A complete non-invasive method for determination of local skin blood flow is also possible [ 61] by 

using SM set-up. The possibility to relate the autocorrelation speckle signals, generated on the built-in 

photodiode, and the blood flow velocity for the fingertip has thus been demonstrated. The latest 

comparative study with a commercially available Doppler flowmeter [ 62] has shown that the SM-LD-
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based system is capable of measuring the velocity of flow and identifying different blood flow regimes 

over the surface of human skin.  

Another promising field of application in medicine for SM kind of sensors has been reported in the 

measurement of muscle vibration [ 63], known as mechanomyographic (MMG). MMG is used in sport 

medicine and to investigate the effect of neuromuscular diseases and age on muscle structure and state. 

I.2.4 Absolute Distance Measurements 

Laser range finder techniques can be classified in to three broad categories [ 64]: 

• The geometric technique of triangulation is widely used for industrial applications due to its low 

cost, ease-of use and robustness. However, there is no auto-alignment in such a sensor as the source 

and the receiver are laterally separated. This may thus result in the shadow effect that can cause a 

missing of data because of directional occlusion. Moreover, the sensitivity is strongly dependent on 

the distance, and thus the measurement range is limited as a loss of precision happens for the distances 

greater than 1 meter. 

• The time-of-flight (TOF) technique includes the pulsed technique which is similar to the one used 

with microwave radars or ultrasonic systems. It provides good results for long distance measurements 

of up to tens of km. The phase-shift based TOF measurement of a continuous wave and the FMCW 

(frequency modulated continuous wave) method (once again optical equivalent of the microwave 

technique) are appropriate for 1 to 100 meters target ranging. Generally, all of these time-of-flight 

devices are not the most accurate but their sensitivity is uniform throughout the whole measurement 

range. 

• Interferometric technique provides us with the most accurate approach but it is very expensive and 

not so easy to implement. Such a method is mostly used for metrological applications when high 

accuracy is imperatively required. On the other hand, the self-mixing interferometry offers a low-cost 

and compact alternate solution that is quite easy to put into practice. 

In this type of sensors, and contrary to all the other types introduced in this manuscript, the injection 

current is not constant but modulated with a properly shaped triangular waveform in order to perform 

absolute distance measurement in a very simple way. Thereby, in this case, the external cavity length 

can be constant, however the equivalent Fabry-Perot cavity's length will be modified because of 

variations in the active cavity's length caused by the current modulation. Thus, the length of the active 

cavity is modified and even for a stationary target the length of the Fabry-Perot equivalent cavity will 

consequently be changed. Both the power and the wavelength undergo a modulation. This induces a 

triangular variation ∆λ of the emitted optical wavelength λ and the corresponding wave number (2π/λ) 

will then be changed by the amount (−2π∆λ/λ2) [ 9]. Variations of the optical power PF due to the self-

Usman Zabit 34



Chapter I : Self-Mixing and its Applications 

mixing signal will therefore be superimposed on the triangular carrier corresponding to P0, the optical 

power without feedback (Fig. I:12). By performing a derivative of this self-mixing signal and then by 

digitalizing it, the distance can be calculated by several methods. The first sensor of this type was 

conceived by Berheim and Fritsch in 1986 [ 30] having a resolution of 15mm over a distance of 1.5m. 

 Initially, the distance D was calculated simply by counting the integer number of optical power 

fluctuations (also called peaks, spikes, pulses or modes) due to the feedback. Let us consider the case 

of a stationary target. N1 and N2—respectively the number of pulses recorded during the increasing 

and decreasing triangular semi-period—are then equal. Let us consider that (N1 + N2) is equal to N, the 

total number of pulses during a complete period T of the triangular signal. The distance can then be 

expressed by the approximate relationship [ 9]: 

( )NcND υλ
λ

∆=∆≈ 22
2

    (1-26) 

where c is the speed of light and ∆ν the optical frequency shift. 

 

Fig. I:12 Integer number of optical power variations and their corresponding beat frequencies for a 

triangular injection current. 

The simple pulse counting method is adequate to demonstrate the feasibility of absolute distance 

measurement with a self-mixing sensor. The maximum error on distance measurement is given by 

c/(2∆ν) that corresponds to a ±1 pulse uncertainty per semi-period of modulation. This error depends 

directly on the wavelength (or frequency) shift of the laser source, without mode hopping. Considering 
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a typical Fabry-Perot laser diode like the LD64110N continuously tunable up to 36 GHz without mode 

hops, the obtained resolution was around 4 mm for distances up to 3 m [ 65]. Accuracy improvement 

up to 0.5 mm at a distance of 60 cm has been achieved with a sensor based on a 3-electrodes 

distributed Bragg reflector (DBR) laser structure with a wide continuous optical frequency excursion 

of 375 GHz [ 66]. 

However to ameliorate the accuracy of self-mixing range finders, “beat frequencies” fb between the 

pulses of the upward and downward triangular signal (Fig. I:12) have to be determined as the distance 

is then given by the following exact relationship [ 67]: 

)()/(4 21 bb ffdtd
cD += υ or possibly )(8 21 bb ffcTD +∆≈ υ  (1-27) 

where ν is the optical frequency. 

This method has a theoretical null error and for the considered case of a stationary target, fb1 is equal 

to fb2 in theory. In the perspective of designing a low-cost rangefinder achieving a resolution similar to 

the set-up designed with the DBR laser, this method is of great interest but its experimental 

implementation is rather complicated. As an example, first published results report an accuracy of only 

2 cm from 0.25 cm to 2.35 m [ 67]. 

Another method has also been proposed that is based on FFT and reports to have better performance 

than the traditional peak spacing methods [ 68]. Such a range finding system has been built using a 

VCSEL and the FFT to measure a range of distances from 20 cm to 1 m with a maximum error of 

1.5% and a resolution of 5 mm. 

I.3 Conclusion 

In this chapter, the theory of self-mixing was introduced showing its advantages for different 

sensing applications such as displacement or velocity measurements. 

One of the main advantages of this type of sensors is the simplicity of the system that is being 

simplified more and more by using new light sources. For example, VCSELs present a low threshold 

current ideal for embedded systems. New self-mixing VCSEL sensors are now being conceived 

without a photodiode where the variations of the OOP are monitored by looking directly at the 

changes of the voltage across the laser diode itself  [ 15]-[ 16]. Furthermore, these vertically emitting 

laser SM sensors that do not use photo-diodes can be used to grow two-dimensional sensor arrays for 

flow cartography. For example, a self-mixing imaging sensor using a monolithic VCSEL array with 

parallel readout has been published in 2009  [ 69]. 

First commercialized self-mixing sensors have already been launched by Philips through their 
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"Twin-Eye" laser sensor adopted by different computer mouse manufacturers such as the new high 

resolution A4tech gaming mouse or the Logitech V400 mouse  [ 70]. This same sensor was initially 

designed by Philips for its possible use in mobile phones [ 71], PDAs or laptop computers in order to 

reduce the size and price occupied by usual inputs such as touch screen, mechanical joysticks or touch 

pads. 

As a conclusion, self-mixing is an emerging technique which is newly commercialized, proving its 

interest in terms of cost and simplicity for future mass-market applications ranging from medicine to 

transportation. 

The following chapters shall present the work undertaken to develop advanced displacement 

measurement techniques by using the self-mixing interferometry. We shall present new signal 

processing techniques used either to reduce the calculation time needed for displacement 

reconstruction (e.g. the hybrid displacement optimisation algorithm) or to improve the displacement 

measurement accuracy (e.g. the detection and correction of SM fringe disappearance in case of 

increased feedback) or to improve the adaptability of displacement reconstruction in case of SM 

feedback regime change (e.g. the adaptive SM fringe transition detection algorithm). Likewise, we 

shall present the results of the use of hardware components (adaptive optics in the shape of a liquid 

lens as well as a solid-state accelerometer coupled with the SM sensor) that have been added to the 

standard minimal sensor set-up (LD package with a focusing lens) in order to have better range, 

accuracy and robustness. 
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II Ameliorations in SM 

Displacement Algorithm 
The use of SM for the case of displacement measurement has already been presented in the 

introductory chapter. The first measuring technique has been the fringe counting method but there 

exist various other methods that allow even better resolution as detailed in the introductory chapter.  

The present thesis started with the objective of implementing a displacement measurement 

technique that would provide a resolution better than the basic half-wavelength and that could be used 

to develop a real-time displacement sensor that would be robust to changes in optical feedback regime 

and unfavorable operating conditions. This present work thus followed the important research work 

done in the field of SM signal processing [ 39]-[ 42] by a doctorate student of our research laboratory [ 

72]. Among the various published methods, it was decided to base this work on the Phase Unwrapping 

Method (PUM) [ 39].  

The advantage that this method holds over the others is the fact that these other methods require 

approximation and local Photodiode output signal linearization and/or external optical components 

and/or preliminary separate measurements of two fundamental SM parameters, namely 1) the 

feedback coupling factor C and 2) the linewidth enhancement factor α [ 35]-[ 34], [ 43]. These 

different methods can thus be more costly and are not fully compatible with real-time displacement 

measurements, all of which drastically reduces the interest of using SM sensors for industrial 

applications. PUM, however, has none of these constraints and has the added advantage of correctly 

approximating the C and α parameters. 

So, the present work started by dissecting the PUM so as to have a faster and robust algorithm that 

could be used in a real-time system on chip. This detailed study presented its own results that 

demanded subsequent modifications. Thus, this chapter starts by presenting the PUM, followed by the 

work done to improve the algorithm. 
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II.1 Phase Unwrapping Method 

PUM is a signal processing method for an adaptive estimation of the target displacement using a LD 

SM sensor in moderate feedback regime. The various operations of the signal processing are 

illustrated in Fig. II:1 and can be split up into two principal steps [ 39]. These shall be further 

elaborated after a basic theoretical development. 

Let D(t) represent the displacement between the LD driven by a constant injection current and a 

remote surface which back-scatters a small amount of optical power back into the LD cavity. When 

this optical feedback phenomenon occurs, the laser wavelength is no longer the constant 0λ but is 

slightly modified and becomes a function of time )(tFλ when D(t) varies (where the subscript ‘F’ 

denotes Feedback and ‘0’ denotes No feedback). The wavelength fluctuations can be found by solving 

the phase equation (1-16): 

 

0)arctan2sin(20 =++− ατπνπτνν extF
ext

F C    (2-1) 

)(txF and represent two phase signals written as a function of the wavelengths )(0 tx

)(tFλ and )(0 tλ , respectively. 
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2
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)(2)( ttt
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F
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)(2)( 0

0
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tDtx τπνλπ ==    (2-3) 

So, (2-1) becomes: 

)arctan)(sin(0 α++= txCxx FF     (2-4) 

[ ]α,);(0 CtxGx F=      (2-5) 

The equations (2-4) and (2-5) thus indicate that the free running phase can be found by correctly 

estimating , C and α. )(txF

Furthermore, (2-3) indicates that once (2-5) is resolved, we can determine D(t) by 

π
λ
4)( 0

0xtD =      (2-6) 
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Fig. II:1. Block diagram of the signal processing for the estimation of the displacement using the 

Phase Unwrapping Method. 

So, we can resume by stating that the displacement measurement for a constant current injection 

diode under self-mixing can be achieved by correctly estimating the three parameters, namely: the 

phase under feedback, C and  α. 

Let us start by estimating the phase under feedback . )(txF

II.1.1 Rough Estimation of Phase 

Using (2-2) in (1-21) that gives the laser diode optical output power OOP, we arrive at 

)))(cos(1()( mod0 txmPtP F+=     (2-8) 

P(t) is then brought into the range [1 –1] to give the normalised OOP P’(t). Then, using (2-8), we 

can easily retrieve “ mod π”, which is the modulus π phase under feedback: )(ˆ txF

))('arccos()(ˆ mod tPtxF =π     (2-9) 

Now, according to [ 73] and [ 74], each of the discontinuities seen in “ mod π” represents a 

phase jump of 2π. So, by adding or subtracting 2π at each of these phase shifts, we can estimate 

. In fact, it is this operation of unrolling or unwrapping the phase around each phase shift (or 

Self-mixing fringe) that has led to the name of PUM.  

)(ˆ txF

)(ˆ txF

The rough feedback phase reconstruction is thus elaborated in Fig. II:2, where (a) presents the 

normalised OOP P’(t), (b) shows the corresponding “ mod π”, (c) indicates how a simple 

derivative helps to identify SM fringes, where as (d) is the roughly estimated phase . 

)(ˆ txF

)(ˆ txF



Optimisation of a Self-mixing Laser Displacement Sensor  

 

Fig. II:2 First step of the algorithm is the unwrapping of the phase estimation. (a) Normalized OOP 

P’(t), (b) “ mod π”, (c) derivative of “ mod π”, and (d) Transitions and rough 

reconstruction of xF (t). 

)(ˆ txF )(ˆ txF

If we compare the result of this rough phase estimation with the method of fringe-counting then it is 

evident that a simple detection and subsequent accumulation (as shown in Fig. II:2, (c)) would give the 

same result as that given by fringe counting. However, (shown in Fig. II:2, (d)) is more 

precise than a simple fringe counting and hence closer to the actual target displacement as it is 

calculated by the addition of  “ mod π” to the value obtained by the simple fringe-counting. 

)(ˆ txF

)(ˆ txF

 

Fig. II:3 The result provided by the rough estimation and the fringe counting for a simulated reference 

target displacement of 6.5(λ/2) and C=1.5. 
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The same result can be observed in Fig. II:3 where for a simulated target displacement of 3.25λ and 

C=1.5, the rough estimation provides a result of 3.05λ where as fringe counting has a result of 2.817λ 

at the signal maxima. It can also be noticed that the rough estimation, though better than the fringe 

counting, is still inaccurate with respect to the true target displacement. 

This rough estimation would be optimised in the next step to further match the actual target 

displacement. 

Now, once is estimated, we need only estimate C and α in order to resolve (2-4). )(ˆ txF

II.1.2 Joint Estimation of C and α 

The second signal processing step deals with the joint estimation of C, α, and D(t). It is based on the 

idea that target displacement discontinuities are far less frequent than discontinuities of P(t) and xF(t) 

caused by the non-linear behaviour of (2-4) and (2-7).  

As θ = xF(0)  + arctan(α) remains constant, so (2-4) becomes  

)sin(0 θ++= FF xCxx                   ∀ t > 0  (2-10) 

So, we can now choose an optimal set of parameters and , that would lead to a 

discontinuities minimization of the reconstructed phase by using (2-10). This procedure thus 

helps to correct the roughness inherent in the 2π phase unwrapping used in the first step of the method. 

optĈ optθ̂

)(ˆ0 tx

It is also brought forward that as long as xF(0) is unknown, α can only be approximated. However, 

the influence of α on the shape of the SM signal remains secondary and has no important consequence 

on the displacement measurement with PUM. 

optĈ and  are given by the optimisation of a criterion J(C, θ), which is written as  [ 39] optθ̂

2

0

^

0

^

0 )]1()([),( ∑
=

−−=
K

k
kxkxCJ θ    (2-11) 

where , )(
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0 kx Ν∈k , is the discrete  form of the phase x0(k). The criterion is evaluated over a temporal 

window containing K points of the time derivative of . Hence the optimal couple and  

is the one which minimises 
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Fig. II:4 presents the criterion J(C, θ) for an experimental SM OOP signal. The minimum point 

found in the function space leads to the approximation of the couple(C, θ). These values are then used 

in (2-10) to finally calculate which leads to D(t). )(0 tx

 

Fig. II:4 The criterion J(C,θ) corresponding to an experimental SM OOP signal, that allows the 

estimation of the (C,θ) couple. 

II.1.3 Conclusion 

As stated previously, an objective of this thesis was the design of a SM displacement measurement 

technique that could be implemented as a sensor on chip. The choice of the PUM seemed appropriate 

as a starting block as it catered to the most usually encountered SM signals in free space i.e. moderate 

regime signals while giving a precision of around λ/16 for experimental acquisitions. 

So, after a detailed study of PUM, it came to light that the most time-consuming and complex step 

remained the joint optimization procedure (shown in Fig. II:1). As presented in the last section, it 

consists in the minimization of a multivariable space (Fig. II:4), which in itself is based on nonlinear 

mathematical equations. 

Now that an introduction to the SM interferometry as well as to the PUM has been presented, the 

rest of the manuscript will present the research work undertaken during this thesis. Thus, by the help 

of the solid grounding provided by previous research, the author shall from now on detail his 

endeavors that take forward the research work in the field of SM interferometry. 

Let us begin with the next section, where an approach will be presented that would replace the 
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before mentioned optimisation process by a Fourier transform based technique. 

II.2  Fourier Transform based Phase 

Retrieval 

As the optimization needed for the Phase-Unwrapping method turns out to be time-consuming so 

the method of arriving at the displacement D(t)from the self-mixing optical signal P(t) was re-

evaluated. 

Then, it became apparent that the first step of rough phase estimation does not need complicated 

calculations and it may be used as a basis to arrive at the final phase without going through the time-

consuming joint-optimization step. This can be seen in Fig. II:5 where the final phase achieved by the 

optimization is shown alongside the roughly estimated phase. It is observed that the optimization 

results in the smoothing out of the higher frequency components of the rough phase and eliminates the 

stair-case shape of the roughly estimated phase. 

 

Fig. II:5. The estimated phase xF obtained after the rough estimation and the final phase x0(OPT) based  

on the Nelder-Mead optimization of the rough estimation. 

This led to the idea of analyzing the frequency spectrum of the rough phase by doing a FFT and 

using only the frequency component related to the target oscillation frequency (called fbase) while 

rejecting all the other frequency components.  

Thus, once the right component is selected, the Inverse FFT may reproduce the final phase, which 

can be used to calculate the displacement.  

So, the PU method has been modified to replace the joint-optimization step with the FFT based 
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analysis of the Power Spectral density (PSD) of the rough phase, followed by the selection of the 

frequency component having the highest Power (which gives us fbase), and the subsequent recreation of 

the final phase using an IFFT, as shown in Fig. II:6. 

 

Fig. II:6. Fourier Transform based Phase Retrieval Algorithm 

To present the working of this FFT based algorithm, a simulated Self-mixing signal for a target 

excitation frequency of 333Hz and a target excitation amplitude of 10*(λ/2) has been used. The PSD 

of the roughly estimated phase is presented in Fig. II:7 where, the highest Power density is found for 

the FFT signal corresponding to fbase = 335Hz. Thus, once selected, only fbase component is retained in 

the FFT signal and all the rest are rejected by using the filter block shown in Fig. II:6. 

 

Fig. II:7. The Power density of the frequency spectrum of the estimated phase xF where the maximum 

peak is found for 335Hz. 
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Inverse FFT (IFFT) is finally performed on the filtered FFT signal to retrieve the final phase based 

on FFT analysis of the rough phase. Fig. II:8 presents these two signals, where it is observed that the 

FFT based phase x0(FFT) faithfully reproduces the target oscillation frequency and the amplitude of the 

reproduced signal closely matches that of the rough phase. 

 

Fig. II:8. Final phase x0(FFT)  obtained by using IFFT on only the maximum power density frequency 

component of the FFT signal of estimated phase xF. 

However, once the displacement value is calculated based on x0(FFT) , the error as compared to the 

target excitation signal is larger as compared to the error obtained by the displacement calculated by 

using joint optimization based final phase x0(OPT). Fig. II:9 shows these curves where an error of 3.8% 

is seen for the FFT based algorithm whereas the error is of 0.3% for the PU method. 

 

Fig. II:9. IFFT based final phase x0(FFT) and Optimisation based final phase x0(OPT) for a target 

excitation signal of 10*λ/2. 
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Thus, despite its simplicity and the correct calculation of the target oscillation frequency, the FFT 

based algorithm cannot be used for a displacement measurement implementation, as the increased 

error in displacement calculation cannot be acceptable. 

II.3 Adapted Nelder-Mead Algorithm 

As the higher accuracy of PUM as compared with the FFT based method comes from the joint-

optimization step, so a detailed study of this process was undertaken in order to possibly optimize this 

step. 

So, in this section, we explain the signal processing required for the joint estimation of C and θ in 

order to reach a λ/16 precision of displacement measurement. The said optimization is based on the 

use of the Nelder-Mead simplex method that has been consequently modified to better suit our 

application. This analysis leads to optimize the number of optical power samples necessary for joint 

estimation as well as to the adaptations of Nelder-Mead method, all of which result in an important 

reduction in computing time necessary for convergence to the optimum values [ 75]. Furthermore, 

influence of initial step size parameter η on the reduction in the convergence time as well as on the 

possibilities of introducing parallelism in the method have been studied for implementation in a future 

integrated sensor [ 76]. 

Thus, in this section, the Nelder-Mead simplex method is presented followed by the application of 

its adapted version to the PUM, the influence of η and finally the implementation of the algorithm in 

Stateflow® and VHDL.  

II.3.1 The Nelder-Mead Simplex Method 

The Nelder-Mead Simplex Method (NM) [ 77] is one of the most widely used direct search methods 

for multidimensional unconstrained minimization and non-linear optimisation. It attempts to minimize 

a scalar-valued non-linear function of n real variables using only function values, without any 

derivative information (explicit or implicit). The NM method thus falls in the general class of direct 

search methods. 

 A large subclass of direct search methods, including the NM method, maintain at each step a non-

degenerate simplex; a geometric figure in n dimensions of nonzero volume that is the convex hull of n 

+ 1 vertices (i.e. a pyramid in the case of 3D objective function). Each iteration of a simplex-based 

direct search method begins with a simplex, specified by its n + 1 vertices and the associated function 

values. One or more test points are computed, along with their function values, and the iteration 

terminates with a new (different) simplex such that the function values at its vertices satisfy some form 
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of descent condition compared to the previous simplex. Among such algorithms, the NM algorithm is 

particularly parsimonious in function evaluations per iteration, since in practice it typically requires 

only one or two function evaluations to construct a new simplex. Several popular direct search 

methods use n or more function evaluations to obtain a new simplex [ 78]. 

The NM method is proposed as an algorithm for minimizing a real-valued function f(x) for nx ℜ∈ . 

Four scalar parameters must be specified to define a complete NM method: coefficients of reflection 

( ρ ), expansion ( χ ), contraction (γ ), and shrinkage (σ). According to the original NM paper [ 77], 

these parameters should satisfy: 

ρ > 0,  χ >1,  χ  > ρ ,  0 <γ  < 1,  0 <σ < 1             (2-13)  

The nearly universal choices used in the standard NM algorithm are ρ  =1, χ =2,γ = ½ and σ = ½ 

which are also used in our method. 

At the beginning of the kth iteration, k≥ 0, a non-degenerate simplex k∆   is given, along with its n + 

1 vertices, each of which is a point in . It is always assumed that iteration k begins by ordering and 

labelling these vertices as , such that  

nℜ
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n
k xx +

                   (2-14)  )(
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1 ... k

n
kk fff +≤≤≤

where  denotes . The kth iteration generates a set of n + 1 vertices that define a different 

simplex for the next iteration, so that 

)(k
if )( )(k

ixf

kk ∆≠∆ +1 . Because we seek to minimize f, we refer to  as 

the best point or vertex, to  as the worst point, and to  as the next-worst point. Similarly, we 

refer to  as the worst function value, and so on. 
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)(k
nx

)(
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nf +

A single generic iteration is specified, omitting the superscript k to avoid clutter. The result of each 

iteration is either (1) a single new vertex- the accepted point - which replaces  in the set of vertices 

for the next iteration, or (2) if a shrink is performed, a set of n new points that, together with , form 

the simplex at the next iteration. 

1+nx

1x

II.3.1.a An iteration of NM algorithm 

Order. Order the n + 1 vertices to satisfy:  . )(...)()( 121 +≤≤≤ nxfxfxf

Reflect. Compute the reflection point  from rx

)( 1+

−−
−+= nr xxxx ρ                   (2-15)   
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where is the centroid of the n best points (all vertices except for ).  We evaluate 

. For , we accept the reflected point  and terminate the iteration. 

∑
=

−
=

n

i
i nxx

1
/

1+nx

)( rr xff = nr fff <≤1 rx

Expand. If , the expansion point  is calculated: 1ffr < ex

)(
−−

−+= xxxx re χ                          (2-16)   

and  evaluated. For ,we accept  and terminate the iteration; otherwise (if 

),  is accepted and we terminate the iteration. 

)( ee xff = re ff < ex

re ff ≥ rx

Contract. If , perform a contraction between  and the better of  and . nr ff ≥ −
x 1+nx rx

- Outside. For   (i.e.,  is strictly better than ), we do an outside contraction: 1+<≤ nrn fff rx 1+nx

                        (2-17)  )(
−−

−+= xxxx rc γ

and evaluate . For , is accepted and we terminate the iteration; otherwise, we 

perform a shrink step. 

)( cc xff = rc ff ≤ cx

- Inside. If , perform an inside contraction: 1+≥ nr ff

 )( 1+
−

−−= ncc xxxx γ                  (2-18)  

and evaluate . For , we accept  and terminate the iteration; otherwise, we 

do a shrink. 

)( cccc xff = 1+≤ ncc ff ccx

Perform a shrink step. Evaluate f at the n points , where . The 

(unordered) vertices of the simplex at the next iteration consist of . 

)( 11 xxxv ii −+= σ 1,...,2 += ni

121 ,...,, +nvvx

Fig. II:10 and Fig. II:11 show the effects of reflection, expansion, contraction, and shrinkage for a 

simplex in two dimensions (a triangle), using the standard coefficients [ 78]. 

The algorithm is run until the optimised point is reached which may be specified as the obeying the 

condition,  where ‘tol’ is an infinitesimally small value, approaching machine-level 

precision for the hardware implementations of the algorithm. 

tolffabs n ≤− + )( 11
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Fig. II:10. Nelder-Mead simplexes after a reflection and an expansion step. The original simplex is 

shown with a dashed line. 

 

Fig. II:11. Nelder-Mead simplexes after an outside contraction, an inside contraction, and a shrink. 

The original simplex is shown with a dashed line. 

II.3.1.b Application of the NM algorithm 

Restricting the NM method to two dimensions (as only C and θ are being optimized), the number of 

vertices becomes 3 which can be ordered as B (best or the minimum point), G (good or the next 

minimum point) and W (worst or the highest valued point), such that f(B) ≤ f(G) ≤ f(W). The 

iterations of the algorithm generate further points in 2D space, such as R (reflect), E (expand), C 

(outside contract), Ci (inside contract), S (shrink) or M (mid-point of B and G).  

We observe that the NM method has an adaptive feature that enables the simplex (see Fig. II:12 for 

an example in two dimensions) to reflect, expand, contract or shrink so as to conform to the 

characteristics of the response surface. 

These actions are based on the conditions summarized in the Table II-1 [ 79] and are applied 

repeatedly until a termination criterion is reached. For the particular case illustrated in Fig. II:12, 

reflection of point W (corresponding to the highest result) through the centriod M of the opposite side 

locates point R. In this instance, an expansion would then follow making the next simplex GBE. 
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Fig. II:12 A Two Dimensional NM Simplex (triangle) on the XY surface with possible subsequent 

points (see Table II-1 ), where curves 5 to 1 represent descending values of the objective 

function [ 79]. 

In contrast to other minimization procedures, the simplex procedure approaches the minimum by 

moving away from high values of the objective function rather than by trying to move in a line toward 

the minimum [ 79]. 

 

Condition Action New Simplex 

f(B) ≤ f(R) ≤ f(G) Reflect G B R 

f(R) < f(B) Extend G B E 

f(W) < f(R) Inside Contract  G B Ci 

f(G) < f(R) ≤ f(W) Outside Contract G B C 

f(W) ≤ f(Ci) or  

f(R) ≤ f(C) 

Shrink S M B 

 

Table II-1. Conditions governing the formation of subsequent simplexes (where f(x) designates the 

value of the objective function at point x). 
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Fig. II:13. Schematic diagram of the Nelder-Mead simplex algorithm for joint optimisation of C and θ. 

The shaded blocks represent an objective function call to one of the standard NM steps. 
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II.3.2 Application to the Self-Mixing Signal 

Let us rewrite the condition for the optimization of the couple (C, θ) using the criterion J(C, θ):  

2

0

^

0

^

0,
)]1()([min)],([min ∑

=
−−=

K

kC
kxkxArgCJArg θ

θ
 

As the criterion is evaluated over a temporal window containing K sampled points, so K has a direct 

influence on the total time needed to converge. 

Secondly, every time the value of C or θ is varied, the equation [ ]θ++= )(sin)()(0 kxCkxkx FF  

(denoted from hereon as the ‘Objective Function’) has to be recalculated so that its value may be 

inserted into J(C, θ). So, a change in C or θ results in a new Objective Function Call, necessitating a 

recalculation of K corresponding sampled points. Thus, reducing the number of Function Calls shall 

lead to a direct reduction in the total computation time. 

II.3.2.a  Reduction of the Number of Samples 

It has been observed during the optimization of the PUM that the window size of K points in time 

domain can be drastically reduced to one-third or even one-fourth size with only a cost of less than 5% 

error in the accuracy of the  and error of less than 1% in the estimation of . The evolution of 

%age error in  and as against the window size can be seen along the y-axis of Fig. II:14 

respectively. Thus, considerable gain in the speed of execution of the algorithm can be achieved 

without an excessive error in the evaluation of the desired parameters. 

^

optC
^

optθ

^

optC
^

optθ

II.3.2.b Influence of the Tolerance Parameter 

During the optimizations, the influence of the tolerance parameter ‘tol’ was also observed. Actually, 

it is the parameter that defines when the optimization process should stop. This parameter actually 

helps to finally identify the final optimized point obtained in the multidimensional simplex space. 

Thus, it ensures the proximity of n +1 vertices as to when they are sufficiently close to terminate the 

execution of the NM iterations. 

Hence, with a very small ‘tol’ value, the NM algorithm continues to evaluate the objective function 

for a long period of time (i.e. increased number of iterations and objective function evaluations) as 

opposed to a small period of time for a relatively large ‘tol’ value. 

This parameter is theoretically close to zero and is normally set close to machine precision level in 

the commercial software adaptations of NM method in order to ensure the validity of the ‘minimum’ 

reached by the NM method. However, in our case, the influence of ‘tol’ has been evaluated with a 
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range from 10–1 to 10–9. The objective has been to adapt this parameter value in order to decrease the 

number of function evaluations while maintaining the same levels of accuracy of  and . It is 

observed that with a value close to 10–3, the number of objective function evaluations are approx. 

halved while maintaining the error induced in  and  to less than 0.5%, as seen along the x-axis 

of Fig. II:14 respectively. 

^

optC
^

optθ

^

optC
^

optθ

 

 

Fig. II:14. Percentage error in and  as a function of Tolerance ‘tol’ of NM method (x-axis) 

and Window size K of 

^

optC
^

optθ

),( θCJ (y-axis). The color coding represents the number of objective 

function utilisations which increases from 8 (blue) to 104 (red) as a function of x and y. 
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II.3.2.c Redundant Contraction Step 

Lastly, the NM method was adapted to our displacement measurement application with respect to its 

contraction steps. 

As already explained, the NM method utilises two types of contraction, the inside contraction as 

well as the outside contraction. However, it has been observed that the removal of the ‘inside 

contraction’ step actually helps to decrease the number of objective function calls by approx. 25% 

(Fig. II:15) as far as its adaptation to our application is concerned. It is noted that this factor gain is 

achieved without any error introduced in the joint estimation of  and . 
^

optC
^

optθ

This can be explained by the fact that our objective function is in two-dimensional space and the 

general shape of the criterion ),( θCJ  is a parabolic valley (Fig. II:4) in 3 dimensions, where the 

utilisation of ‘inside contraction’ would normally lead to a new vertex leading away from the optimal 

point which is an undesirable result. 

 

Fig. II:15. Percentage reduction in objective function utilisation without using ‘inside contraction’ 

step of NM method as a function of Tolerance ‘tol’ (x-axis) of NM method and Window size 

K of ),( θCJ (y-axis). The colour coding represents the same percentage error. 

Even though the three steps mentioned before have resulted in a gain in the calculation time but the 

total time needed in the optimisation still remains quite long. Furthermore, the iterative but sequential 

nature of NM makes it quite difficult to parallelize the method. Hence, further work was undertaken to 

still improve the optimisation time. This is specifically based on the reduction of the total number of 

objective function calls by effectively using initial step size parameter of the NM method. Introducing 

parallelism, as seen in the next section, can then reduce the overall computing time in NM iterations. 
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II.3.3 The Step-size Parameter η 

The initial step size parameter η is used to initialise the starting simplex in the Nelder-Mead 

Simplex method. This simplex (a triangle in 2D space and a Pyramid in 3D space) is constructed based 

on an arbitrary initial point in the simplex space. The required n + 1 points needed to create a simplex 

for an n variable function are thus derived based on the value of η. 

Thus, for an initial starting point qseed, the other n points can be found using 

qseed  = qseed  + ηei     (2- 19)  

where the ei’s are N unit vectors in the simplex space and where η is a constant which is a guess of the 

objective function’s characteristic length scale. 

II.3.3.a Influence of η on Total No. of Objective Function Calls 

It has been observed by simulations on the experimental OOP data that this parameter has direct 

effect on the time needed to find the optimum values (in our case, the values of C and θ that minimize 

our objective function or the criterion J(C, θ)) through the Nelder-Mead Method. 

 

Fig. II:16. Influence of η on the total number of objective function calls needed in order to converge to 

the optimised values of C and θ for varying starting points of the same two parameters (i.e. 

qseed  = [Cseed  , θ seed ] )  in Nelder-Mead Simplex Algorithm. 

The simulations have been conducted using three different values of η, e-g η = 0.1, η = 0.5 and η = 

0.9. 

In order to study only the influence of η, the starting values were varied in the objective function 

space so that its influence on the final convergence can be evened out. 



Optimisation of a Self-mixing Laser Displacement Sensor  

For each starting point e-g C = 4 and θ = 4 etc, 90 simulations were carried out for varying tolerance 

factor ‘tol’ and total number of Laser Diode Power samples K. The averaged total number of objective 

function calls for these 90 simulations for a given starting point q0 = [C0 , θ0 ] was used.  

Thus, using the same method, averaged numbers of objective function calls were calculated for 9 

different starting points and the resulting curves are plotted in Fig. II:16. The same practice has been 

used for all subsequent data based on varying starting points. 

The varying starting points have been selected keeping in mind the usual variation of C and θ for the 

case of moderated feedback in a self-mixing laser diode. 

If the mean of these curves is taken, it is seen in the Table II-2 that for η = 0.5, the total number of 

objective function calls is minimized as compared to other values. This in turn shall lead to a quicker 

establishment of optimised values of C and θ for our phase-unwrapping algorithm of displacement 

measurement using the Nelder-Mead Method. 

 η 0.1 0,5 0,9 

Objective function Calls 56.6 51 52.3 

 

Table II-2.  The mean of total number of objective function call values shown in Fig. II:16 . 

II.3.3.b Percentage Distribution of Standard NM steps for 

varying  η 

Simulations on the same experimental OOP data have been carried out to measure the percentage 

distribution of the standard NM step related function calls  (Reflect, Expand, Contract and Shrink) in 

the over all number of function calls. 

It has already been presented that in any given NM iteration, one step out of the standard four steps; 

“reflect, expand, contract and shrink” is chosen. (Please see Fig. II:13 where the shaded blocks 

represent the Standard NM steps).Thus, every new iteration begins by a call to the reflect step (f_R), 

followed by a call to the expansion step (f_E) or iteration termination in one case (i.e. the right hand 

side of the iteration loop shown in Fig. II:13) OR a call to the contraction step (f_C1 and f_C2) and/or 

a call to the shrinkage step (f_S and f_M) in the other case (i.e. the left hand side of the iteration loop 

shown in Fig. II:13). 

Thus, an averaged percentage distribution can be assumed to contain 50 % reflection function calls 

and 25% each for expansion as well as contraction-shrinkage function calls. 

However, these percentages can be altered depending on the function space topography, its initial 
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starting point as well as the parameter η. 

In Fig. II:17 are given the percentage distributions for 3 different values of η for the 9 different 

starting points while using the same experimental OOP signal.  

It is observed that the reflect step percentage is always close to 50 irrespective of the value of η, 

where as the percentages for contract and expand steps vary according to η. The shrink percentage 

remains close to zero. 

 

Fig. II:17. Percentage distribution of the four basic NM steps Reflect (a), Extend (b), Contract (c) and 

Shrink (d) in the total number of objective function calls for varying η and starting points. 

II.3.3.c Influence of η on the Shrink Step 

The number of Shrink Step function calls can also be controlled by varying the parameter η. This 

can be seen in Fig. II:17 representing percentage distributions of the four standard NM steps. For 

example, for η = 0.9, the vertices of the created simplex are fairly close and a shrink step is never 

needed. 

The averaged shrink step function call percentage for different starting points is given below. Once 

again, a very small value is seen for η = 0.5. 

The advantage of a very small shrink function call percentage is that its elimination leads to 

elimination of two function calls per iteration (shown as f_S and f_M in Fig. II:13) for an objective 

function in 2D space. Thus for any arbitrary NM iteration, only 3 out of 5 next function calls (f_R, f_E 

or f_C in Fig. II:18) remain to be possibly executed. 
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Fig. II:18 Schematic diagram of Adapted Nelder-Mead algorithm where “Inside Contract” and 

“Shrink” steps have been removed. The NM iteration (shown by dashed arrows) can now 

only call f_R , f_E or f_C. The probability ( f_C : f_E :: 8 : 1) is for η = 0.5. 

Usman Zabit 60



Chapter II : Ameliorations in SM Displacement Algorithm 

 61

This leads to a direct reduction of total time needed to find optimized values by a factor of 2 (i.e. 

50%) by deploying 3 objective function calls in parallel in hardware. The obvious disadvantage is the 

threefold expense of hardware resources used for implementing the objective function call block for a 

gain in time of a factor of two. 

The mean of shrink percentages of 9 simulations is given in Table II-3.  

It is evident that the reduction in the shrink percentages results in the increase of the remaining three 

step percentages and hence allows us to deploy 3 parallel function blocks. 

η 0.1 0,5 0,9 

Mean percentage of Shrink function calls 3.4% 1.5% 0% 

Table II-3. The mean of percentage value of Shrink function call curves for varying starting points 

andη. 

II.3.3.d Influence of η on the Contraction to Expansion Ratio 

It is observed that η has also an influence on the ratio of contraction steps to expansion steps, which 

are executed in any given NM iteration. 

By varying η, a higher ‘contraction to expansion’ ratio is obtained. Fortunately, as seen in Fig. II:19, 

the best value is again found by η =  0,5. Thus the same parameter reduces the number of function 

calls needed to optimize C and θ as well as to increase this ratio. 

 

Fig. II:19. Influence of η on the Contract–Expand Ratio for varying starting points. 
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This ratio becomes important when parallel calls to the objective function block are to be used to 

reduce the total time needed to find the optimum values. So by using a forward prediction, a 

contraction step function might be called at the same time as the call for a Reflection step. (It is 

reminded that a call to the Reflection step is always done at the beginning of each new NM iteration). 

 With a large probability of a contraction step rather than an expansion step, the parallel call helps to 

speed up the time needed. The cost of this increase is paid by the duplication of the hardware 

resources needed to implement the objective function in a real time system. 

For example, using η=0.5, and with a quasi elimination of shrink step, the probability of the next 

function call being a Contraction step after a Reflect step is 8 to 1 as compared to an expansion step, 

as shown in Table II-4 and in Fig. II:18. Thus by using double parallel calls to the Reflect and 

Contract steps, this could lead to a reduction in total time for optimization by 43.75 %. 

 

η 0.1 0,5 0,9 

Contraction to Expansion ratio 5.9 8.4 2.5 

Table II-4. The mean of contraction/expansion ratios for varying starting points and η. 

II.3.4 Implementation of Adapted Nelder Mead FSM in 

StateFlow® 

The adapted Nelder Mead Algorithm in the shape of a Finite State Machine (FSM) has been 

successfully implemented in StateFlow® in MATLAB®. The objective function calls have been 

executed using estimated phase samples of laser diode power in MATLAB. 

The comparison of our FSM with the standard ‘fminsearch’ function of MATLAB is presented in 

Fig. II:20. 

As indicated in Table II-5, the FSM implementation has provided excellent results while 

significantly reducing the total number of objective function calls. 

 

No. of samples * 1000 1 2 3 4 5 6 7 8 9 10 Mean

 Fn calls for ‘fminsearch’ 88 88 93 82 87 83 85 83 87 89 86.5 

 Fn calls for FSM 40 41 52 53 62 56 55 58 55 58 53 

Table II-5. The number of function calls used to optimise C and θ  using two methods. 
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Comparison of FSM results with 'fminsearch' function
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Fig. II:20. Percentage error in the optimisation of C and θ  by the adapted NM FSM as compared with 

the ‘fminsearch’ MATLAB function from 1,000 to 10,000 samples along x-axis. 

II.3.5 Implementation of the FSM in VHDL 

Based on the FSM tested in StateFlow®, the algorithm has been coded in VHDL. The resulting 

code has 44 states and assuming a Spartan III Xilinx® FPGA, maximum frequency of 106.022MHz 

has been reported by the simulations. 

The FSM used for the coding does not use pipelining of the objective function call block and hence 

this has been coded using a sequential approach. 

Out of the total 44 states seen in Table II-6, the first 16 states are used to set up the initial simplex 

and the next 28 states execute a general NM iteration made up of the four basic steps. 

 

 

Table II-6. Extract from the Synthesis Report for the VHDL code of the NM FSM. 
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The previous results of Stateflow® simulations indicate that a mean value of 53 objective function 

calls (see Table II-5) was needed to find the optimised values. These calls were executed from 26 

iterations of the NM algorithm (a typical iteration is indicated by the dashed arrows in Fig. II:18). So, 

by calculating the time for one NM iteration, one can approximate the total time needed to find the 

optimised values of C and θ. 

Now, by assuming that the objective function call block is constructed by using only combinational 

logic and using one clock cycle of 10ns for execution of each state;  

44 states * 10ns + 28 states * 26 iterations * 10ns = 7.72µs 

are needed to converge to the optimised values by using a totally combinational logic based objective 

function block. 

If, on the other hand, in order to reduce the hardware resources inside the objective function block, 

we use a sequential approach to process data, and assuming that the objective function block consumes 

100 clock cycles for one execution (this value would in itself be subject to the number of laser diode 

phase samples to be stored and processed etc); for 53 function calls, the additional time amounts to 53 

calls * 100 cycles * 10ns = 53µs. 

 

 

Fig. II:21 Use of parallelism for reducing the total time needed for joint optimisation. (a) no 

parallelism (b) double deployment of objective function block resulting in 43.75% 

improvement (c) triple deployment of objective function block resulting in 50% improvement. 
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This additional time can be reduced by 50 % using the Triple deployment of objective function 

block or by 43.75 % by using a Double deployment of objective function block by choosing a 

favorable value of η=0.5 and assuming that the shrink step is eliminated. However, it is noted that for 

50 % gain in time as compared to an implementation of NM FSM without parallelism, the hardware 

resources consumed to implement the objective function block are tripled and are doubled for a gain of 

about 43.75 % (see Fig. II:21). 

So, by a triple deployment of objective function block, we could gain only about 6 % in time at an 

increase in hardware cost of 33% as compared to a double deployment. 

II.3.6 Assessment of Adapted Nelder-Mead 

The signal processing required for the optimised joint estimation of the coupling coefficient 

characterizing the feedback regime and the line-width enhancement factor of the laser diode under 

moderate feedback has been done using the Nelder-Mead simplex method.  

The optimization has led to a decrease in the number of LD optical power samples needed as well as 

in the reduction of the computing time for the signal processing of the said sensor. 

Furthermore, influence of η on the implementation of the Nelder Mead Method for the optimisation 

of C and θ in a moderated feedback self-mixing laser diode sensor has been detailed. It has an 

influence on the number of objective function calls needed to optimize the parameters and is also 

important in order to obtain a high contraction to expansion ratio as well as on the reduction of the 

percentage of the Shrink step in a general Nelder-Mead iteration. Thus, by choosing a favorable value 

of η=0.5, considerable acceleration in the total time needed to converge to the optimised parameters 

can be achieved.  

The overall adapted NM algorithm has been tested using StateFlow® and has been coded in VHDL 

to ascertain the order of delay to be expected for the time duration needed to converge. Methods for 

parallelism needed at the objective function level have also been outlined to reduce the delay at the 

cost of additional hardware resources. 

However, even after these efforts, the Adapted Nelder Mead method is not fast enough to envisage a 

real-time displacement algorithm. This leads to a rethink of the manner in which the displacement is 

extracted from the OOP signals. The next section thus presents a new approach to this measurement. 
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II.4 Hybrid Optimization Algorithm 

II.4.1 Introduction 

As seen in the previous section, the optimisation for the joint estimation of the feedback-coupling 

coefficient characterizing the feedback regime and the line-width enhancement factor of the laser 

diode remains time-consuming. So, several other derivative-less optimization methods (such as 

Powell’s method, uni-dimensional minimization methods and Nelder Mead Simplex method) have 

been considered to reduce this computation time. The results of the comparison have been used to 

propose a new faster hybrid method of optimization that has taken into account the behavior of these 

two parameters for a Self Mixing laser sensor [ 80]. This new method makes it possible to envisage 

the development of a real-time self-mixing micro-interferometer. 

II.4.2 Physical Behaviour of C and α 

According to the behavioral model of a self-mixing Laser Diode sensor [ 81], the influence of α on 

the shape of the self-mixing signal with feedback (2-5) is of second order as even a large variation can 

only cause a small drift. (Fig. II:22). 

 

 

Fig. II:22 Three different calculated plots of x0(t) = G[xF (t); C; α]  obtained with α = 3, α = 7, α= 

10, and C = 3. The dash-dot curve represents a linear relation between xF (t) and x0 (t). 

However, the influence of C on xF (t) is far more important (Fig. II:23), as its influence is of first 
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order for the SM regime changes  [ 81]. 

Furthermore, the continuous monitoring of C is very important, as experimental data has shown that 

it is subject to variations even for a fixed distance D0 between the laser diode and the target surface. 

For example, under experimental conditions, for a D0 of 40cm, the variations in C were observed just 

by translating the laser spot on the target (an adhesive micro-prisms surface). The result is depicted in 

Fig. II:24 where variations of C between the values of 1.9 and 5 can be noticed due to a varying 

quantity of light back scattered into the active cavity. These variations were observed just by 

translating the spot on a width of approximately 1cm without changing D0. 

 

Fig. II:23 Three different calculated plots of x0(t) = G[xF (t); C; α]   obtained with C = 0:2, C = 1, C 

= 3, and α = 5. The dash-dot curve represents a linear relation between xF (t) and x0 (t). 

As the self-mixing phase relationship and consequently the displacement measurements are highly 

dependent on this parameter so its correct determination is paramount for accurate displacement 

measurement. 

 

Fig. II:24. Variation in C, for a constant D0=40cm, by translating the laser spot on a micro-prism 

surface over a width of 1 cm. 
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On the other hand, the effect of the variations in α on the phase equation remains of 2nd order, as can 

be seen in Fig. II:22. Likewise, the effect of a variation in α for a constant C on the OOP signal is also 

of 2nd order as can be observed in Fig. II:25. Moreover, once the initial phase value of the laser diode 

under feedback is estimated using the criterion J(C, θ), any further variations in ( ) ( )0arctan Fx+= αθ  

are highly unlikely. Thus, it can be approximated as a constant and has no serious subsequent 

influence on the measurement of C or D(t). 

In fact, it is this important information that helps us to reduce the criterion J(C,θ) to a simple uni-

dimensional estimation of C and allows for a more rapid convergence to the optimized value of C. 

Let us now look in to various optimisation methods available to find out C. 

 

Fig. II:25 OOP signals for C=1.5 and (a) α=3, (b) α=7 and (c) α=10. The influence of α on OOP 

remains of second order. 

II.4.3 Derivative-less optimisation methods 

As the gradient information of the nonlinear and bijective functions (2-4) needed in Phase 

Unwrapping method (Fig. II:1) is difficult to obtain so derivative-less optimization methods have been 

considered for the evaluation of J(C,θ) and are detailed below. 

II.4.3.a Powell’s Method 

It is a simple variant of the well-known method of minimizing a multi-variable function by 

optimizing along one variable vector at a time [ 82]. It results in an approach that when the algorithm 

is applied to a quadratic form, the successive variable vectors take conjugate directions, so the 

convergence to the optimized point is fast when the method is used to minimize a general function. 
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As the Powell’s method divides a given multi-variable function problem into uni-dimensional tasks, 

so line search techniques are needed for its execution. Thus, each uni-dimensional minimization along 

a certain variable vector results in successively approaching to the minimum point of complete multi-

variable function space, as seen in Fig. II:26. 

II.4.3.b Line Search Methods 

Line search methods [ 83] are used as part of a larger optimization algorithm. At each step of the 

main algorithm, the line-search method searches along the line containing the current point, , 

parallel to the search direction, which is a vector determined by the main algorithm, which in our case 

is the Powell’s method. 

kp

 

Fig. II:26. Convergence of the Powell’s method (shown in blue line) from an arbitrary starting point 

to the minimum point over the J(C,θ) surface (shown in colored contours). 

Thus, the line search method finds the next iterate :    1+kp

gdpp kk +=+1      (2-20) 

where denotes the current iterate, d is the search direction, and g is a scalar step length parameter. kp

The line search procedure has two main steps: 

II.4.3.b.1 The Bracketing Step 
The bracketing phase determines the range of points on the line to be searched. The bracket 

corresponds to an interval specifying the range of values of g. 

For a successful convergence, the minimum must be bracketed so that for three unevenly spaced 
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points and their associated function values , the points can be arranged to 

give  and .  

],,[ 321 ppp )](),(),([ 321 pfpfpf

)]()( 12 pfpf < )]()( 32 pfpf <

Bracketing is started by incrementing the given point in the given direction by a certain initial step 

size that is subsequently doubled for every next iteration. Table II-7 shows the influence of initial step 

sizes of 1% and 8% (P-GS1 and P-GS2 respectively) on the Powell’s method using line searches.  

II.4.3.b.2 The Sectioning Step 
The sectioning step divides the bracket into subintervals, on which the minimum of the objective 

function is approximated by either a search method (such as golden section or Fibonacci series 

methods) or polynomial interpolation (quadratic or cubic interpolation methods). 

Polynomial interpolation methods are generally the most effective in terms of computational 

efficiency when the function to be minimized is continuous and quadratic in nature, which is the case 

of the criterion J(C,θ), as seen in Fig. II:27 for an experimental SM signal. 

 

Fig. II:27. Criterion J(C,θ) whose minimization results in the optimum couple of C and θ. 

II.4.3.c Golden Section Method 

It is an efficient method for finding the minimum for a given unimodal function i.e. a continuous 

function f with a bracketed interval  that has a unique number ],[ baI = Ip∈  such that  f is decreasing 

on and that  f is increasing on . Fig. II:27 shows that this method may be applied to 

minimize J(C,θ)  as it can be taken as a unimodal function. 

],[ pa ],[ bp
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II.4.3.d Quadratic Interpolation 

For three unevenly spaced points and their associated function values, the minimum resulting from a 

second-order fit is given by 

)()()(
)()()(

2
1

312231123

312231123
1 xfxfxf

xfxfxfxk γγγ
βββ

++
++=+    (2-21) 

where 22
jiij xx −=β and . jiij xx −=γ

Thus, the minimum point can be detected in an already bracketed interval by using just 3 objective 

function values. To further improve the computing time, the function values already computed in the 

bracketing step can be directly used, as shown in Table II-7 under P-QI1 and P-QI2. 

II.4.4 Comparison Of Different Methods 

The various algorithms, already presented in the previous sections, are summarized in Table II-7 

that shows the number of objective function calls needed to converge to the joint estimation of C and θ 

for an experimental self mixing laser diode optical output signal. 

TOL P-GS1 P-GS2 P-QI1 P-QI2 ANM 

0,001 158 175 99 75 61 

0,0001 197 219 103 80 61 

0,00001 275 315 130 83 68 

Table II-7. Number of objective function calls for different derivative-less minimization algorithms for 

varying tolerance values. 

TOL: tolerance parameter, used to define the terminating condition for convergence, for a given 

algorithm. 

P-GS1: Powell’s method using Golden Search with a bracketing method starting with a 1% initial 

step size. 

P-GS2: Powell’s method using Golden Search with a bracketing method starting with a 8% initial 

step size. 

P-QI1: Powell’s method using Quadratic Interpolation without reuse of function values calculated in 

the bracketing method. 

P-QI2: Powell’s method using Quadratic Interpolation reusing the function values calculated in the 

bracketing method. 
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ANM: Adapted Nelder Mead Simplex method [ 76]. 

II.4.5 The Hybrid Approach 

The study of the physical behavior of C and θ as well as the various optimization methods leads us 

to propose a novel hybrid method. It allows fast calculation of C and the corresponding displacement 

as compared to other methods for a target inciting the self-mixing in a Fabry Perot laser diode sensor. 

This hybrid approach divides the task into two steps: 

• Firstly, a complete minimization of the criterion J(C,θ) is achieved either by the Nelder 

Mead Method [ 76] or the Powell’s method as these methods allow an unconstrained 

derivative-less optimization of multi-dimensional functions by using only the objective 

function values. 

• Secondly, as soon as the optimized value of θ is found, the hybrid method stops the joint 

estimation and only tries to minimize the parameter C for a given rough estimation of the 

laser phase. Thus, the dual optimization of C and θ now reduces to a uni-dimensional task. 

This can either be achieved using the line search and minimization techniques such as the 

golden section method or by using a polynomial interpolation such as the quadratic 

technique. 

Thus, once the joint optimization is done (using one of the methods shown in Table II-7), the hybrid 

method, in its second step, need only minimize C. 

 Looking at Table II-8, only 3 calls for the QI method and from 20 to 30 calls for the GS method are 

needed for an accurate uni-dimensional estimation of C lying between a guess interval of C = [0 15]. 

ANM still needs about 30 iterations, even after θ has already been optimized proving it is not the ideal 

choice for uni-dimensional optimization. 

TOL GS ANM QI 

0,001 20 29 3 

0,0001 25 31 3 

0,00001 30 31 3 

Table II-8. Number of objective function calls for different derivative-less minimization algorithms for 

varying tolerance values ‘tol’, after θ  has already been optimized. 

So, for the hardware implementation of this hybrid method, the quadratic interpolation is to be used 

in conjunction with the Powell’s method. The ANM method [ 76], though it gives faster convergence 
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in the first step of the Hybrid Method, is not preferred as it is incompatible with the uni-dimensional 

optimization methods used for unimodal functions. On the other hand, for the Powell’s method, these 

uni-dimensional techniques are its inherent part and are already there as its sub-routines. Therefore, by 

using Powell’s method, no additional functional blocks may be needed to execute the two steps of the 

hybrid method.  

Thus, if we recapitulate the already presented results, for a TOL value of 0.001, only 3 calls for the 

QI method are needed in the second step after the use of 75 calls of P-QI1 in the first step of the 

Hybrid Method. 

II.4.6 Assessment of Hybrid Optimization Algorithm  

In order to obtain an accurate real time displacement measurement based on a self-mixing laser 

sensor, it is necessary to efficiently compute the feedback-coupling coefficient C. After a first joint 

optimisation of C and the phase θ, only C needs to be calculated, as θ does not vary significantly until 

the sensor is switched off. So, the proposed hybrid method uses uni-dimensional optimisation methods 

in conjunction with more sophisticated optimisation methods. It enables us to minimize the overall 

computation time of the signal processing needed for the sensor, and allows a rapid calculation of the 

feedback-coupling coefficient.  

However, it needs to be pointed out that at present, the tests were done on an experimental SM 

signal that did not have a large variation in C over time. Thus, the influence of a large variation in C 

over the course of time needs to be analysed to see if the method is able to correctly estimate a change 

in C over time. Such a method could prove an important tool in characterizing a variation in target 

surface or in the medium between the laser and the target in addition to measuring the target 

displacement. 

II.5 Conclusion 

In this chapter, the Phase Unwrapping Method for measuring displacement was analysed so that a 

faster variant of it could be designed. Initial studies indicated that the joint optimisation of C and θ 

was the most time consuming step. Hence efforts were done to either replace it (e.g. by using a Fourier 

Transform based technique) or improve it (e.g. by adapting the Nelder Mead algorithm used initially 

for minimisation a two-dimensional function). Then, further efforts were done to use the joint 

optimisation operation while replacing the Nelder Mead algorithm by a new approach called the 

Hybrid technique. 

Although these efforts resulted in algorithms that take a lot less time to reach the optimised values 
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but the fundamental nature of the algorithms did not change in the sense that it continues to need tens 

of thousands of samples that need to be saved and then processed. In other words, these remained of a 

non real-time nature contrary to a system that would only work on a few samples that arrive and get 

processed in real time. 

Thus, in order to have a system that would use very few samples at a time, a new approach has been 

considered in the next chapter. The resultant algorithm has the added advantage of being compatible 

with the detection and correction of disappeared SM fringes, a phenomenon that occurs in case of 

increased feedback. This section shall be followed by the presentation of a new signal processing 

technique used to process multiple feedback regimes. 
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III Adaptive Solutions for 

Varying Optical Feedback  
The previous chapter presented the efforts done to achieve a fast and efficient variant of the Phase 

Unwrapping Method. However, in spite of the improvements in the calculation time, the variants 

cannot be used for a real-time displacement sensor having a sub-half-wavelength precision. 

This chapter, therefore, starts by presenting a method that is of a real-time nature. It needs no 

optimisation procedures and has the added advantage of compensating for the fringe-loss in case of 

harmonic vibrations. 

Then, a strategy has been proposed that allows us to correctly detect and process the SM signals of 

weak as well as moderate feedback regimes. This has been achieved by replacing the static fringe 

detection approach used in the PUM that limited its use to only moderate feedback regime signals. 

Finally, the experimental set-up based on adaptive optics in the form of a voltage controlled liquid 

lens is presented. This optical set-up allows us to obtain a reliable SM signal that would not be 

affected by the fringe-loss. The liquid lens then helps us to maintain the SM signal in a favorable 

regime and can be used to lighten the eventual signal processing needed to tackle a feedback change. 

The present chapter thus presents the solutions needed to adapt to a change in the optical feedback 

level or the coupling factor. So, the effects of a change in the coupling factor have been countered 

either by using an algorithmic approach (such as the fringe-loss compensation and adaptive fringe 

detection) or by adding an additional component (the liquid lens) to the standard SM sensing system. 

III.1 Fringe-loss Compensating Algorithm 

The tedious optimisation procedure of the PUM  (Fig. II:1) forces one to re-evaluate the working of 

this method. Let us plot the results of the two principal steps of this method i.e. the rough estimation of 
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phase and the optimized estimation of phase (Fig. III:1). 

Looking closely at the rough phase estimation, it can be seen that it’s the direct addition of +/-2π 

that results in a staircase shaped signal. Such a signal is then processed through the optimisation step 

of the PUM.  

So, instead of adding directly +/-2π at the instant of the fringe detection, we may place slopes of 

amplitude +/-2π between two detected fringes. Such a treatment would make the optimisation step 

redundant and thus a fast signal reconstruction can be achieved.  

Thus, slope placement becomes the central idea of our new algorithm. However, a very important 

aspect of self-mixing need now be introduced that has a direct influence on metrological measurement, 

namely fringe-loss.  

 
Fig. III:1The rough phase alongside the optimised phase calculated by PUM for an experimental 

LDOOP signal. 

III.1.1 Fringe-loss in Self-Mixing Signals 

When the LD is subject to the moderate feedback regime (C>1), a bifurcation takes place so that 

several solutions of xF(t) calculated from the phase equation (2-4) may exist for a given x0(t), inducing 

hysteresis (Fig. III:2) in the OOP fringes [ 10]. The fringe-loss then frequently occurs for SM signals 

in the presence of the multiple steady-state solutions. The feedback phase is given by φ = ω0τD + 

arctan(α), where ω0 is the angular frequency of the solitary laser. The curve that separates the region 

of equal number of solutions of the phase equation can be expressed as:  

( ) ( )( )[ ]CCCk 1 arccossin.1arccos)12( m±+= πφ    (3-1) 
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where k is an integer [ 85].  

The C parameter plays an important role in fringe-loss. It is subject to vary with the time-of-flight τD 

– with respect to the distance D0 to the target – and because of local fluctuations of the coupling 

efficiency and the surface reflectivity of the target (Fig. III:2). For example, as already seen in Fig. 

II:24, variations of C are achieved just by translating the laser spot on the target for a given constant 

distance [ 84]. These values of C have been estimated by using the behavioral model previously 

reported [ 81]. 

 

Fig. III:2. Experimental samples of acquired OOP signals showing hysteresis and fringe-loss. 

For a LD subject to moderate feedback, a diminution of the total number of fringes and a variation 

of the excess fringe containing all the disappeared fringes may be observed when C is increasing (Fig. 

III:2). As keeping D0 constant and hitting exactly the same point of the target surface is not realistic at 

all for most of industrial applications, so it proves the difficulty of keeping C constant, even roughly, 

or of maintaining the laser under weak feedback where no disappearance of fringes has been noticed. 

In order to look further into the issue of fringe disappearance, OOP variations were simulated with 

the behavioral model for a displacement with constant amplitude of 16λ0 and a continuous variation of 

C. Table III-1 shows the variation in C needed for the disappearance of 10 fringes. The first fringe 

disappears for C=2.7 whereas the second fringe disappears for C=6.3, i.e. for a variation in C of 3.6. 

Then, it can be noticed that for the disappearance of the even numbered fringes, an average increase in 

C of 3.83 was needed, by considering the 5 values shown in italic (noted ∆C’1). For odd numbered 

fringes (5 values shown in bold) an average value of only 2.6 was necessary (noted ∆C1). Moreover 

average step of ∆C= 6.43 is needed for the disappearance of two consecutive fringes [ 84]. 
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Table III-1 Consecutive fringe disappearance for continuous variation of C. 

 

The step function (Fig. III:3) depicts the number of fringes N occurring under moderate feedback in 

(C, φ)-space for a constant target displacement amplitude. N can decrease (fringe-loss) depending on 

values of φ and C. For a fixed value of φ, a variation in C of 2π will cause a loss of 2 fringes [ 85]. On 

the other hand, for a fixed value of C, the variations in φ will generally cause a loss of a single fringe. 

 

Fig. III:3. Number of fringes N as a function of C and φ for constant displacement amplitude of 6λ0.. 

For example, using the behavioral SM model to analyze the influence of C, Fig. III:4 presents 3 SM 

signals for the same harmonic target displacement of 4λ0. Starting with C equal to 1.2 in Fig. III:4 (a), 

each subsequent variation in C of 2π results in 2 lost fringes as seen in Fig. III:4 (b-c). 
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Fig. III:4. Simulated SM signals for the same harmonic target displacement of 4λ0. Fig. (a-c) 

correspond to a C value of 1.2, 7.48, and 13.76 respectively. 

III.1.2 Fringe-loss and Displacement Measurement 

The above-mentioned fringe-loss has a direct influence on the measurement of displacement. For 

the case of the simple Fringe-Counting Method (FCM) [ 33], it is easy to see that each lost fringe shall 

result in an added error of half-wavelength. Likewise, even the sophisticated Phase Unwrapping 

method (PUM) [ 39] fails in the presence of fringe-loss and presents increased error. Considering Fig. 

III:5, for a target displacement of 3.42µm, the accuracy of this method is only about 10% when fringes 

have disappeared. The resultant error of 309nm in the case of fringe-loss is thus far greater than the 

documented error of around 40nm when there is no fringe-loss. 

 

Fig. III:5.  Non-convergence of the Phase Unwrapping Method (PU) for a practical SM signal under 

fringe-loss alongside a reference signal.  Error is of 309nm for a displacement of 3.42µm. 
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III.1.3 Slopes based Method and Fringe-loss 

Compensation 

Just as in external interferometry, each OOP fringe of SM signal represents a displacement of λ0/2 

(or a phase change of 2π), where λ0 is the LD wavelength under free running conditions. Thus, a 

simple fringe counting method can only lead to a half-wavelength resolution. This resolution, 

however, can be improved by using more sophisticated methods, such as the Phase Unwrapping 

method (PU), by unwrapping the phase around each fringe-detection where each detection contributes 

±2π. So, for a displacement without fringe-loss of D(t)=Nλ0/2 + ε, the excess fringe ‘ε’ (< λ0/2) is 

estimated by the simultaneous extraction of C and α parameters.  However, in the presence of fringe-

loss, even this advanced method fails in ensuring a good resolution. 

So, a new technique to compensate for the fringe-loss is proposed [ 86], as shown in Fig. III:6. 

 

Fig. III:6. Schematic block diagram of the fringe-loss compensating algorithm. 

 The algorithm starts by reconstructing the phase from the SM signal. The SM fringes, characterised 

by the sharp edge of the saw-tooth shape, are detected as tr(n) where n = 0, 1, 2, … is the number of 

fringes detected. These transitions are then saved in the Transition Memory block along with their 

respective signs ‘sgn’ and the number of samples (representing the time) counted since the previous 

transition. Based on the sign of the previous two detected transitions, the algorithm either selects a 

“slope of sgn×2π” block or a “slope of sgn×(m + ½)π” block (as represented by the diamond decision 

block), where m = 0, 1, 2, … is the number of lost fringes. The procedure used to determine m will be 

addressed later. Thus, a slope segment of 2π is selected if the last two transitions are of the same sign ( 

tr(n) = tr(n-1) ), indicating no direction-reversal. The slope segments of (m + ½)π are used if a 

vibration maximum or minimum has been detected, represented by a change in sign of the last two 

transitions ( tr(n) ≠ tr(n-1) ), i.e. when the direction of displacement of the target has changed. The 
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Transition Accumulator simply increments / decrements itself by 2π, at each new positive or negative 

transition. This results in the slopes based reconstruction shown in Fig. III:7 (a) and final displacement 

is found after Gain block of λ0/4π. In the case of displacement signal pinching (to be detailed later), 

interpolation is used to correct this anomaly. 

 

Fig. III:7. (a) Slopes based phase reconstruction. (b) Index calculations based on the time intervals 

between OOP fringes. 

The slope segments of (m + ½)π fulfil two roles: fringe-loss compensation and the estimation of ε. 

As m lost fringes correspond to a loss in phase amplitude of m2π so a direct addition of mπ at the 

maximum and the minimum of the reconstructed harmonic displacement respectively compensates m 

lost fringes. Then, we have to reduce the error due to ‘ε’. So, the addition of π/2 at the maximum and 

at the minimum of phase reconstruction results in the max. possible error of λ0/8 at the vibration 

maxima and minima.  

 

 

Fig. III:8 (a) Displacement retrieved from a SM OOP signal obtained from a vibrating concrete pillar 

excited with a single shock. (b) Zoom at beginning. 
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An example of the reconstruction using this algorithm is represented in Fig. III:8. The displacement 

is obtained for an arbitrarily vibrating concrete pillar excited with a single shock. 

III.1.3.a Index I & II  

We propose here two parameters that we call Index I & II that can be used to compensate the fringe 

loss.  

For a given SM signal corresponding to a harmonic displacement, the fringe-loss for a given target 

vibration can be detected by using Index I = tstart/ thump where tstart is the time (or no. of samples) 

between the first two consecutive same-signed transitions and thump the time taken by the central 

transition-free hump zone (Fig. III:7 (b)), under the condition that C should remain constant for one 

period only. The evolution of this index is represented in Fig. III:9 as a function of C and for 5 

different values of φ. It can be seen that as a result of increasing C, each fringe loss for a given φ 

results in a sharp fall in its value and this can be used to detect the fringe-loss. What makes the event 

Index I useful is that there are no intersections of its values for a certain fringe-loss with another value 

corresponding to a higher fringe-loss for at least the first three fringe losses. Thus, specific zones of 

the Index I can be designated to no fringe loss (m = 0), the first fringe loss (m = 1), the second fringe 

loss (m = 2) etc. For the 4th or beyond lost fringe, the method compensates at least 4 fringes as 

intersections between different curves start to appear after the third fringe-loss. So, our technique 

correctly detects the fringe-loss for the first 4 fringes which is equivalent to a variation of C = 4π. 

Once m is found, the algorithm duly compensates the fringe-loss by adding 2πm to the phase 

reconstruction.  

 

Fig. III:9.  Index I for increasing C and φ = [π/10  π/4  π/2  3π/4  9π/10] and displacement amplitude 

of 6λ0. The circles represent the first three fringe losses. 

The other useful ratio is Index II = tstart/ tstop where tstop is the time between the last two transitions 

before direction change (Fig. III:7. (b)).  
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Fig. III:10 Index II for intervals C = [ 1…15] and φ = [π/10 …19π/10] with a constant displacement 

amplitude of 6λ . 

The Index II calculated by using simulated SM signals (Fig. III:10 and Fig. III:11) demonstrates that 

an increase in C causes the last fringe before direction reversal to continually move away from the rest 

of the fringes (corresponding to a decrease in Index II) until it merges into the central zone called 

“hump” (i.e. sudden increase in Index II corresponding to a fringe loss). The same is observed in 

experimental SM signals and such a detached last fringe can cause a pinching of the reconstructed 

signal (as shown later in Fig. III:18). So, Index II helps to detect a possible pinching of the 

reconstructed signal, and then it can be corrected using the Interpolation block of Fig. III:6. 

 

 

Fig. III:11.  Index II for intervals C = [ 1…15] and φ = π/2 for a constant displacement amplitude of 

6λ0. The circles represent the fringe losses. 

III.1.3.b Displacement Maxima and Minima Placement 

The maxima or minima for a given displacement are calculated at the moment of the change in 

direction of the signal, which is obtained by observing the reversal of the sign of any two consecutive 

transitions. Thus, somewhere between these two transition instants, the target displacement reaches its 

extreme point (positive peak for a positive transition followed by a negative transition or negative 

peak for a negative transition followed by appositive transition).  
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For the case of signals with symmetric ascent and descent, the maxima are placed by firstly 

considering ttr the time taken (i.e. the no. of samples) between the transitions tr(n-1) and tr(n) where 

tr(n) is the latest transition that has changed sign (Fig. III:12). The value t’ = tr(n-2) - tr(n-1) is then 

subtracted from ttr in order to define a reduced interval teff which is divided into two equal parts, 

denoted t”. So, a slope of -sgn*π is placed over the first interval t” and a slope of sgn*π is used for the 

second segment of t”, where sgn is the sign of tr(n). 

This is done to ensure that the placement of the slopes fits more accurately with the local maximum 

of the OOP. As a matter of fact, π slopes spread over the interval ttr instead of teff would have shifted 

the reconstructed peak where as the slopes spread over teff are rightly aligned to the local max. of the 

OOP signal. It can also be observed that the replacement of ttr by teff   leaves an interval t’ (ttr - teff ) 

before the beginning of the nth transition so that a slope of sgn*2π is positioned. 

The advantage of the above-mentioned method is that the right instant of signal maxima or minima 

can be easily found using simple subtraction of the transition instants already stored in the Transition 

Memory block. The other option would have been the search of local maxima or minima of the OOP 

signal within the ttr interval but as the shape of this central zone may be complex so the time 

calculation could be longer. 

 

Fig. III:12. The calculation of the right instant of displacement maxima or minima, based on the time 

interval between the second-last transitions.  

III.1.4 Simulated Measurement Results 

For the case of harmonic vibrations of peak to peak amplitude of 6λ0, the error at the target signal 

maxima has been calculated for the Slopes Based Method (SBM) as well as PUM and FCM and the 

results are plotted in Fig. III:13 for a variation in C from 1 to 15. As can be seen in Fig. III:14, the 

SBM has been able to correctly detect and compensate the fringe-loss. Thus, the influence of fringe-
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loss is minimal in the case of SBM where as the other two methods’ error is directly proportional to 

fringe-loss. 

 

Fig. III:13 The measurement error at the target signal maxima for the SBM, PUM, and FCM for a 

constant peak to peak amplitude of 6λ0 and a variation in C from 1 to 15. 

 

 
Fig. III:14 The No. of detected fringes “N” and the coefficient “m” found by the SBM for a constant 

peak to peak amplitude of 6λ0  of the target vibration and a variation in C from 1 to 15. 

III.1.5 Experimental Measurement Results 

The experimental set-up, used to validate the method, consists of a commercial piezoelectric 

transducer (PZT) from Physik Instrumente (P753.2CD), used as a target. This PZT is equipped with a 

capacitive feedback sensor for direct-motion metrology with a resolution of 2 nm. The laser used for 

the self-mixing sensor is a Hitachi HL7851G laser diode emitting at 785 nm. Fig. III:15 presents the 

set-up where g(t), r(t) and sm(t) are the excitation, reference counter-measurement and self-mixing 

signals respectively. 
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Fig. III:15 Experimental set-up for the characterization of the sensor. 

A photograph of the actual experimental set-up on an optical table is shown in Fig. III:16 and the 

various instruments used are enumerated. 

 

 

5 4 3

1 
2 

Fig. III:16 Actual experimental set-up. (1) is the LD circuit board, (2) is the PZT transducer with a 

capacitive sensor, (3) is the PZT controller, (4) is the LD power supply, and (5) is the signal 

generator for PZT excitation. 

Considering Fig. III:17, for a peak to peak sinusoidal displacement of 3.42 µm, OOP signal should 

contain at least 8 fringes for λ0 of 785 nm. The experimental SM signal has only 6 fringes for each half 

cycle. So, the loss of two fringes (m = 2) was detected and compensated by our technique to give an 

error of 41 nm at the signal maxima. The error at the maxima for PU is 290 nm. For the fringe-

counting method, the error is (mλ0/2 + ε), i.e.1063 nm. 
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Fig. III:17 (a) Detection and correction of 2 lost fringes for an experimental SM signal alongside a 

reference sensor signal. (b) Difference between the compensated signal and the reference 

sensor signal. 

For the same amplitude of displacement, for the OOP with only 5 fringes, compensation of 3 lost 

fringes has resulted in an error of 35 nm at the signal maxima, as seen in Fig. III:18. Use of PU and 

fringe-counting methods results in an error at the maxima of 309 nm and 1456 nm respectively. It can 

be noticed that the OOP signal also contains a soon to be lost fringe. The pinching caused by it has 

also been corrected. 

 

Fig. III:18. Detection and correction of 3 lost fringes as well as pinching correction for an 

experimental SM OOP signal alongside a reference sensor signal. 

  Our technique has successfully processed the SM signals with m from 0 to 4. The error for these 

cases is about the same, thus rendering it independent of fringe-loss in moderate SM signals. This 

approach has been successfully tested on various experimental SM signals proving its reliability with 

an error of around 45 nm as shown in Table III-2. 
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m 0 1 2 3 4 

Error (nm) 56 59 41 35 45 

Table III-2 The error in nm at the maxima of the reconstructed displacement for the experimental 

OOP signals having a fringe-loss from 0 to 4 for the same target vibration. 

III.1.6  Conclusion 

A new faster and more precise method has been presented for a self-mixing sensor under moderate 

feedback enabling us to measure displacements faster than the previously-reported phase-unwrapping 

method with the same accuracy when the signal presents no fringe loss. In the specific case of 

harmonic vibrations, fringe-loss detection and compensation has been achieved. Our technique has 

successfully processed the SM signals for the first 4 lost fringes i.e. a variation of C = 4π, with an 

error independent of fringe-loss in moderate SM signals. The proposed algorithm needs no time-

consuming optimizations and so shall be implemented on a FPGA for a real-time vibration sensor. 

III.2 The Transition Detection Algorithm  

III.2.1 Introduction 

In order to successfully extract the displacement information from the SM signals, an important step 

is the SM fringe or transition detection. Such a step has already been presented as a part of the rough 

estimation section of PUM, as shown in its schematic block diagram of Fig. II:1. Although this may 

appear to be a simple and straightforward operation but in reality it requires a detailed analysis of the 

SM signals as these tend to vary in shape and amplitude with a variation in the C parameter. It is 

reminded that the published PUM worked only for moderate feedback regime and could not process 

weak feedback regime [ 39]. Furthermore, even in the moderate regime, it cannot adapt itself to a 

change in feedback and needs a manual adjustment to correctly detect the SM fringes. Thus, the goal 

of the study presented in this section is to have an auto-adaptive fringe detection algorithm that adapts 

itself to the varying regimes of the SM signal without any external intervention. Such an algorithm can 

then be used in conjunction with the PUM so that it can work autonomously while increasing its 

working range to weak as well as moderate regime SM signals. 

So, a new algorithm for self-mixing sensors has been developed to perform displacement 

measurements [ 87]. It is able to differentiate between the different self-mixing regimes (very weak, 

weak, moderate and strong) and thus converges automatically to the optimum threshold level required 
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to detect all the self-mixing fringes, independently of the shape of the signal. Displacement 

reconstructions based on this algorithm have been validated with counter measuring commercial 

sensors for both weak and moderate regime acquisitions that are most frequently encountered under 

experimental conditions. 

III.2.2 Existing SM Processing Techniques 

In the literature, displacement measurements are generally performed with laser subject to moderate 

feedback as this regime is the most usually encountered in experimental set-up [ 39], [ 43]. However, 

displacement has also been measured under weak feedback regime in particular with diffusive targets [ 

40] or with optical-fibered sensor [ 88]. A method permitting to recover displacement without 

directional ambiguity for both weak and moderate feedback has previously been proposed [ 89]. 

However, it required the time consuming estimation of C and a preliminary experimental calibration to 

evaluate the linewidth enhancement factor. 

In this section, we focus on the automatic detection of the OOP fringes in order to develop unique 

signal processing for both weak and moderate feedbacks without any calibration or parameter 

extraction. This results in an accurate displacement measurement based on either weak or moderate 

feedback SM signals using the same algorithm. 

III.2.3 Influence of the Feedback Coupling Factor  

The feedback-coupling factor C is subject to vary with τD (i.e. the distance to the target) and because 

of local fluctuations of the coupling efficiency and the surface reflectivity of the target. A varying 

level of feedback then results in different shapes of variations of the OOP. The very weak regime (0 < 

C < 0.2) has sinusoidal fringes, the weak regime (0.2 < C < 1) is characterized by slightly asymmetric 

OOP fringes, the moderate regime (C > 1) presents sharper sawtooth-like OOP signal with hysteresis 

whereas the strong feedback regime results in a fringe-free OOP signal [ 90]-[ 91]. Thus, each regime 

may require an adapted signal processing for displacement measurements. 

In Fig. III:19, the effects of increasing feedback level C on the OOP are simulated using the 

behavioural model . It can be seen that not only the shape but also the amplitude of the OOP fringes 

varies. This becomes even more evident for the SM signals with hysteresis where the amplitudes of 

the upper and lower halves’ fringes of the SM signals are comparatively different. Furthermore, the 

decrease in fringe number for increasing C finally results in total disappearance of fringes and SM 

signal can then be classified as in strong regime [ 92]. 
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Fig. III:19. Effect of different feedback levels C on the SM signal fringe amplitude and shape for a 

target displacement of 12*( λ0 /2). 

The C parameter becomes all the more important as it varies a lot even for a constant laser to target 

distance (Fig. II:24). Thus, under practical conditions, it becomes quite difficult to maintain the SM 

signal in a given feedback. Such behaviour thus necessitates increased signal processing. 

III.2.4 Displacement Reconstruction 

In order to process all these signals, we have to improve the previously described PUM that has 

been summarized in the schematic block diagram (Fig. II:1). It can be split up into two principal steps. 

The first one leads to the rough estimation of the phase xF(t). After an Automatic Gain Control (AGC) 

of P(t) to get P’(t) ranging over a ±1 interval, an arc-cosine function is used to get xF(t) mod π. The 

derivative of the arccos(P’(t)) is then compared with a threshold value to ascertain the presence of a 

transition (or a fringe) through the transition detector. An integrator then adds or subtracts 2π to xF(t), 

depending on the sign of the transition when a SM fringe occurs. The second signal processing step 

deals with the joint estimation of parameters, C and θ=xF(t=0) + arctan(α). The resultant phase x0(t) 

is then used to finally recover the displacement D(t). 

It is to be noted that the transition detection corresponding to ( )( )[ ] dttPd 'arccos remains a key 
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element of this algorithm if we wish to have a unique signal processing of weak and moderate 

feedback levels. Each missed and/or false transition detection directly affects the displacement 

measurement accuracy by a factor of λ0/2.  

Initially, a pre-calculated threshold value had been used for transition detection but it could only 

work well for a specified regime and caused erroneous detection as soon as the SM regime changed or 

when the signal was noisy. Then, a wavelet transform was employed to ameliorate the robustness of 

this detection but this method was found to be limited to moderate feedback [ 41]. Afterwards, 

transition detection had also been done by computed Holder exponent using differential evolution 

algorithms [ 42]. It enabled us to differentiate the shape of noisy signals in order to recover the 

displacement but this approach involved very long computations.  

Hence, a faster unique transition detection algorithm has now been conceived for a LD self-mixing 

displacement sensor that aims to cover both weak and moderate feedback regimes. This method, 

presented below, results in a fully automated algorithm that converges to the optimum threshold level 

needed to correctly detect the signal fringes and can differentiate between the purely sinusoidal, the 

saw-tooth, the hysteresis affected saw-tooth, or the fringe-free SM signals. 

III.2.5 Principle of Adaptive Detection 

In the previously described standard approach for transition detection, the manually adjusted 

threshold value is introduced to ascertain if the variations in the differentiated signal correspond to a 

real shift in phase or if it is only a noise. This fixed threshold value, however, cannot be reliable in 

case of SM regime change as the peak to peak (p-p) fringe amplitude of the OOP decreases with 

increase in the feedback level C (Fig. III:19). If a small threshold value is selected for a moderate 

feedback regime to compensate for the its smaller p-p signal then it results in false detections for the 

case of a weak feedback regime signal that has larger p-p fringe amplitude. Likewise, a higher 

threshold value chosen for the weak feedback signal would miss the transitions in case of a moderate 

SM signal. So, an automated threshold is necessary that adapts to the changing input OOP signal no 

matter what the feedback regime may be. 

For this purpose, the adaptive transition detection algorithm starts with a very small threshold value 

(5% of the peak amplitude of the differentiated phase ∆xF). 

The advantage of this small starting value is that the algorithm shall be able to detect the transitions 

even for high values of C, i.e. small p-p fringe amplitudes of moderate regime OOP signals. At the 

same time, if ever no transitions are detected then the SM signal is classified as a strong regime signal 

and no further processing is done. The obvious drawback of such a small threshold value is the 

possibility of detecting false transitions for those signals that shall have higher p-p fringe amplitudes 

but these can be processed in the next steps. 
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In the following sub-sections, further processing catering to both moderate and weak feedback 

regimes will be considered separately. The algorithm then assumes a target displacement of at least 

λ0/2 for a proper detection as any variation in displacement smaller than λ0/2 would never appear as a 

fringe in the SM signal. Fig. III:20 presents as a block diagram the steps and decisions undertaken by 

this algorithm relevant to each SM regime.   

 

Fig. III:20. Block diagram of Adaptive Transition Detection Algorithm. 

III.2.5.a Moderate Feedback Regime 

For this regime, it must be noted that even a small value of threshold is not able to compensate for 

the difference in amplitude of the fringes corresponding to the two halves of hysteresis affected SM 

signals (Fig. III:19), where the upper and lower halves represent the target displacement away and 

towards the LD respectively.  

For this purpose, the algorithm uses the relatively smaller fringes found in the upper half of a 

hysteresis affected SM signal (P(t)>0) as a starting point and then the lower half (P(t)<0) is treated 
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separately to provide a correct result. 

III.2.5.a.1 The case of P > 0 
The transitions obtained for a given threshold value are saved along with the sign of the OOP signal 

corresponding to the instant of the fringe transition detection. So, once all transitions for a given OOP 

signal at a given threshold are saved, the algorithm in its first step tests only those transitions which 

were obtained for P >0. For a correct threshold value, only the negative transitions should be obtained 

for the SM signal corresponding to P > 0 (Fig. III:21 c). 

If ever alternating positive and negative transitions are obtained for P>0 then it signifies that the 

threshold is too low (Fig. III:21 a). As a consequence, the threshold is incremented by 5% (as shown 

in Fig. III:20). This loop continues until the threshold value becomes large enough to rule out the 

possibility of a false transition detection for the positive half of the OOP signal in moderate feedback 

regime (Fig. III:21 a, b and c). 

However, it has been noted that for SM signals with very little hysteresis only, certain false 

transitions may remain. These tend to be sporadically placed and are sandwiched between correct 

transitions [… x x y x x…] where ‘x’ represents a correct transition and ‘y’ a false transition. So these 

can be easily identified and removed for the moderate SM signal corresponding to P>0.   

 

Fig. III:21. (a) shows alternating transitions for P > 0 segments at Threshold = 0.10 for C = 4,  (b) 

and (c) present the effect of increasing Threshold on the P > 0 segments while (d) shows the 

removal of false transitions for P < 0 segment.  
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It is reminded that in case of a SM signal obtained under moderate feedback regime for a random 

displacement, any true half-wavelength displacement variation will result in a true fringe in the SM 

signal. These positive or negative half-wavelength variations can be observed as distinct fringes. The 

Fig. III:22 of an experimental random SM signal shows these in red circles. So, a true negative 

transition is found for the P>0 section at around 1000th OOP sample. 

Now, if ever, a positive transition were to be found in between true negative transitions for the P > 0 

section (shown in dashed black circle on Fig. III:22), the  [… x x y x x…] condition can identify it as a 

false transition and remove it. 

Thus, a true positive transition (as shown in the red circle around 15000th OOP sample) would never 

be treated in the P>0 case as it would always lie in the P<0 section for the moderate feedback regime. 

Hence, the [… x x y x x…] condition allows us to remove any false transition caused by an abrupt 

local variation in the P>0 section of the SM signal. 

 

Fig. III:22. Experimental random SM signal (a), correct transition detection (b) and random 

displacement reconstitution (c) of a concrete structure. 

III.2.5.a.2 The case of P < 0 
The previous step provides a good detection for P>0 case by converging to an adequate threshold 

value (which is Threshold = 0.20 for the Fig. III:21 c). However, as expected, this value is not adapted 

to the relatively higher p-to-p amplitude of the fringes in the lower half of the signal, i.e. the moderate 

SM signal corresponding to the P<0 segments (Fig. III:19 and Fig. III:21). Thus, false transitions of 

opposite sign still exist and are then detected in this lower half and simply discarded (Fig. III:21 d). 

These steps thus provide an overall correct detection for signals even with large hysteresis (where 
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the upper and lower halves with saw-tooth fringes remain distinctly away from each another). 

III.2.5.b Weak feedback Regime 

The SM signals corresponding to the weak-feedback levels (C < 1) do not exhibit hysteresis (Fig. 

III:19). These tend to be purely sinusoidal in shape for 0 < C < 0.2 and take on a relatively saw-tooth 

like shape for increasing C up to the value of 1. The p-to-p fringe amplitude of these normalised 

signals covers the whole of the [1 -1] range. 

In order to differentiate the weak from the moderate regime, the sequence of transitions detected for 

the initial threshold value of 5% is analysed. Actually, as the weak SM fringes cover the whole of the 

[1 -1] range, so this makes it impossible to separate the OOP fringes into two halves of P>0 and P<0. 

So, even in the presence of alternating correct and false transitions, the test of the presence of false 

transitions for P>0 fails (see Fig. III:23 where only negative transitions are observed for the test 

condition of P>0). This apparent failure to observe alternating correct and false transitions, even for a 

very small threshold value (indicated by the test condition ‘Threshold = 0.05’ in Fig. III:20), can be 

used to trigger the section of the algorithm that treats the weak feedback regime signals.  

 

Fig. III:23. The alternating true and false transitions that can not be separated based on P > 0 for 

C = 1 and Threshold = 0.05, for a Laser Diode Optical Output Power (LDOOP) signal.. 

III.2.5.b.1 High Threshold 
In order to correctly treat the higher p-to-p amplitudes of the weak SM fringes (C < 1), the first step 

in this section is then to assign a high threshold value. This alone clears all the false transitions for the 

weak SM signals with C close to 1 (Fig. III:24). However, when C is smaller this tends to be 

insufficient as many false transitions remain and further processing is then needed to remove these. 

III.2.5.b.2 Hump Detection 
As the lack of hysteresis makes it difficult to determine the direction of displacement by comparing 

the sign of P so another method needs to be devised. The moment of change in the displacement 

direction can allow one to correctly identify the adequate positive or negative transitions 

corresponding to a movement towards or away from a target. 
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At this moment of direction change, the central zone of the OOP (the so-called ‘hump’) which 

contains no fringes can be distinguished from the rest of the signal as it occupies the largest transition-

free space for a given SM signal and is book-ended by opposite signed transitions. 

The algorithm finds out these humps by selecting the zone with the maximum number of samples 

between two transitions. This, however, in itself is not sufficient as the upper and lower humps tend to 

be different in width so a next step designates all those transition-free regions into a hump array that 

are comparable to the maximum hump. 

 

Fig. III:24. Effect of high threshold value (Threshold = 0.45) on the weak SM signals which leads here 

to perfect detection for C = 1. 

III.2.5.b.3  Transition counting 
Once the humps have been identified, the algorithm starts the task of eliminating the existing false 

transitions by counting the number of positive and negative transitions between humps. 

2 cases are then considered. 

III.2.5.b.3.1 Positive Transitions ≠ Negative Transitions 

The more the value of C approaches 0.2 (i.e. the very weak feedback regime), the more the shape of 

SM fringes loses its sawtooth aspect and tends to be sinusoidal. As an example, Fig. III:25 shows 

almost sinusoidal fringes placed between sawtooth-like fringes.  

Each of these middle fringes causes a correct and a false transition (due to the symmetry at the top 

and the bottom of the fringe). However, the presence of saw-toothed shaped fringes results in the fact 

that there are always fewer false transitions within a given inter-hump zone as compared to the correct 

transitions. So these fewer transitions can thus be removed. 
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Fig. III:25.  Effect of some sinusoidal fringes which lead to imperfect detection for C = 0.5 and 

threshold = 0.45. 

III.2.5.b.3.2 Positive Transitions = Negative Transitions 

This is case of 0<C<0.2 where the SM signal fringes are sinusoidal in shape thus resulting in equal 

number of positive and negative transitions within a region (Fig. III:26) which is supposed to contain 

only one type of transitions. So, only displacement amplitude can be recovered and directional 

information is lost. Thus, we encounter the same issue of directional ambiguity seen in classical 

interferometers. This very weak feedback regime can thus be identified as indicated in Fig. III:20.  

 

Fig. III:26.  All sinusoidal fringes which lead to equal number of positive and negative transitions for 

C = 0.05. 

III.2.6 Algorithm Validity 

Using the behavioral model to generate SM signals for a given excitation signal, the adaptive 

transition detection algorithm has been theoretically validated for a variation of C from C=0.2 to 

C=100. Furthermore, the algorithm successfully distinguishes between the very weak, weak, moderate 

and strong feedback regime signals and then adapts to the relevant signal processing needed.  
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Using this algorithm, not only simulated sinusoidal but also random displacement signals have been 

correctly reconstituted. Fig. III:27 presents a random displacement signal where a maximum absolute 

error of less than 100nm is observed for a SM signal assuming a LD at λ=660nm. It is to be noticed on 

Fig. III:27 b that the error approaching such a value is due to a local variation in the random excitation 

signal of less than λ/2 i.e. where no SM fringes exist. However, as soon as the excitation signal covers 

a variation of at least 2λ, this error reduces to less than 20nm. The error is even smaller for the 

sinusoidal target displacement, at less than 50nm (Fig. III:28). 

 

Fig. III:27.  A simulated SM signal (a) and its correct transition detection (b) for a random 

displacement excitation and its reconstitution (c). The error between the excitation and 

reconstituted signals is shown in (d). 

III.2.7 Experimental Results 

This section details the transition detection of SM signals obtained with various Fabry Perot LDs of 

different wavelengths and with varying operating conditions. In order to modify the coupling factor C, 

the distance to the target D0 has notably been changed by sliding the LD assembly towards or away 

from the target along the optical bench. 

The next section shall present the comparison of displacement reconstitutions of various SM signals 

with respect to the reference displacement measuring instrument signals. Typical experimental set-up 
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is the same as already presented in Fig. III:15. 

 

Fig. III:28. A simulated SM signal (a) and its correct transition detection (b) for a sinusoidal 

displacement excitation and its reconstitution (c). The error between the excitation and 

reconstituted signals is shown in (d). 

III.2.7.a Transition Detection 

Correct transition detection for various target signals is presented below. 

III.2.7.a.1 Sinusoidal SM Signals 
Fig. III:29 shows moderate SM signals presenting strong hysteresis obtained with a 1310nm DFB 

LD (Mitsubishi ML776H11F) for with D0=71cm. The approximate values of C, estimated by 

comparing with the behavioural model [ 81], for signals shown in Fig. III:29 (a), (b) and (c) are 32, 13 

and 8 respectively. The algorithm has been able to detect all of the fringes in these signals.  
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Fig. III:29. Experimental moderate feedback SM signals with decreasing hysteresis and correct 

detection of all SM fringes. 

Using a visible LD working at 660nm with D0≈10cm, a weak SM signal has been tested (Fig. 

III:30). The algorithm rightly identified it as a weak regime signal. Once again, all of the fringes have 

been detected, even if the shape of the SM signal is totally different as compared to the signals of Fig. 

III:29 (no hysteresis, larger p-p amplitude of the OOP fringes). The optimisation procedure indicated 

in [ 39] found a value of  C≈0.64 for this SM signal.  

 

Fig. III:30. Experimental weak feedback SM signal (a) and correct detection (b) of all SM fringes. 

III.2.7.a.2 Defocused SM Signal  
In order to test the robustness of this algorithm, an experimental SM signal was acquired (Fig. III:31 

a) by defocusing the optical lens of the laser (Hitachi HL7851G with λ0=785nm) that results in a 

decrease of the feedback power. It was then necessary to use the low-pass averaging filter represented 
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in the block diagram of Fig. III:20. Once again, all SM fringes have been properly detected after the 

filtering. 

 

Fig. III:31. Experimental noisy weak feedback SM signal (a) and correct detection (b) of all SM 

fringes. 

In fact, the defocusing of the optical lens shall result in the decrease in the feedback power of the 

optical beam. This is observed as a decrease in the peak-to-peak amplitude of the SM signal. The same 

is brought forward by Fig. III:32 that shows 3 experimental SM signals obtained in the lab for the 

same target excitation and distance between the target and the Laser diode, but where the focusing of 

the beam on the target surface has been changed.  

Clearly, the more we defocus, the more the peak-to-peak amplitude of the SM signal decreases in 

amplitude. However, as the electronic noise of the system remains the same so this decrease in the 

amplitude of the signal results in a decrease in Signal to Noise ratio (SNR). 

So, we observe here that the red-colored SM signal is the most defocused and has the poorest SNR, 

where as the blue-colored SM signal is the most focused and has the best SNR for these 3 

experimental acquisitions. 
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Fig. III:32. Three experimental SM acquisitions that have the same LD to Target distance and the 

same target excitation amplitude but with different focalisation of the Laser beam spot on the 

target surface, where the red-colored-signal is the least focused and the blue-colored signal 

is the most focused among the three. 

III.2.7.a.3 Random SM Signal 
The algorithm has also been used in conjunction with the PUM to measure the random displacement 

of a concrete structure hit with a hammer. The correct transition detection and the reconstituted 

displacement for the random SM signal obtained by a LD with λ=1310nm are shown in Fig. III:33. 

 

Fig. III:33. Experimental random SM signal (a), correct transition detection (b) and random 

displacement reconstitution (c) of a concrete structure. 
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III.2.7.a.4 Strong Regime Signal 
As an example of an experimental transition-free signal, Fig. III:34 presents a SM signal in the 

strong feedback regime for a random excitation of the target. The signal has been acquired using the 

1310nm DFB LD under the same set-up as shown in Fig. III:15.  

Here, as expected, the algorithm correctly distinguishes this signal as a strong regime signal because 

no transitions are detected, as the signal in this regime is totally fringe-free. The SM signal follows the 

excitation signal g(t) driving the PZT. The reference measurement by the capacitive sensor r(t) verifies 

this behavior. The random target displacement is being closely followed by the strong regime SM 

signal. 

 

Fig. III:34. Experimental strong feedback SM OOP signal, the PZT excitation signal, and the 

reference sensor signal. No transitions were detected by the algorithm for this OOP. 

III.2.7.a.5 Mixed-Regime Signal 
A change in the target displacement amplitude may cause a change in SM regime from moderate to 

strong feedback or vice versa [ 41]. Thus, a given SM signal may contain both of these regimes as a 

result of displacement variations. Fig. III:35 presents such an experimental signal for a vibrating 

concrete structure targeted with a LD emitting at 1310nm. The algorithm has successfully been able to 

treat such a mixed-regime signal where it correctly identified and detected the moderate regime 

sections and no false transitions were introduced for the strong regime sections.  

III.2.7.b Displacement Measurement. 

This newly presented transition detection algorithm incorporated into the phase unwrapping method 

has then been validated for weak and moderate feedback regimes by using a reference counter 
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measurement and under different experimental operating conditions.  

 

Fig. III:35. Experimental mixed-regime SM signal obtained for a vibrating concrete pillar and the 

reconstituted displacement using a DL at 1310nm. 

III.2.7.b.1 Weak Regime in Free Space 
Firstly, the target – a piezoelectric transducer (PZT) from Physik Instrumente (P-752 high precision 

nanopositioning stage) - was excited with a simple harmonic motion of p-p amplitude of 2.31µm and 

with a modulation frequency of 83 Hz. Counter measurements were achieved with an integrated 

capacitive feedback sensor for direct-motion metrology.  

The generated SM signal in the weak feedback regime as seen on Fig. III:36 [ 16] was then acquired 

using the red LD of λ = 660nm. The algorithm correctly identified the signal as a weak regime signal 

and then detected all SM fringes. The reconstituted signal has an error of 29 nm at its maxima with 

respect to (w.r.t) the excitation signal. 

III.2.7.b.2 Weak Regime in Optical Fibre 
Secondly, another weak SM signal was obtained within an optical fibre under strain [ 88]. This SM 

signal was thus affected by dynamic strain variations, the target being a Fibre Bragg Grating (FBG) 

included in the optical fibre that acted as a selective mirror at a wavelength around 1309nm. 

 The algorithm successfully treated the signal and the reconstituted phase was used to calculate the 

strain with a target modulation frequency of 88 Hz (Fig. III:37). The final error was less than 1% w.r.t 

a commercial strain gauge. Using the optimization procedure of PUM, an approx. value of C=0.75 has 

been calculated for this signal. 
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Fig. III:36. Reconstituted displacement of an experimental SM signal with a Red LD and its correct 

transition detection. 

 

Fig. III:37. Experimental weak feedback SM signal obtained within an optical fiber stuck on a metallic 

plate, its transition detection and the resultant phase that has been used to measure the 

strain of the plate. 

III.2.7.b.3 Moderate Regime Signals 
Thirdly, the HL7851G laser diode emitting at 785nm was used to obtain a moderate SM signal for a 

p-p target displacement of 5µm and with a target modulation frequency of 330 Hz. Another 

commercial PZT from Physik Instrumente (P753.2CD), having an accuracy of 2nm and also equipped 

with an integrated capacitive feedback was used as the target. The experimental SM signal had a large 

hysteresis (with C≈17, found by using [ 81]). The algorithm correctly identified it as such and detected 
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all the fringes (Fig. III:38 a). The reconstituted displacement has an error of 86 nm at its maxima w.r.t 

the reference PZT sensor (Fig. III:38 b). 

 

Fig. III:38. Experimental moderate feedback SM signal and its transition detection (a), the 

reconstituted and reference sensor displacements (b). 

Using the same set-up as for the above-mentioned third case, another LDOOP signal has been 

acquired (Fig. III:39 a) for a target displacement of 1.715µm. This signal has lesser hysteresis (with 

C≈6) as compared to the previous signal. The algorithm still treated it as a moderate SM signal and 

found all the transitions to reconstitute a displacement with an error of 37 nm at its maxima w.r.t the 

reference PZT sensor (Fig. III:39 b). 

 

Fig. III:39. Experimental moderate feedback SM signal with lesser hysteresis and its transition 

detection (a), the reconstituted and reference sensor displacements (b). 
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III.2.7.b.4 Random displacement SM signal 
Lastly, a random displacement reconstitution for an experimental SM signal (Fig. III:40 a) has been 

compared with the PZT signal. The max. error is of 83nm for a target excitation frequency of 2.5Hz 

(typical for geophysical applications) and LD wavelength of 785nm. Once again, all transitions have 

been successfully detected (Fig. III:40 b). 

 

Fig. III:40. An experimental random displacement based SM signal (a), correct transition detection 

(b) and its reconstitution (c). The error between the excitation and reconstituted signals is 

shown in (d). 

III.2.8 Conclusion 

In this section, we have presented a new algorithm that replaces the static fringe transition detection 

technique of the phase unwrapping method with a dynamic one that adapts itself to changes in the 

shape of the self-mixing fringes caused by variations in optical feedback. It then enables us to perform 

displacement measurements based on optical feedback interferometry for lasers subject to weak as 

well as moderate feedback regimes. 

This algorithm is able to differentiate between the very weak feedback (sinusoidal), the weak 

feedback (slightly asymetric), the moderate feedback (sawtooth-like with hysteresis) and strong 

(fringe-less) regimes. Even when the shape of the signal strongly varies from one regime to another, 

notably in terms of p-p amplitude of the fringes of the optical output power, this algorithm converges 

 107



Optimisation of a Self-mixing Laser Displacement Sensor  

automatically to an optimum threshold level required to detect all the self-mixing fringes. It has been 

tested successfully for these self-mixing regimes. Experimental validation has been done by using 

various lasers operating at different wavelengths, in free space conditions and within an optical fiber, 

as well as for defocused lasers. Moreover, this method has been successfully tested for random and 

sinusoidal displacements at different target vibration frequencies. It covers a wide range of 

applications from geophysics (1-2 Hz) to mechatronics (up to 2.5kHz). 

The algorithm paves the way for a universal signal processing for all self-mixing regimes and shall 

lead to the development of a real-time System-in-Package (SiP) for a self-mixing displacement sensor. 

The next section is, however, dedicated to the possibility of adding an adaptive optics based 

component to our sensor. Such a device allows us to electronically control the optical feedback into 

the active laser cavity and so can be used to maintain the self-mixing signal in a favorable feedback 

regime.  

III.3 Use of Adaptive Optics in Self-Mixing 

III.3.1 Introduction 

As seen in the previous section, the influence of the feedback parameter is predominant for 

metrological measurements using the Self-Mixing. The different regimes need specific signal 

processing to extract the displacement information and each regime comes with its own challenges. 

For example, the sinusoidal fringes of the weak feedback regime result in directional ambiguity 

whereas the fringe-loss in the moderate feedback regime needs compensation of the fringe-loss. 

 These issues, however, can be avoided by controlling the optical feedback. Thus, if we are able to 

adjust the feedback such that the parameter C remains greater but close to 1 then a fringe-loss and 

saw-tooth like SM signal can be obtained which is the easiest to process in terms of fringe detection as 

well as displacement reconstruction. 

In this section, a study on the use of an Adaptive Optics (AO) element in the form of a liquid lens 

(LL) is presented for the case of Self-Mixing based metrological measurements [ 93]. The LL 

maintains the SM phenomenon in the moderate feedback regime with no hysteresis, thus leading to 

very good vibration results. The set-up has also increased the dynamic range of the distance between 

the target and the LD. Target vibration signal reconstitutions present a max. error of λ/16 over a 

distance range of 6.5 cm to 265 cm as compared to a commercial sensor. 

Usman Zabit 108



Chapter III : Adaptive Solutions for Varying Optical Feedback 

III.3.1.a Adaptive Optics 

AO was originally used in large telescopes for the compensation of the effects of atmospheric 

turbulence [ 94], but a number of applications for the enhancement of optical measurement sensors [ 

95] and techniques [ 96] have been developed in the last years. In our set-up, a liquid lens has been 

used whose focal length can be controlled by applying an external voltage [ 97]. A LL is thus far 

superior to a traditional lens as focusing can be achieved with any mechanical contact and its 

electronic control can lead to an automation of the complete set-up. 

III.3.1.b Use in Moderate feedback Regime 

Displacement measurements are generally performed in the moderate feedback regime 

(corresponding to C>1). The signal is then characterized by hysteresis and even fringe loss – caused 

by variations of C with D0 and/or the feedback level - that may result in a decrease in accuracy. 

However, the marked slope of the fringes indicates the direction of motion of the external reflector.  

An efficient method has previously been proposed that keeps the operating point of the SM 

interferometer fixed at the half-fringe value [ 27]. As a consequence, there is no influence of fringe 

loss thus avoiding sophisticated signal processing. However, this approach requires an objective lens 

that collimates the LD beam onto a second focusing lens placed at a distance of 40cm in order to 

project the LD beam spot on the target. In addition, an optical attenuator has to be inserted in the 

optical path to prevent the optical feedback from becoming excessive. Furthermore, the absolute 

distance to the target D0 has to be measured at the beginning of each measuring session. Our approach 

consists in replacing the focusing lens and the attenuator by the use of AO in the shape of a LL and a 

simplified electronics (Fig. 1). This results in strongly increasing the measuring range of D0. 

III.3.2 Experimental Set-up 

The experimental set-up diagram, where the Liquid lens is used to direct the laser beam on to the 

piezo actuator surface, is presented in Fig. III:41. 

In our set-up, an ARCTIC 416SL V3 liquid lens from Varioptic has been used. In this lens the 

curvature of the interface between two immiscible liquids of different refractive indices is controlled 

using an external voltage [ 97]. 

The liquid lens has an optical power (1/fLL) variation of –12 dioptre to 18.75 dioptre corresponding 

to a voltage variation of 30 V to 60 V, where fLL is the focal length of the liquid lens. The LL holding 

assembly, containing the collimation lens (CL) and the LL, is placed in front of the LD (a Hitachi 

HL7851G LD with a maximum output power of 50 mW, emitting at λ=785 nm, where λ is the LD 

emission wavelength).  
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Fig. III:41 Experimental set-up diagram of the Liquid lens focusing the LD beam on to a Piezo 

actuator surface. 

The LL focuses the laser beam onto an oscillating target, which is at a distance D0 from the LD. The 

target is the P-753.2 CD piezoelectric transducer (PZT) from Physik Instrumente, equipped with an 

integrated capacitive sensor for direct-motion metrology having an accuracy of 2 nm. The CL having a 

focal length f1=5mm, placed at the distance of d1=6mm from the LD, concentrates the strongly 

divergent laser beam onto the LL, placed at a distance dCL=18mm. Such an optical arrangement 

combines near-distance focusing capabilities with an extended range of focused distances. The fLL can 

be changed through the LL controller. The built-in monitor photodiode (PD) is used to retrieve the 

variations in the optical output power (OOP) of the LD (i.e. the SM signal). The OOP signal is then 

amplified, digitalised and, at present, processed on a computer (PC).  

The whole optical set-up stands on an optical table such that D0 can have a maximum value of 265 

cm (limited by the optical table) and a min. value of 5 cm (taking into account the LL assembly plus a 

minimum focusing distance of 2.5 cm).  

 

Fig. III:42 Schematic diagram of the experimental set-up for increasing the dynamic range of the 

distance D0 for a SM LD vibrometer with a Liquid Lens. 
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Fig. III:42 indicates the partition of the distance between the LD and the target as well as the 

acquisition of the SM signal. 

In Fig. III:43 is presented a photograph of the LD based SM sensor with the LL where the various 

components have been enumerated and detailed in the figure legend. 

 

 

1 2 4

5

3

Fig. III:43 Photograph of the SM sensor with the Liquid Lens. (1) is the electronic SM signal 

acquisition circuit board, (2) is the metallic heat sink that contains the LD package, (3) is 

the collimating lens assembly, (4) is the liquid lens, and (5) is the liquid lens controller. 

III.3.3 Experimental SM Signal Acquisitions 

The LL has allowed us to obtain all the possible SM regimes, from the weak to moderate and up till 

the strong feedback regime. Fig. III:44 presents us the SM signals obtained with a VCSEL working at 

λ=850nm for D0 = 91 cm. 

It is clear to see that the LL set-up provides a comprehensive control on the feedback level, that in 

itself has a crucial influence on the SM behaviour for a given sensor to target distance. 

Let us now analyse in detail the SM signals obtained for the FP LD at 785nm and D0 = 78 cm. 

The moderate feedback regime SM signals obtained with a variation in the focusing are presented in 

Fig. III:45. The PZT has been excited with a simple harmonic motion of peak-to-peak amplitude S of 

4.25 µm at a frequency of 100 Hz. For this amplitude S, the number of fringes N of the SM signal in 

every half period of target oscillation should then be 11 (N = round(2S/λ)), as each fringe represents a 

displacement of λ/2. Now, when the laser beam is focused, the signal exhibits a large hysteresis as 

well as 3 lost fringes (Fig. III:45 (a)). Then, when the LL is used to defocus the beam, the SM signal 

regains one lost fringe and has comparatively less hysteresis (Fig. III:45(b)). The same happens for 

Fig. III:45.(c) showing 10 fringes. Further defocusing results in a moderate SM signal without fringe-

loss (Fig. III:45.(d)). So, N has been varied here from 8 to the correct value of 11 by the use of LL 
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arrangement.  

 

Fig. III:44 Filtered experimental LDOOP for a 850 nm VCSEL that goes from weak (a) to moderate 

(b-c) to strong feedback regimes (d). D0 = 91 cm. 

 

Fig. III:45 (a-d) Experimental OOP signals in the moderate feedback regime for a 785 nm FP LD with 

D0=78 cm for varying focus. 
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Fig. III:46 presents three laser beam spots on the metallic surface of the PZT have been captured by 

a standard web-cam that is placed just outside the optical path. These three spots (a-c) correspond to 

the focusing that resulted in 9, 10, or 11 fringes respectively. Clearly, the more a laser beam is focused 

on the target, the more the chances of fringe-loss for a given sensor to target distance (which is 78cm 

in this case). By observing Fig. III:45(b) and Fig. III:46 (a), we see that a relatively better focused spot 

results in a moderate regime signal  with large hysteresis as well as fringe-loss. On the other hand, as 

the liquid lens continues to defocus the beam, the feedback decreases and the SM signal regains the 

fringes and finally has no hysteresis (Fig. III:45.(d)). 

 

 

Fig. III:46 Laser beam spots on the metallic surface of the PZT that have been captured by a standard 

web-cam placed just outside the optical path.(a) 9 fringes, (b) 10 fringes, and (c) 11 fringes. 

III.3.4 Influence on Metrological Measurements 

This fringe-loss has a direct influence on the precision of the displacement or vibration 

measurement. For the fringe counting method (FCM), each lost fringe shall cause an error of λ/2. 

Likewise, even dedicated moderate regime displacement measurement methods such as the Phase Un-

wrapping Method (PUM) cannot recover the lost information. Table III-3 presents the vibration 

measurement results for each of the SM signals shown in Fig. III:45. The error results of the vibration 

maxima have been found by comparison with the integrated capacitive sensor results.  

 

No. of Fringes (N) 8 9 10 11 

Error FCM (nm) 1110 718 325 68 

Error PUM (nm) 180 116 48 32 

Table III-3. Influence of fringe-loss on the error at the vibration maxima in reconstructed vibration 

signals as compared to a reference sensor for SM signals with D0=78cm and S=4.25µm. 
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The impact of fringe-loss on the measurement error is easily seen. The use of the LL arrangement 

has thus successfully allowed us the control of the feedback level leaving a reliable moderate regime 

SM signal at a given fixed distance ((Fig. III:45.(d)). 

Hence, SM metrological sensing should then be maintained in such practical conditions that result in 

C just greater than 1 (1<C<π). This would allow us to stay in the moderate feedback regime with its 

sawtooth-like fringes while avoiding a possible fringe-loss.  

III.3.5 Variation in the Sensor-to-Target Distance 

Another aspect in the moderate regime SM sensing is the influence of the variation of D0 on C. We 

can see that for the same operating conditions, a decrease in D0 reduces τD, thereby reducing the value 

of C. This means that a SM LD sensor set-up measuring a target vibration in the moderate regime may 

change to the weak feedback regime (with quasi-sinusoidal fringes implying directional ambiguity) if 

D0 is reduced. Fig. III:47 (a) presents such a weak regime signal as compared to a moderate regime 

signal (Fig. III:47 (b)). Conversely, a large increase in D0 while keeping all the other operating 

conditions the same will cause a large increase in C, thereby resulting in fringe-loss. 

 

Fig. III:47 Experimental weak regime SM signal at D0=5 cm (a) and a moderate regime SM signal at 

D0=10 cm (b) for the same constant target vibration. 

Further usefulness of the liquid lens based set-up is then shown by the fact that it allows us to 

maintain the SM phenomenon in a moderate regime with no fringe-loss even for a large variation in 

D0. Fig. III:48 presents the OOP signals acquired for a D0 varying from 6.5 cm to 265 cm. For a 

constant peak-to-peak target vibration of 3.6 µm, the number of SM fringes remains constant (N = 9). 
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Fig. III:48  (a-f) Experimental OOP signals for a variation in D0 from 6.5 cm to 265 cm for a constant 

target vibration of 3.6 µm. 

III.3.6 Metrological Signal Reconstitutions 

Based on these SM signals presented in Fig. III:48, vibration reconstitutions have again been done. 

The SM signal, the number of detected fringes and the reconstituted vibration signal as compared to 

the reference capacitive sensor signal are all shown for the case of D0 = 6.5 cm as well as for D0 = 265 

cm in Fig. III:49. 

The maximum error at the vibration signal maxima for each of these SM signals has been calculated 

and is presented in the Table III-4. The worst error over the whole of distance range (D0 = 6.5 cm to 

D0 = 265 cm) corresponds to about λ/16 for a 785nm LD. 
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Distance (cm) 6.5 50 100 150 200 265 

Error PUM (nm) 44 23 20 45 32 36 

Table III-4 Error at the maxima of the reconstituted vibration signals as compared to a reference 

sensor for a given distance D0. 

 

 

Fig. III:49 Vibration reconstitutions as compared to a reference sensor (a,c) for experimental OOP 

signals having 9 fringes at D0=6.5 cm (b) and D0=265 cm (d). 

Furthermore, the presented set-up has also been used to measure triangular, square, and arbitrary 

target displacement signals with error at the maxima of 47 nm, 36 nm , and 161 nm respectively as 

compared with the reference sensor signal (as seen in Fig. III:50). These results successfully 

demonstrate the ability of the LL set-up to provide a fringe-loss free moderate regime SM signal 

irrespective of the target amplitude, shape or distance. 
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(a) 

 

(b) 

 

 
 
(c) 

Fig. III:50 Displacement reconstitutions for (a) triangular,(b) square, and (c) arbitrary target 

movement as compared to a reference sensor. 

III.3.7 Liquid Lens Control 

In order to make the LL control autonomous, we need to distinguish the moderate regime from the 

weak regime. So, the automatic fringe detection algorithm [ 87] can be used as it is capable of such a 

distinction between different feedback regimes. Although this algorithm can successfully treat the 

weak regime signals, it requires additional signal processing due to quasi-sinusoidal shape of the 
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fringes, which was avoided by using the LL. Thus, the LL maintains the SM in the moderate feedback 

regime where a simple fringe detection can be used to lighten the displacement reconstitution process. 

III.3.8 Assessment of the Use of Adaptive Optics 

In this section, we have demonstrated the use of adaptive optics in the form of a voltage controlled 

liquid lens for maintaining the Self-mixing phenomenon in the moderate feedback regime over a large 

range of the distance between the laser and the vibrating target. The vibration measurements based on 

these signals as compared to a commercial sensor validate the usefulness of adaptive optics for self-

mixing applications. The future implementation of an automated liquid lens based set-up shall result in 

a precise and autonomous self-mixing metrological sensor, able to measure with precision over a large 

sensor-to-target distance range. 

III.4 Conclusion 

The studies undertaken in the last chapter for the optimisation of the phase unwrapping method 

showed that a new approach to displacement reconstruction is needed if we wish to have a real-time 

natured displacement sensor. Furthermore, its static fringe transition detection approach needs to be 

changed so that the sensor can simultaneously work for the weak and moderate optical feedback 

regimes. 

Thus, in this chapter, a new signal processing technique for displacement measurement has been 

presented that is of a real-time nature as it does not need time-consuming joint optimisation step 

needed in the phase unwrapping method. Furthermore, it has an added advantage that it is able to 

detect and correct the phenomenon of fringe-loss that happens in case of an increase in optical 

feedback into the active cavity of the laser diode. 

Then, another signal processing technique has been presented that is able to correctly detect the 

fringe transitions of the SM signals of the weak as well as moderate feedback regime. The target 

displacement results for the various weak and moderate feedback regime signals coming from 

different lasers and media have been presented. Such a technique then makes it possible to correctly 

recover the displacement information using a same algorithm even if the feedback regime changes 

from one to another.  

Finally, the use of adaptive optics in the shape of a liquid lens has been demonstrated for SM 

displacement applications. It has been shown that not only it increases the range of the measurement 

but also helps in maintaining the SM signal in a certain feedback regime. So, the use of liquid lens can 

then simplify the signal processing needed for the sensor. However, it needs to be stated that the 
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variations in the change in focalisation for the present liquid lens are slow which may reduce the use 

of such a device for rapidly varying displacements. Likewise, its utilisation would add another optical 

component to the set-up that can increase the overall cost and complexity of the sensor. Nonetheless, 

the cost of such a device cannot be very high due to its high volume production for the cameras. 

Furthermore, there remains a possibility of its integration directly onto the laser chip, a task which is 

the subject of a thesis in a sister laboratory. 

In short, this present chapter has highlighted the various solutions needed to counter the effects of 

varying optical feedback so that a reliable and adaptive displacement measurement can be obtained. 

The first two sections of this chapter presented the algorithmic solutions to such a variation in the 

feedback whereas the third section has detailed the use of an adaptive optical element that allows us to 

electronically control the optical feedback into the laser cavity such that a reliable SM signal is always 

obtained. 

The next chapter is based on the work done to have a SM displacement sensor that is more robust to 

practical conditions of utilisation. Thus, the use of such a sensor in the presence of speckle, 

misalignment as well as parasitic vibrations has been presented. Likewise, the efforts begun to 

implement the sensor processing techniques into an FPGA shall be presented. 
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IV Towards an Industrial 

Sensor 
The field of Self Mixing Interferometry continues to be a rich source of scientific activity and 

publication. The potential of this phenomenon for its use in a metrological device has already been 

presented in the preceding chapters. What, however, needs to be emphasized is that for a considerable 

number of cases where the SM effect is used for sensing applications, the published results are 

obtained under laboratory conditions (e.g. by using cooperative target surfaces, optical tables, 

precision mounting and alignment stages). However, if one is to realize the promise of the practical 

application of such sensors under industrial conditions then the robustness of the sensor with respect to 

industrial usage conditions has to be reworked. 

Thus, this chapter presents the work undertaken to make our displacement measuring SM sensor 

more robust in case of non-cooperative target surface and a misalignment between the laser and target 

(that would accentuate the speckle effect) as well as in case of presence of parasitic mechanical 

vibrations to the sensor assembly that may be caused by an unwanted mechanical coupling between 

the sensor assembly and the target or by stray, ambient vibrations (that would falsify the measurement 

of the perturbed sensor). 

So, in order to observe the behavior of the SM displacement sensor under the above-mentioned 

conditions, experiments have been conducted where misalignment, non-cooperative target surface and 

parasite mechanical vibration to the sensor have been deliberately applied. 

The later sections of this chapter present the efforts done to pave the way for a future real-time 

sensor on chip. As a first step, the trigonometric function blocks needed in the calculations have been 

optimised so that these could be later implemented in a FPGA based prototype. 

Let us, however, start by looking into the data processing used for countering the speckle effect that 

becomes all the more important in case of centimetric displacement measurement. 
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IV.1 Centimetric Displacement Sensing 

Although the SM effect has typically been used to measure the micrometric displacement of the 

target but the same principle can be extended to measure displacements of the order of several 

centimeters or even decimeters. In order to measure such large displacements, the basic displacement 

resolution of lambda/2 per SM fringe can then be used. 

A study of the reported results of such large displacements, however, indicates that special 

optical/electronic equipment, target surface treatment as well as signal processing has been added to 

the standard simple LD based SM displacement sensor (as detailed in the next sub-section). The main 

issue that makes such additional components or processing inevitable is the Speckle effect that 

deforms or even eliminates the SM fringes. Let us first look in to this phenomenon. 

IV.1.1 The Speckle Effect 

Although sensors using the principle of self-mixing offer many advantages, as we have said 

previously, the results can be affected by a parasitic noise: the phenomenon of speckle or granularity 

due to the surface of the target. This speckle appears in the form of alternately dark and bright spots 

that are spread randomly in space. Thus, as seen in Fig. IV:1 for a diffusing surface, the back-scattered 

beam shows a characteristic random texture. 

 

Fig. IV:1 The randomly spotted texture due to the Speckle effect. 

When a target is illuminated by a laser beam, a fraction of the power that is neither transmitted nor 

absorbed by the target is reflected in space. This reflection for the case of the more common materials, 

is due to a combination of two phenomena that have been studied extensively namely: 

• Specular reflection, which corresponds to the reflection of a mirror, which generates a beam of 

high directivity. 
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• Lambertian or diffusing reflection, where the light energy is uniformly distributed in space 

(e.g. for a plaster surface). See Fig. IV:2. 

So, the spatial-coherence destruction of the beam is caused by the interaction of the beam with the 

diffusive surface [ 98]- [ 99] at two levels. 

 

Fig. IV:2 Emission diagram of a regular surface. 

As a first approximation, a rough surface illuminated by a laser beam (coherent light) can be regarded 

as an infinite set of points emitting coherent light [ 100]. Due to the phenomenon of interference, the 

light intensity at any point in space depends on the optical path difference between the beams 

emanating from the emitting points of the illuminated surface. That is the reason behind the fact that 

the speckle appears all the more important as the roughness of the surface approaches the wavelength 

of the light beam. Thus, there appears in space, a juxtaposition of small dark spots whose transmission 

coefficient is zero, and of small bright spots whose transmission coefficient is close to unity, as shown 

in Fig. IV:1. 

The presence of the speckle spots distributed over the area where the laser beam falls thus represents 

a noise and it perturbs the operation of the laser. This spot scrolling results in a strong amplitude 

modulation or fading of the self-mixing signal (Fig. IV:3) and can even result in a total loss of the 

signal. So, in the case of a displacement measurement, if the signal disappears even for a moment, the 

fringe counting becomes false. The measurement can thus no longer be valid as it is only relative, as 

compared to the original position. However, the period during which the signal is zero is very small. 

Therefore, even though the optical power signal can be significantly distorted by the presence of 

speckle spots, it is still possible to exploit this signal to estimate the speed of the target [ 100]. 

In the case of sensors that use the self-mixing phenomenon in order to estimate the position of a 

moving target or a target displacement along the laser beam axis, the speckle phenomenon has proved 

to be a major challenge. The sensor is indeed positioned so that the laser beam axis is perpendicular to 

the target surface and the displacement measurement is taken along the laser beam axis if there is a 

displacement of the target relative to the sensor. The speckle noise is then very annoying because the 
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oblong form of the speckle spots means that if a dark spot is located in front of the laser diode, then it 

will remain there and prevent the measurement to be taken. In order to obtain a valid measurement, it 

will then be necessary to move the sensor laterally. In the case of a longitudinal displacement sensor, 

if a dark spot is present in front of the laser diode opening during displacement, then there are two 

possibilities: either the displacement is less than the length of the speckle spot or it is greater than the 

length of the speckle spot. However, in both situations, the result is the same: the displacement 

measurement can be unreliable as a result of possible fringe count loss. To overcome this problem in 

the case of a non-prepared target (i.e. a target with a rough surface), one solution is to mechanically 

lock the sensor on to a bright spot of light by using a piezoelectric transducer [ 101]. In case of 

unavailability of a mechanical tracking, another solution lies in the envelope tracing of the modulated 

optical power signal that shall be detailed in the following section. 

 

 

Fig. IV:3 OOP signal fading caused by the speckle effect for a harmonically moving metallic target. 

IV.1.2 SM Centimetric Displacement Sensing Results 

Let’s look into some of the solutions proposed by various authors for a correct measurement of 

centimetric displacements. 

The linear and transverse displacement measuring sensor system proposed by Ottonelli et al is 

capable of measuring linear displacements of up to 40 cm [ 102] . Although the SM sensor is only 

based on a LD and a collimating lens, the target chosen, however, is a plane mirror that allows a stable 

moderate regime signal without any speckle. Such a choice, does limit the utilization of the sensor for 

practical cases where the target surface cannot be reworked. The choice of the target surface is then 

very important as in an other publication by the same group [ 33], the use of retro-reflective prisms 
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instead of the plane mirror allows them to improve the range of yaw and pitch measurements by one 

order of magnitude. 

Another approach for measuring centimetric displacement has been presented by Giuliani et al [ 27]. 

It consists in keeping the operating point of the SM interferometer fixed at the half-fringe value. 

Therefore, the resultant SM sensor avoids the speckle effect as well as the fringe loss thus by-passing 

sophisticated signal processing. However, this approach does need an objective lens that collimates the 

LD beam onto a second focusing lens placed at a distance of 40cm in order to project the LD beam 

spot on the target. Furthermore, for non-cooperative surfaces, an optical attenuator has to be inserted 

in the optical path to prevent the optical feedback from becoming excessive. Another condition is that 

the absolute distance to the target has to be measured at the beginning of each measuring session.  

Finally, the depth of field of the instrument, i.e. the longitudinal displacement of the target around the 

optimal working distance that causes a factor of two reduction in the dynamic range, is ±8 cm. 

Another speckle countering technique has been proposed by Norgia et al that avoids the use of 

mirrors or reflective paints to achieve a cooperative target [ 47]. In order to correctly detect the speckle 

affected SM fringes with a poor SNR, a technique has been developed that is insensitive to changes in 

the back-injection amplitude or regimes as it works by calculating the frequency of the local most 

power tone, called the ‘beat frequency’. The main feature of this method is an intrinsic average 

process in computing the fringe duration so that single spikes or signal losses do not significantly 

affect the measurement. The paper, however, presents correct displacement recovery signal of only 

tens of micrometers. 

In an other technique published by Norgia et al, a speckle tracking technique has been developed 

that has allowed experimental displacement reconstruction of up to 50cm [ 101]. In order to counter 

the speckle effect, the speckle relative maximum amplitude is used to jump from one bright speckle 

spot to another. The technique uses two piezo-actuators to move a lens in the transversal plane to the 

laser beam. The laser spot is thus moved on the diffusive target surface and the OOP from the 

Photodiode is used to form a closed loop with the piezo-actuators such that the recovered SM signal 

attains a certain amplitude level. The error results have not been quantified for those SM fringes that 

may get lost as the lens is moved from one bright spot to another. 

Likewise, an improved version of the above-mentioned sensor has also been published by the same 

research group where a Liquid Crystal Attenuator has been added to the system and it forms another 

feedback loop with the Photodiode signal [ 103]. This results in a better countering of an excessive 

optical feedback such that the SM signal stays in the moderate feedback regime and avoids strong 

feedback regime causing complete fading of fringes. In addition, for the digital processing of the SM 

signal, an adaptive fringe threshold detection has been developed which uses a triangular laser current 

modulation. Frequency and amplitude of the triangular wave are, however, a function of the maximum 
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target speed (set to 6 cm/s for the prototype). In this way, the presence of at least one positive and one 

negative pulse per period is ensured. 

IV.1.3 Centimetric SM Signal Acquisition 

In order to acquire SM signals for centimetric displacement, a camera-mounted device (as seen in 

Fig. IV:4) was used that is capable of displacing the camera in XY axes. It can then generate 

displacements of up to 1 m in the X-axis and up to 50 cm in the Y-axis, each with a 50µm precision. 

The SM sensor was installed on the same mechanical assembly that contains the rails on which the 

camera is installed. The laser then pointed along the X-axis on the vertical metallic bar that holds the 

camera. Thus, the target surface was an unpolished metal surface. As a matter of fact, this installation 

of the sensor on the same mechanical assembly was a voluntary choice with an aim to see the possible 

influence of a parasitic mechanical coupling between the moving target and the sensor assembly. 

Likewise, no extra efforts were made to have an exactly parallel laser beam along the X-axis. This 

caused a sort of scanning of the target surface by the laser spot as the misalignment caused the laser 

spot to slide on the target surface as the target moved. 

The aim of these “inattentions”, as already indicated in the chapter introduction, has been to fairly 

resemble the realistic industrial conditions where the SM optical sensor cannot be guaranteed a perfect 

alignment or complete absence of undesirable mechanical coupling. 

 

 

Fig. IV:4 A photograph of the device used for the measurement of centrimetric displacements using 

the SM displacement senor. 
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IV.1.3.a Influence of Mechanical Coupling 

Fig. IV:5 presents a segment of the SM signal obtained for a 1cm long displacement along the X-

axis such that the sensor to target distance was 55cm. It is clear to see that the sensor SM signal has 

been affected by the parasitic coupling that explains the fluctuations in the SM signal. 

Such fluctuations in the SM signal thus make it difficult to use zero-crossing technique for fringe 

detection. Likewise, the adaptive fringe detection algorithm also faces problems as the moderate SM 

signal cannot be divided into two distinct regions i.e. P<0 and P>0, where P is the normalized SM 

optical output power. 

 
Fig. IV:5 A segment of a SM signal obtained for a centimetric target displacement. The fluctuations in 

amplitude are due to non-stationary SM sensor. The area within the segmented-lined block is 

Speckle-affected and is reproduced in the next section. 

IV.1.3.b Influence of Target Surface Scanning 

A further zoom in to the segmented-lined block of Fig. IV:5 is presented in Fig. IV:6. This image 

indicates the presence of speckle that has affected the amplitude of the SM fringes. The obvious 

impact of such a reduction in fringe amplitude is the impossibility of using a constant fringe-detection 

threshold. Thus, the threshold value needs to be adapted to the presence of speckle. 

The presence of an arbitrarily occurring speckle is all the more trouble-some as the amplitude of a 

normally stable SM segment can rapidly vary if a dark speckle spot comes in to field of the laser beam 

spot. As the lack of misalignment results in a “scanning” of the moving target surface, so in case of 

diffusive surfaces, such speckle related signal black-outs become a frequent occurrence and regularly 

deform the SM signal. 
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Fig. IV:6 A segment of a SM signal obtained for a centimetric target displacement. The decrease in 

the amplitude is due to the speckle effect. 

In Fig. IV:7, the influence of the scanning of the target surface is presented. As the target is moving 

in a sinusoidal manner, so the scanning of the metallic surface causes an amplitude modulation of the 

SM signal, explained by the speckle effect. 

 

Fig. IV:7 The SM signal obtained for a sinusoidally moving metallic surface target. The misalignment 

results in a scanning of the surface and subsequent SM signal amplitude modulation. 

Thus, in order to correctly reconstruct the displacement from the SM signal, we have to adapt our 

signal processing technique so that the issues of the fluctuations as well as the speckle can be resolved. 

IV.1.4 SM Signal Treatment 

IV.1.4.a SM Signal Envelope Extraction 

The SM signal treatment starts by following the steps already detailed in Fig. III:20 to achieve the 

derivative signal. Then, instead of converging to the correct threshold value as in the adaptive fringe 

detection technique, the new processing searches the local maxima and minima of the derivative 

signal. In such a way, the upper and lower envelopes (i.e. the max. and min. envelopes) of the 
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derivative signal are obtained. Fig. IV:8 presents the derivative signal as well as the min. and max. 

envelopes for the speckle affected SM signal of  Fig. IV:6. Thus, we are able to closely follow even 

the speckle-affected signal. Note that Fig. IV:8 is based on a SM signal that represents only a forward 

target movement. So, no variations are to be seen for the min. envelope. Note also the presence of a 

fringe-less zone where the target movement remains less than the half-wavelength. The min. and max. 

envelopes of this zone then represent the SM signal noise floor. 

 

Fig. IV:8 The extraction of the max. and min. envelope of the derivative of the SM signal by searching 

for local maxima and minima. 

IV.1.4.b Fringe-less Segment Distinction 

A cut-off limit has then to be imposed so that all those samples of the derivative signal which are 

lower than this limit cannot be considered for fringe-detection. Fig. IV:9 presents the cut-off value 

used to separate the fringe containing segments from the fringe-free segments. The value is chosen to 

represent the SM signal noise floor. The previously detected local maxima are then saved into a 

decider array. Subsequently, all values of this array greater than the cut-off limit can be considered for 

fringe-detection. 

 
Fig. IV:9 The cut-off array contains the noise floor value used to separate the fringe containing 

segments from the fringe-free segments. The decider array contains the local maxima values. 
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IV.1.4.c SM Fringe Detection 

A fixed threshold value of 90% is then used to detect the fringes. Thus, all those values of the 

derivative signal at 90% of decider array are considered as representing SM fringes. Such a high 

threshold is necessary as the local maxima values closely follow the SM fringe peaks, so a smaller 

threshold can introduce faulty fringe detection. 

The resultant correct SM fringe detection for the speckle-affected OOP segment is then presented in 

Fig. IV:10. The introduction of the cut-off value allowed to distinguish the fringe-less segments where 

as the local mixima tracking resulted in completely recovering the SM fringe locations for the speckle-

modulated segments. 

 
Fig. IV:10 Correct SM fringe detection for the speckle affected OOP signal. Note that no faulty 

detection occurs for the fringe-free segment. 

IV.1.5 Experimental Result 

Fig. IV:11 (a) presents an experimental SM signal acquisition for a target displacement of 2.5cm. 

The SM sensor was installed on the mechanical structure that contained the moving rail. The target 

surface was metallic and the initial sensor to target distance was 63 cm. 

Using the signal treatment outlined above, the reconstructed displacement is shown in Fig. IV:11 (b) 
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while a zoom at the end of the signal shows the total displacement of the target in Fig. IV:11 (c). The 

final displacement at standstill of 2.5036 cm is within the expected range of [25050µm 24950µm] if 

we take into account the 50µm accuracy of the displacement device. The result thus represents a 

percentage error of 0.14%. 

 

 

 

(c) 

(a) 

(b) 

Fig. IV:11 (a) The SM signal obtained for a linear target displacement of 2.5cm for a metallic surface 

at the initial sensor to target distance of 63cm. (b) The reconstructed displacement after 

using the signal treatment. (c) Zoom at the end as the target settles to stand-still. 

IV.2 Parasitic Vibration Correcting Sensor 

It is important to underline that SM displacement sensing systems suppose a stationary sensor to 

guarantee an accurate measurement of target movement. Thus, these set-ups use an optical table to 

completely isolate the sensor from parasitic vibrations that would falsify the displacement 

measurements. So, in order to ensure good measurement precision, a great cost and effort is 

traditionally undertaken, which is not only difficult to ensure under realistic industrial conditions but 
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also goes against the philosophy of low-cost sensors. Nevertheless, solid-state accelerometers (SSAcc) 

can be used to sense these parasitic vibrations applied to the SM sensor. Such sensors benefit from a 

small size as well as a low-cost due to the high volume requirement for automotive, robotics and 

gaming applications. 

This section thus presents a solution based on a SSAcc coupled to the SM sensor to counter the 

parasitic movements to the sensor, thus liberating the optical sensor from optical tables or any other 

equivalent mechanical support. It then becomes imaginable to install the sensor even on non-stationary 

surfaces and embedded systems, thus opening its utilization in industrial conditions. 

IV.2.1 Experimental Set-up  

The schematic diagram of SM test bench is shown in Fig. IV:12. 

 

Fig. IV:12 Schematic diagram of the SM displacement measuring sensor coupled with a sold state 

accelerometer. 

Here, a piezoelectric transducer (PZT) from Physik Instrumente (P753.2CD), equipped with a 

capacitive feedback sensor for direct-motion metrology with a resolution of 2 nm is used as a target. 

The parasitic vibrations are generated by a shaker to which the LD, combined with a SSAcc, is 

attached. The built-in photodiode of the LD package is used to retrieve the SM signal caused by both 

the target displacement DPZT(t) and the shaker displacement Ds(t), such that the global displacement DΣ 

is defined as: 

ελ +=+=Σ 2/)()()( NtDtDtD sPZT    (4-1) 

where N is the number of fringes of the SM signal and ε is the excess fringe ‘ε’ (< λ0/2). Here, Ds(t) is 

monitored indirectly through the measurement of the LD acceleration by a solid state accelerometer. 
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Fig. IV:13 A photograph of the accelerometer coupled SM sensor. The accelerometer(1) has been 

glued to the heat sink used for the Laser Diode. The sensor card (2) has been mounted on a 

mechanical shaker (4) such that the collimating lens(3) directs the beam towards the target. 

IV.2.2 Displacement retrieval from the accelerometer 

The proposed method consists in first reconstructing the displacement Ds due to the parasitic 

vibration by filtering and integrating twice the acceleration signal from the accelerometer sensor as 

follows: 

cca
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cc

t

s DdvduvatD += ∫∫    (4-2) 

where dv and du are the variables of integration. 

From eq. (4-2), the white noise power density of the accelerometer signal has a 1/f 4 frequency 

dependence and the noise power density of the computed displacement can be expressed in the 

frequency domain as: 

ccaS
sDS

4/)()( ssSsS ccasD =     (4-3) 

Consequently, the displacement resolution is completely defined by the low cut-off frequency of the 

system. To avoid low frequency drifts that can make analog circuits to saturate, the accelerometer 

signal is thus bandpass filtered 20Hz-500Hz (as seen in Fig. IV:14). The high frequency limit is due to 
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our shaker performances as well as our accelerometer dynamic range. 

 

Fig. IV:14 Schematic block diagram of the vibration compensation method. 

IV.2.3 Accelerometer Signal Phase and Gain Correction 

To faithfully reconstruct Ds, the phase and gain of Ds should be corrected to take into account the 

phase and gain shifts induced by the analog circuit filters as well as the accelerometer gain (see Fig. 

IV:14). In fact, for a displacement amplitude A at a given frequency, assuming that the phase error ∆Φ 

and gain error ∆A are not correlated, the maximal residual error ξ max can be given as: 

222max /2
2 AAA ∆+∆Φ≈ξ    (4-4) 

Finally, once the phase and gain correction is done, DPZT can be computed by subtracting Ds from 

the DΣ global displacement (eq. (4-2)) sensed by the PUM [ 39]. A conceptual block diagram of the 

proposed method is shown in Fig. IV:14. It is to be highlighted that for the purpose of validation of the 

accelerometer based technique, the optical feedback into the laser cavity was always controlled (by the 

use of the lens) such that the feedback parameter stayed in the (1<C<π) range. As it was detailed in the 

preceding chapter, the resultant SM signal for such a C value is the easiest to process and is not 

affected by fringe-loss. For such a SM signal, PUM as well as SBM have equivalent precision but the 

PUM was preferred as in addition to the displacement measurement, it also gives a good estimation of 

the C parameter. 

IV.2.4 Experimental Validation 

During the experiments, the PZT target is positioned at Lext = 45cm from the Laser along with the 

accelerometer (Fig. IV:12). The LD, driven by a constant injection current of 30mA and a maximum 

output power of 50 mW, is a Hitachi HL7851G emitting at λ=785nm. The accelerometer is the 
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ADXL311 from Analog Devices with a typical resolution of Hzg /300µ and a 5kHz bandwidth. 

First, the calibration of the accelerometer sensor was performed to retrieve the phase and gain 

correction coefficients using the test bench shown in Fig. IV:12. During the calibration, only the 

shaker is vibrating while the PZT is at rest. Four sets of measurements have been done from 20Hz up 

to 400Hz by step of 40Hz. Then, the data extracted from the accelerometer sensor and the SM signal is 

compared to obtain the phase and gain calibration coefficients that are stored in a look-up table. After 

calibration, the measured σ∆Φ is equal to 0.03 rad and σ∆A/A=2%. 

To validate the robustness of our system, the following tests are used: 

• The Shaker and PZT are vibrating at two different frequencies. 

• The Shaker and PZT are vibrating at the same frequency. 

• The Shaker is vibrating at a single-tone frequency while the PZT is vibrating with an 

arbitrary signal. 

• Two different arbitrary signals are applied. 

 

Fig. IV:15 (a) Corrupted displacement signal for fshaker=81Hz and fPZT=81Hz (b) Accelerometer signal 

(c) Reference signal at fPZT=81Hz (red) and Corrected signal (dotted blue). (d) FFT of the 

Corrupted signal (red) and FFT of the Corrected signal (dotted blue). 

Firstly, the shaker and PZT are vibrating at f=167Hz and 97Hz with an amplitude of 2µm and 2.5µm 

respectively (Fig. IV:15). Here, the corrupted SM measurement gives a completely distorted 
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displacement estimation (Fig. IV:15 (a)) while the corrected measurement closely matches the PZT 

displacement (Fig. IV:15 (c)). In Fig. IV:15 (d), the comparison between the corrupted and corrected 

signal FFTs shows that the parasitic vibration is reduced by 28dB. 

 

Fig. IV:16 Measured and Reconstructed displacement signals for fshaker=81Hz and fPZT=81Hz. 

Secondly, in Fig. IV:16, the shaker and PZT are vibrating both at f=81Hz with an amplitude of 

3.5µm and 2.5µm respectively while the corrupted SM measurement gives a wrong displacement 

amplitude of 5µm. This shows that the proposed method can properly recover the real target 

displacement even if the parasitic vibration is at the same frequency. This can frequently happen in the 

case of an undesirable mechanical coupling between the sensor assembly and the vibrating target. To 

further analyze the efficiency of the proposed method, including other examples not detailed here for 

brevity reasons, the displacement error ξPZT has been computed and summarized in Table IV-1. 

 

Fig. IV:17(a) Corrupted displacement signal for a single-tone versus an arbitrary signal with fshaker 

=46Hz-92Hz-194Hz-276Hz and fPZT=91Hz. (b) Accelerometer signal. (c) Reference signal 

(red) and Corrected signal (dotted blue). (d) Residual error for 10Hz-1kHz (red) and 40Hz-

1kHz bandwidths (dotted blue) with respect to the SM reference signal. 
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Finally, two other cases are presented where firstly, the Shaker is vibrating at a single-tone 

frequency while the PZT is vibrating with an arbitrary signal (Fig. IV:17) and secondly, two different 

arbitrary signals are applied to the Shaker and PZT (Fig. IV:18). The residual error for each of these 

cases is presented in Fig. IV:17 (d) and Fig. IV:18 (c) respectively and summarized in Table II. 

 

 
Fig. IV:18 (a) Corrupted displacement signal for two arbitrary signals with fshaker=46Hz-92Hz-194Hz-

276Hz and fPZT=26Hz-104Hz-216Hz. (b) Reference signal (red) and Corrected signal (dotted 

blue). (c) Residual error for 10Hz-1kHz (red) and 40Hz-1kHz bandwidths (dotted blue) with 

respect to the SM reference signal. 

 

IV.2.5 Results and Discussion 

Depending on the low cut-off frequency, the proposed method using the ADXL311 achieves 

approximately an averaged resolution of 306nm (σ = 38nm) for a 20Hz-500Hz bandwidth and of 

195nm (σ = 54nm) for a 40Hz-500Hz bandwidth (Table IV-1) when compared with the PZT reference 

signal. 

Note that these errors include those added by possible misalignment between LD and target as well 

as the inaccuracy of the displacement extraction algorithm. Then, in order to reduce the influence of 

these errors, the SM based displacement signal obtained in the absence of parasitic signals (the shaker 

is off) can be used as a reference. Such a signal, obtained for the same PZT displacement is referred 

here as the SM reference signal. Based on this reference, the improved averaged resolutions of 275nm 

(σ = 31nm) for a 20Hz-500Hz bandwidth and of 137nm (σ = 39nm) for a 40Hz-500Hz bandwidth are 

presented in Table IV-2. 
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PZT  Shaker  ξ PZT  (µm) 

(Hz) (Hz) 20Hz-500Hz 40Hz-500Hz 

63 63 0.312 0.259 

81 81 0.366 0.287 

105 105 0.247 0.149 

61 45 0.329 0.222 

72 54 0.271 0.147 

72 93 0.286 0.172 

47 225 0.3 0.183 

97 167 0.338 0.143 

Table IV-1 Corrected displacement RMS errorξ PZT  as compared to the PZT reference signal. 

It is interesting to note that the obtained resolution is mainly limited by the accelerometer noise. 

Actually, based on eq. (4-3) and assuming a typical Hzg /300µ  noise floor, the displacement 

resolution obtained after processing the accelerometer signal is 480nm and 169nm for a 20Hz-500Hz 

and 40Hz-500Hz bandwidths respectively. Therefore, it is expected that lower cut-off frequency and 

higher displacement resolution can be achieved using lower noise accelerometers. Consequently, if a 

Hzg /1µ accelerometer were used, nano-metric vibration displacement resolution can be achieved at 

even lower frequencies. Note also that according to eq. (4-3), for high frequency vibrations (>500Hz), 

high-g accelerometer sensor with poorer accelerometer resolution can be used. Therefore, depending 

on the targeted applications, a specific accelerometer should be used. 

 

PZT  Shaker  ξ SM  (µm) 

(Hz) (Hz) 20Hz-500Hz 20Hz-500Hz 

63 63 0.252 0.186 

81 81 0.279 0.17 

105 105 0.212 0.086 

61 45 0.306 0.188 

72 54 0.263 0.133 

72 93 0.267 0.108 

47 225 0.296 0.179 

97 167 0.321 0.104 

91 Arb. 0.264 0.108 

Arb. Arb. 0.293 0.113 

Table IV-2 Corrected displacement RMS errorξ SM  as compared to the SM reference signal. 
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IV.3 Optimised Trigonometric Functions 

The real-time hardware implementation of a SM displacement sensor algorithm necessitates the 

optimization of trigonometric functions such as sin and arccos, needed for its signal processing. For 

example, the arccos is needed to extract the excess fringe of the SM signal that represents the target 

movement under weak feedback regime. In this regard, two approaches, the limited Taylor series as 

well as the CORDIC (for COordinate Rotation DIgital Computer) method traditionally used in 

computer systems, have been evaluated for the implementation of these trigonometric functions. The 

increasingly higher ordered Taylor series cases have been compared along with their 12 bit and 16 bit 

fixed point implementations. Efforts have been done to optimize these trigonometric functions in order 

to reduce the error as well as the time needed for a future real-time sensor requiring such signal 

processing. 

IV.3.1 Introduction  

The present section concentrates on adapting these trigonometric identities in order to optimize 

result precision, area and timing constraints. For a real time hardware based sensor, the objective 

remains the design of a totally combinational structure that shall minimize the propagation time even 

at a possible cost of increased surface area of the chip. For the implementation of trigonometric 

functions such as sin or arcsin etc, two approaches, the limited Taylor series along with their 12 bit 

and 16 bit fixed point implementations as well as the CORDIC method traditionally used in computer 

systems, have been considered. The increasingly higher ordered reduced Taylor series based modules 

have been found to be attractive due to their combinational structure and the availability of embedded 

hardware multipliers in FPGAs. CORDIC modules are sequential structures, which require 

increasingly longer loops to reduce imprecision, and can only become an option in the case of non-

availability of hardware multipliers. Furthermore, the use of ROM tables in conjunction with Taylor 

series based modules has been proposed to further reduce the error. These steps thus remain a key part 

in the consideration of timing constraints of the development of a real-time laser system in package 

dedicated to displacement measurement.  

IV.3.2 Reduced Taylor series based functions 

The sin function can be realized using the Taylor series as in (4-5) where x is the input phase in 

radians and n is the order of the series. For a limited range of x from –pi/2 to pi/2, the order of the 

Taylor series can be reduced without adding considerably large error, thus limiting the hardware 

multipliers eventually needed. 
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     (4-5) 

 

Likewise, ‘arcsin’ function can be calculated using the power series in (4-6) for input phase z in 

radians: 

 

        (4-6) 

 

 

 

 

where, once again, only lower order series shall be considered for the same reason as outlined 

before. 

IV.3.3 CORDIC based functions 

The CORDIC method [ 105] has been used regularly in integrated systems for calculating various 

trigonometric functions. It has remained popular for its ability to calculate the results using the simple 

operations of add, subtract and shift while using small Look-Up Tables (LUTs). It has been used for 

handheld calculators where the computation time has not been a priority as it required increasing 

iterations to finally obtain the needed accuracy. In fact, the CORDIC algorithm achieves the accuracy 

of one binary place with each execution of its loop, thus the final accuracy after the binary place is 

directly proportional to the iterations executed. 

IV.3.4 Results 

IV.3.4.a Error Analysis 

In order to satisfy the area and timing constraints imposed by the working conditions of a real time 

displacement sensor, truncated or limited series implementations have been studied. The error 

introduced by such modules has been calculated and compared in order to find the optimum module 

with an acceptable error while respecting the timing and area constraints.  

The averaged absolute percentage error for increasingly higher ordered limited Taylor series has 

been calculated for three cases: 
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• standard floating point 64 bit ‘Double’ type structure. 

• 16 bit fixed point structure with 14 bit fractional part. 

• 12 bit fixed point structure with 10 bit fractional part. 

The error is found based on 2000 evenly spaced input samples from –pi/2 to +pi/2 in the case of sin or 

cos functions and from –1 to1 in the case of arcsin or arccos functions (see Fig. IV:19) as well as for 

linearly increasing number of iterations of CORDIC method (see Table IV-3).  

 

Fig. IV:19 Averaged absolute percent error for limited Taylor series sin and arcsin modules. 

 

No. of CORDIC Iterations 7 8 9 10 11 12 

CORDIC Error for SIN 2.6223 1.8176 0.647 0.2902 0.0858 0.0891 

Table IV-3. Evolution of averaged absolute percentage error in a CORDIC based sin module. 

IV.3.4.b Error Distribution 

Fig. IV:20 shows the percentage error distributions for limited Taylor Series and CORDIC based sin 

modules for input interval from –pi/2 to +pi/2. It is seen for limited Taylor series that most of the error 

resides in the last 20% of possible input interval where as the CORDIC presents larger error spread 

around zero. Thus, Taylor series based approach is preferred whose relatively smaller error, most of 

which is concentrated at the far ends, which can further be reduced as proposed later in the section. 
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IV.3.4.c Hardware Usage  

The hardware cost, i.e. the number of LUTs as well as the slices consumed (Fig. IV:21) and the 

embedded multipliers for the limited Taylor series implementations (Fig. IV:22) have also been 

estimated for the fixed-point cases for a Xilinx Spartan III FPGA. This evaluation has been achieved 

by ISE Xilinx software with XST as synthesis tool. 

 

Fig. IV:20. Percentage error distribution for Taylor Series and CORDIC implementations. 

 

Fig. IV:21. Hardware cost for limited Taylor series based sin and arcsin modules. 
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IV.3.4.d Interpretation 

The error, as expected, continuously reduces for increasingly higher ordered series modules (Fig. 

IV:19). However, for fixed-point architectures, it soon becomes a constant and if ever, rises a little as a 

result of the error added by the rounding off of numbers in higher ordered terms as seen in Table IV-4. 

Thus, we can see the effect of truncation caused by the fix point coding to represent the different real 

numbers. 

 

Order of Taylor Series 3 5 7 9 11 13 

Error difference between  12 bit and 16 bit 0.130 0.186 0.229 0.243 0.252 0.257

Table IV-4. Percentage error  difference between 12 and 16 bit arcsin modules 

 
 

 

Fig. IV:22. Number of Embedded Multipliers for limited Taylor series based arcsin and sin modules. 

Globally, it is seen that the 12 bit vector with 10 bits fractional part module is quite useful. 

Furthermore, by choosing an implementation of 3rd or 5th order, one can significantly reduce the 

hardware resources as compared to higher order implementations while adding no significant error to 

the trigonometric function results. Thus, in case of arcsin modules, for a 5th order 12 bit 

implementation, an averaged error of only 1.6 % is introduced. A real number 5th order 

implementation as compared to 12 bit structure only reduces the error by 0.2 %. 

So, a considerable saving in hardware implementation is seen, e-g for a 12 bit module as compared 
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with a 16 bit module, only an averaged error of 0.186% is added while saving important hardware 

resources i.e. a saving of 23 % in Slices and 24% in LUTs is seen. This hardware resources ratio is 

seen for all the series i.e. from the 3rd order to the 13th order series. 

Thus, the optimal results are for the 5th order 12 bit Taylor series implementation as compared to 

other Taylor series variants as well as the sequential CORDIC method. For the sin module, it provides 

sufficiently accurate results (error of 0.0589%) without causing huge hardware costs. This result is still 

better than 12th iteration CORDIC sin module (Table IV-4). The added benefit is the totally 

combinational implementation, thus reducing the total time needed for the operation. 

IV.3.4.e Improvement for Taylor based arcsin modules 

The error distribution for the arcsin or arccos implementations based on reduced Taylor series show 

that for a possible input interval of 0 to |1|, a huge proportion of error already indicated in Fig. IV:19 

resides in the interval of |0.8| to |1|. The Table IV-5 thus shows that more than 90% of total error 

caused by limited series usage resides only in the 20% of the total possible input interval. It is 

proposed to use a ROM table dedicated to this input interval, which will contain the respective sin or 

arcsin value. The eventual error in the ROM table will depend on the length of the table and the fixed-

point vector length to represent the function value.  Thus, by using a 3rd order or 5th order Taylor 

module in conjunction with a ROM table, significant further improvement in the precision of the 

module can be achieved.  

 

Order of Taylor Series 3 5 7 9 11 13 

Error for SIN in [|1| |0.8|] 75.9 86.6 92.4 95.6 97.4 98.5 

Table IV-5. Percentage error for Taylor series based SIN in 1 to 0.8 interval 

IV.3.5 Hardware FPGA Implementation  

In order to use the designed algorithms as a part of a real-time system, the hardware implementation 

scheme has been thought upon. The schematic diagram of the future sensor is presented in Fig. IV:23. 

A signal processing card, equipped with an FPGA shall be used to acquire the signals from the LD 

chip as well as the reference sensor. 
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Fig. IV:23 The schematic diagram for the hardware implementation of the SM displacement sensor. 

 Fig. IV:24 presents in detail various other components added to the card that shall interact with the 

FPGA. The prototype card has a 4 channel Analog to Digital Conversion (ADC) as well as Digital to 

Analog conversion (DAC) capacity where each channel ran process up to 125 (MSPS Mega Samples 

Per Second). The chosen FPGA is a SPARTAN-3A that has a capacity of 3.4 Million logic gates and 

has clock frequency of 250MHz. Such high sampling frequency for the ADC and DAC coupled with a 

high clock shall make it possible to correctly process the SM signals. The FPGA has an interface with 

the external environment via the RS232 and USB communication ports. The FPGA has also access to 

an external RAM for sample storage. 

The card is in the testing phase and its completion shall allow us to implement the SM displacement 

processing algorithms on the FPGA. 

 

 
Fig. IV:24 The schematic diagram of the SM signal processing card. 
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IV.3.6 Assessment of Optimised Functions 

It is seen that, due to the availability of embedded multipliers in the FPGA device or ASIC chip, it is 

presently more interesting to use Taylor series to realize trigonometric identities, than the CORDIC 

method, widely used in computer systems. This method enables us to find the good compromise 

between the area, the propagation time and the tolerable error. Furthermore, this implementation is 

totally combinatorial, decreasing the time to calculate the output value, thus helping in the cause of a 

real time LD displacement sensor. 

IV.4 Conclusion  

After a verification of the novel displacement measurement approaches, as presented in the last 

chapter, that have resulted in a faster calculation of displacement, a correction of the fringe-loss for 

harmonic vibrations, an adaptability of the sensor to automatically adjust itself to a change in the 

optical feedback regime, as well as the possibility of using a liquid lens to stay in a favourable 

feedback regime, it was decided to improve the behaviour of the resultant sensor with respect to its 

usage in industrial conditions.  

Such a use implies the presence of such effects such as misalignment and non-cooperative target 

surfaces that increase the possibility of encountering speckle and/or presence of parasitic mechanical 

vibrations to the sensor either due to an unwanted mechanical coupling between the observed target 

and the sensor assembly or stray, ambient movements in the industrial milieu that would falsify the 

measurement. Thus, in this chapter, solutions to each of these two issues have been presented that 

shall allow us to accurately measure the target displacement even under unfavourable conditions. The 

other sections of this chapter presented the early work done for the hardware implementation of the 

sensor algorithms.  
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Conclusion & Future Works 

The thesis was started with a desired aim of designing a self-mixing based displacement measuring 

system that would be auto-adaptive, of a real-time nature, robust to external perturbations while 

providing a measurement precision of better than the basic half-wavelength. It was also expected that 

the sensor would be able to go beyond the often-reported micrometric measurement range and extend 

it to centimetric range. Likewise, it was desired that it would provide precise results even in the 

presence of varying optical feedback and non-cooperative target surfaces. 

In this regard, an existing displacement measuring algorithm called the phase unwrapping method 

was studied to adapt it to our needs as it could only measure displacement under moderate feedback 

regime and had static self-mixing fringe detection. Another drawback of the said method was the time 

consumed during a two-dimensional minimization procedure that is an inherent part of it. So, initial 

studies were done to optimize the Nelder-Mead Simplex technique used for this minimization. 

Likewise, an FFT based approach was also tested to replace this optimisation procedure. Finally, a 

hybrid optimisation algorithm was designed that has appreciably reduced the calculation time needed 

to converge to the optimised values. 

Then, using the experience of these studies, another algorithm was designed that does not need any 

optimisation procedure and is of a real-time nature. This method has also provided a solution to the 

issue of fringe-loss in self-mixing that occurs due to increased feedback and causes error in 

measurement. A disappearance of up to four fringes has been detected and compensated to provide a 

precision of about 50nm for target vibrations of the order of 5µm.  

Likewise, another algorithm has also been designed that removes the initially used static fringe 

detection by an auto-adaptive fringe transition detection technique. It is capable of distinguishing the 

very weak, weak, moderate and strong feedback regimes. The target displacement results for the 

various weak and moderate feedback regime signals coming from different lasers and media were 

obtained and were in good agreement with a commercial reference sensor. 

The possibility of using adaptive optics in the form of a liquid lens has also been studied during this 

thesis. It has been shown that it can be used to maintain the self-mixing feedback to a level such that 

self-mixing fringes keep their saw-toothed shape while avoiding a possible fringe-loss. Furthermore, it 

has also allowed us to increase the laser-to-target distance range over which a stable signal can be 

achieved. 

Furthermore, displacement measurement with centimetric amplitude also been demonstrated for a 
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non-cooperative target surface. The influence of the speckle phenomenon is decisive under such 

operating conditions and a processing technique has been proposed that allows us to recover the 

displacement information from the speckle-affected self-mixing signals. 

In order to make the sensor robust to the parasitic mechanical vibrations that would falsify the 

measurement results, an innovative technique has been tested that is based on a solid-state 

accelerometer coupled with the self-mixing sensor. Our sensor has thus recovered an arbitrary or 

harmonic target displacement while subjected to an arbitrary or harmonic parasitic vibration. The 

present set-up, using an accelerometer costing 3 euros, provides a residual error of 300nm that can be 

easily reduced by using a better accelerometer. 

At present, a FPGA based electronic card incorporating the self-mixing sensor is being designed so 

that the various algorithms can be deployed onto it. In case of successful implementation, a robust, 

reliable and autonomous sensor will come to life.  

 

The research undertaken during the thesis will provide a good starting point for future research 

endeavours. For example, the FFT based displacement retrieval technique can be used along with a 

self-mixing velocimeter. 

Likewise, the hybrid optimisation algorithm needs to be tested for those signals where the optical 

feedback parameter continuously varies. In case of a correct tracking of this parameter, such a system, 

while measuring the target displacement, can be used to recover additional information about the 

target surface or the medium between the laser and the target. 

Another option is to extract the fringe information by an analogue technique. This can be achieved 

by separating the high frequency component (representing the transitions) from the low frequency 

component (representing the fringe shape) of the self-mixing signal. Then, the transition information 

can be directly fed to the fringe-loss compensation algorithm to reconstruct the target displacement. 

Such a technique would also reduce the analogue-to-digital conversion needs of the system. 

The successful use of liquid lens for self-mixing sensing applications also presents certain 

possibilities. For example, the growth of such a lens on to the laser diode substrate can allow increased 

control while resulting in a miniaturisation of the system. A thesis on a related subject has started in a 

sister laboratory and can be used to further advance the work. 

Finally, the perspective of a complete System in Package (SiP) containing the laser diode, its driving 

and self-mixing signal extraction circuitry, a signal processing ASIC and an embedded accelerometer, 

shall continue to propel further research in this versatile field.   
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Glossary 

 

 α  The line-width enhancement factor or factor of Henry 

 αp  Coefficient representing the losses mainly due to absorption by free carriers 

 γ  Coefficient of contraction step used in Nelder-Mead Simplex method 

 C Feedback coupling coefficient  

 c  Speed of light 

 D0  Distance between the Laser and the target 

 d  Width of the laser cavity 

 ε The excess fringe of the self-mixing signal 

 η  Initial step size parameter used in Nelder-Mead Simplex method 

 e  The elementary charge 

 FD   Doppler frequency corresponding to the self-mixing signal frequency 

 glin  Linear threshold gain of the laser active region  

 gth  Threshold gain of the laser active region  

 gth0  Threshold gain of the active region in the absence of feedback  

 gthF  Threshold gain of the active region in the presence of feedback 

 η  Initial step size parameter used in Nelder-Mead Simplex method 

 J   The current density 

 κ  Coupling effect parameter between the target and the laser cavity 

 λ  The laser emission wavelength 

 λF , λ0  The laser emission wavelength with and without feedback respectively 

 l Length of the laser diode cavity 

 lext Length of the external cavity 

 µe  Effective refractive index of the active region 

 µe0  Effective refractive index of the active region in the absence of feedback 

 µeF  Effective refractive index of the active region in the presence of feedback 

",
ee jµµ −  Effective refractive index in its complex form 
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−
0eµ   Effective group index of the diode in the absence of target 

 mmod  Parameter representing the modulation of the laser diode 

ν0  Laser diode emission frequency in the absence of target 

νF  Laser diode emission frequency in the presence of target 

vg   The group velocity 

N   The number of Self-Mixing fringes  

n  Density of electrons 

nF , nthF  Density of electrons for the laser under feedback and at the threshold  

n0 , nth0  Density of electrons for the stand-alone laser and at the threshold  

nnul   Density of electrons corresponding to a null gain. 

ρ  Coefficient of reflection step used in Nelder-Mead Simplex method 

P0   The laser optical power without feedback 

PF  The laser optical power with feedback 

r’1 , r2  Reflection coefficients for the electric field amplitude at the interfaces of the active 

laser diode cavity (subscript denotes the respective interface) 

r3  Reflection coefficient for the electric field amplitude at the target 

req  Reflection coefficient for the electric field amplitude for equivalent cavity 

σ  Coefficient of shrinkage step used in Nelder-Mead Simplex method 

S0   Density of photons for the stand-alone laser  

SF  Density of photons for the laser under feedback 

τext   Time of flight of the laser beam in the external cavity 

τl   Time of flight of the laser beam in the laser cavity 

τn   Electron half-life 

t   time 

V   Laser diode junction voltage 

VF   Velocity of the target 

x0 , xF Phase of the laser emission without and with feedback respectively 

φeq  Inverse of the phase of the equivalent cavity reflection coefficient for the electric field 

amplitude 
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φ0 , φF Phase of the laser emission without and with feedback respectively 

χ  Coefficient of expansion step used in Nelder-Mead Simplex method 

Ψ   The angle of the rotating surface with the laser propagation direction 

 

 161



List of Publications 

International Journals with Peer Review 
 
[J1] U. Zabit, T. Bosch, and F. Bony, “Adaptive Transition Detection Algorithm for a Self-Mixing 
Displacement Sensor”, IEEE Sensors Journal, Volume 9, Issue 12, pp. 1879 – 1886, (2009). 
 
[J2] U. Zabit, T. Bosch, F. Bony and A. D. Rakic, “A Self-mixing Displacement Sensor with 
Fringe-loss Compensation for Harmonic Vibrations”, IEEE Photonics Technology Letters, vol. 22, 
No. 6, pp. 410 – 412, (2010). 
 
[J3] U. Zabit, R. Atashkhooei, T. Bosch, S. Royo, F. Bony and A. D. Rakic, “Adaptive self-
mixing vibrometer based on a liquid lens”, Optics Letters, Vol. 35, No. 8, pp. 1278-1280, (2010). 
 
International Conferences 
 
[C1] U. Zabit, F. Bony and T. Bosch, “Implementation of optimized trigonometric functions for a 
self-mixing laser diode displacement sensor under moderate feedback”, IEEE International SENSORS 
Conference Proceedings 2008, pp. 988-991. Lecce, Italy, (2008). 
 
[C3] U. Zabit, T. Bosch, and F. Bony, “A fast derivative-less optimization of the feedback coupling 
coefficient for a self-mixing laser displacement sensor”, IEEE International Conference NEWCAS-
TAISA 2009, Toulouse, France (2009). 
 
[C3] T. Bosch, U. Zabit and F. Bony, “Optimisation of the performances of a self-mixing laser 
diode displacement sensor under moderate feedback based on the Nelder-Mead simplex method”, The 
2nd International conference on Sensing Technology, New Zealand, November 26-28, (2007). 
 
Invited Chapter of a Book 
 
[B1] U. Zabit, F. Bony and T. Bosch,  “Optimisation of the Nelder-Mead Simplex Method for Its 
Implementation in A Self-Mixing Laser Displacement Sensor”, Smart Sensors and Sensing 
Technology, Vol. 20, Springer, pp 381-400, (2008). 
 
Patent  
 
[P1] U. Zabit, O. Bernal, T. Bosch and F. Bony, “Title: An optical instrument for a physical 
parameter measurement”, “Titre: Dispositif de mesure optique d'un paramètre physique”, Deposit No. 
FR : 10 53648, Date of submission: 11/05/2010, (2010). 
 
Research Prize  
 
[R1] U. Zabit, O. Bernal, T. Bosch and F. Bony, “Design of an embedded optoeletronic sensor 
based on self-mixing”, Prize Category “Research in Education Sector”, European Mechatronics 
Meeting (EMM) , 2nd-3rd June 2010, Grand Bornand Annecy, France, (2010). 



Résumé / Abstract 

Title: Optimisation of a self-mixing laser displacement sensor. 
 
Abstract: Optical Feedback Interferometry, also known as Self-Mixing, results in compact, self-
aligned and contact-less sensors. In this phenomenon, a portion of the laser beam is back reflected 
from the target and enters the active laser cavity to vary its spectral properties. The laser diode then 
simultaneously acts as a light source, a micro-interferometer as well as a light detector. In this thesis, a 
self-mixing displacement sensor has been optimised so that precise measurement can be obtained in 
real-time. The sensor is robust to the disappearance of self-mixing fringes for harmonic vibrations. It 
is also able to auto-adapt itself to a change in the optical feedback regime and so can extract 
displacement from the weak as well as moderate feedback regime signals. The use of adaptive optics, 
in the form of a liquid lens, has also been demonstrated for this sensor, which has allowed us to 
maintain the sensor in a fringe-loss less regime. The influence of speckle has also been reduced so that 
the sensor can now measure up to the centimetric range for non-cooperative targets. A novel technique 
has also been presented that makes the sensor insensitive to parasitic mechanical vibrations that would 
falsify the measurement under industrial conditions.  
 
Key Words: Self-Mixing, Optical Feedback Interferometry, Displacement Measurement, Vibration 
Measurement, Adaptive Optics, Laser Diode Sensor 
 
 
 
 
Titre: Optimisation d’un capteur laser de déplacement par interférométrie à rétro-injection optique. 
 
Résumé : L’interférométrie à rétro-injection optique, également connu sous le nom de Self-Mixing, 
permet de concevoir des capteurs qui sont compacts, auto-alignés et sans contact. Dans ce phénomène, 
une partie du faisceau laser de retour réfléchi par la cible rentre dans la cavité active de laser et fait 
varier ses propriétés spectrales. La diode laser agit alors comme une source de lumière, un micro-
interféromètre ainsi qu'un détecteur de lumière. Dans cette thèse, un capteur de déplacement, basé sur 
la rétro-injection optique, a été optimisé de sorte que des mesures précises peuvent être obtenues en 
temps réel. Le capteur est robuste à la disparition des franges de self-mixing pour des vibrations 
harmoniques. Il est également capable de s’adapter à un changement dans le régime de feedback 
optique et peut donc extraire le déplacement dans les cas les plus répandus expérimentalement, à 
savoir un feedback faible puis modéré. L'utilisation de l'optique adaptative, sous la forme d'une lentille 
liquide, a également été démontrée pour ce capteur, ce qui nous a permis de maintenir le capteur dans 
un régime de feedback favorable. L'influence du speckle a également été réduite de telle sorte que le 
capteur mesure jusqu'à la gamme centimétrique pour des cibles non-coopératives. Une nouvelle 
technique est également présentée, elle permet de rendre le capteur insensible aux vibrations 
mécaniques parasites qui fausseraient la mesure pour des conditions industrielles. 
 
Mots Clés: Interférométrie à rétro-injection optique, Mesure de déplacement, Mesure de vibration, 
Optique adaptative, Capteur diode laser 
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