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Abstract. Transparency is a novel non-functional requirement for soft-
ware systems. It is acclaimed to improve the quality of service since it
gives users access to information concerning the system’s processes, clar-
ifying who is responsible if something goes wrong. Thus, it is believed
to support people’s right to a secure and private processing of their
personal data. We define eight quality metrics for transparency and we
demonstrate the usage and the effectiveness of the metrics by assessing
transparency on the Microsoft HealthVault, an on-line platform for users
to collect, store, and share medical records.
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1 Introduction

Transparency is defined as a quality that enables users to get informed of what
will happen or what happened to their data [3,22]. When users of an IT system
have an interest in being informed on how the system manages data, and in par-
ticular their personal data, transparency ensures an open policy about the sys-
tem’s functioning and processing information. Transparency is a non-functional
requirement (NFR) that is believed to increase the quality of a service.

Transparency is also key in achieving privacy and personal data protection.
It cannot per se guarantee confidentiality, but it can promote to have clear and
transparent privacy policies or the availability of mechanisms that users can use
to verify whether a system works as intended or as declared or to find who is
accountable otherwise. This very perspective of having clear and transparent
data protection policies is one of the founding principles of the new European
General Data Protection Regulation (GDPR).

Transparency can be suitably expressed as a requirement in Requirements
Engineering (RE). RE offers techniques and tools to specify, model, represent,
implement, measure, and track functional and non-functional requirements of a
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system. The so-called non-functional requirements (NFRs), rather than describ-
ing what a system does, specify how the system performs in terms of costs, per-
formance, reliability, maintainability, portability, robustness, usability and the
like [6]. Transparency falls into this category. As a NFR, it can be modelled and
expressed in formal terms, but it has so many facets that modelling transparency
requires approaches that differ somewhat from those already available for other
NFRs. This is why we believe that resorting to RE practices may help model
transparency and, in principle, it would be possible to introduce transparency as
a requirement in the Systems Development Life Cycle (SDLC). Extending RE
methodologies in order to encompass transparency as a new requirement is an
activity that can be performed at several different levels, each requiring different
processes [21]. Here, we focus on requirement modelling and validation.

Modelling transparency requires representing it in some formalism. A pre-
liminary model of transparency has been presented in [22]. Validation means to
measure whether and up to which degree a system provides transparency. This
is usually the task of software metrics. In the control of software quality, they
introduce a more formal and less subjective [15] assessment. We need metrics to
describe and measure transparency.

We propose eight metrics that measure the degree of transparency of a sys-
tem.

Outline §2 qualifies transparency in IT and surveys the related literature. §3
outlines the methodology that we use to classify and define metrics for the main
factors of transparency. §4 defines and comments the mathematical functions
that we can use to measure each of the selected factors. §5 applies the proposed
metrics to an actual system. §6 concludes the paper and suggests future research.

2 Related Work

We have already determined in [22] that transparency means mainly to provide
1. information (e.g., data or evidence) on how a user’s personal data will be
handled or has been handled by the system; and 2. mechanisms (e.g., apps,
plug-in) to assist the users in retrieving and presenting that information. In [22]
we present 41 requirements that define transparency, but without suggesting
how one can validate their implementation.

To this aim non-functional metrics [18] can help but not all NFRs can be
expressed in terms that allows them to be easily measured [12,24]. The definition
of metrics for validating software quality is an activity which has been the subject
of attention. In particular, a standard [15] defines a methodology for defining
metrics. We follow that methodology here.

What features metrics should have in order to provide useful results is clearly
explained in [16], while the correctness of software metrics for specific NFRs can
be validated using formal methods [20]: maintainability [7], re-usability [4] or
reliability [1], safety and redundancy [11] have all been subject of formal analysis.



Unfortunately these metrics are not defining transparency. Metrics for trans-
parency can be found in software design for control applications. Here an algo-
rithm is considered transparent if “it is easy and clear to see what the controller
does in the moment and what it will do in the next steps” [11]. However, these
metrics are not applicable in our context, because they are intended to measure
inputs, outputs, and the graphical representation of an algorithm.

A possible quest for metrics for transparency may look at the factors that
have been proposed to qualify transparency. For instance [23], while studying re-
quirements for trust and other trust-terms, describe transparency as an attribute
that requires the observability of several types of data concerning the users. In
our work [22], these trust-terms correspond to the attribute instrument. No met-
rics is discussed, but both the works indicate the terms to be considered when
defining a criterion to measure transparency.

Metrics for transparency exist in eGovernment [25], where transparency is
discussed as a way of assessing accountability and qualified for efficiency, effec-
tiveness and accessibility of the volume of information that public administrators
provide to users. A potential metric for transparency is defined as “the percent-
age of processes on which there is information available for users”. A metric
for efficiency is defined in terms of the time a user spends to use a service and
in terms of the time spent by the organisation to produce the service. Effec-
tiveness is regarded as “the closeness to user needs and expectations”, and the
authors suggest that it can be measured considering the presence (or absence)
of complaints. These are all valid suggestions for metrics, despite none of them
is expressed formally.

3 Methodology

We adopt the methodology presented in the IEEE standard 1061 [15]. It consists
of five steps that should be followed to define software metrics: 1. establish
requirements, 2. identify metrics, 3. implement the metrics, 4. analyse them,
and finally 5. validate them. Step 1 has been carried out in [22]. Steps 2 to 5 are
considered here.

Transparency is a multi-faceted concept, and assigning direct metrics for it
would end up in a very coarse assessment. Instead, following the suggestion of the
IEEE standard, we first identify the quality factors and quality sub-factors that
contribute to establishing transparency. Then, building on top of previous NFR
literature, we search for suitable qualities that define the factors and the sub-
factors identified. Eventually, we propose and assign metrics for those qualities.
As an assistance for this task, we first build a questionnaire whose goal is to
clarify how to decide when a quality is to be considered satisfied.

The search for quality factors that help define transparency does not present
any difficulty. As stated in section 2, implementing transparency means to pro-
vide information and mechanisms. These are the instruments required to achieve
transparency. The search for quality sub-factors required a review of the litera-
ture for software qualities and NFRs [5,19,6,25]. Four major sub-factors appear



relevant: informativeness, understandability, accessibility, and validity. The first
three refine the “providing information” factor, whereas the last two refine the
“providing mechanisms” factor. Accessibility related to both factors.

Fig. 1: Transparency and its factors and sub-factors

Informativeness concerns the ability of conveying a good quality of informa-
tion, and helps understand the excellence of the information provided. Under-
standability represents the ability of “achieving a comprehensible meaning”. It
is also connected to the provision of information once it explores the linguis-
tic quality of an instrument. Accessibility, here in the sense of “being easy to
obtain”, is a quality that refers to both categories of instruments. Since the in-
strument expresses the act of providing something, it must be easy for a user
to obtain it, regardless of whether this something is information or mechanisms.
Validity, here in the sense of “being precise and producing the correct result”, is
linked with the provision of mechanisms, and defines how sound the mechanism
is in doing its job. Figure 1 summarises the selected factors and sub-factors.

The questionnaire that we used to find out how to assess whether each quality
is satisfied or not is reported in Table 1. We defined the questions on the basis of
the definitions and descriptions found while exploring the literature. To maintain
a high level of granularity, where necessary, questions are partitioned into sub-
questions.

Not all of the questions correspond to some metric. Questions whose answer
may vary depending on the user’s perceptions, such as question 3, have been
disregarded. Instead, questions that admit objective answers (the grey boxes in
Table 1) have been assigned metrics to measure the corresponding factors and
sub-factors. The metrics are discussed in details in the next section.

4 Metrics

The eight metrics that we propose are: accuracy (questions 1 and 1.1); cur-
rentness (question 2 and 2.1); conciseness (question 5); detailing (question 6);



Table 1: Qualities questionnaire. The questions in grey cells have led to metrics
Factor Question Sub-question

Informativeness

1. Is the system providing accurate
information?

1.1. Is the system providing consis-
tent and flawless information?

2. Is the system providing up-to-
date information?

2.1. Is the system providing timely
information?

3. Is the information consistent to
what the user experiences?
4. Is the system providing unbiased
information?

Understandability

5. Is the system providing the min-
imum possible information for the
understanding of the matter?
6. Is the system providing enough
details on the information for the
understanding of the matter?
7. Is the system helping the user
to understand the information pro-
vided?
8. Is the system providing clear
and neat information?

8.1. Is the system providing infor-
mation using the terminology ap-
propriate to the area?
8.2. Is the system providing infor-
mation that does not use jargon?

Accessibility

9. Is the system making the instru-
ment available?

9.1. Is the system providing an in-
strument that can be used when-
ever needed?

10. Is the system providing
portable information?

10.1. Is the system providing infor-
mation that can be used in differ-
ent environments?
10.2. Is the system providing in-
formation that can be extracted in
different formats?
10.3. Is the system providing in-
formation that can be accessed
through different means?

Validity

11. Is the system providing correct
and precise mechanism?

11.1. Is the system providing ways
to verify a mechanism?

11.2. Is the system providing a
mechanism that reaches the goal
for which it has been provided?
11.3. Is the system providing the
source code of the mechanism?



Table 2: Metrics associated to quality sub-factors
Sub-factor Metric Name

Informativeness
Accuracy
Currentness

Understandability
Conciseness
Detailing
Readability

Sub-factor Metric Name

Accessibility
Availability
Portability

Validity Effectiveness

readability (question 7); availability (questions 9 and 9.1); portability (questions
10 and 10.1–10.3); and effectiveness (questions 11 and 11.2).

4.1 The eight metrics

Table 2 shows the metrics associated with the transparency sub-factors. All the
metrics are normalised, ranging from 0 (worst value) to 1 (best value).

Accuracy This metric measures how much the information provided matches
the real process of the system. The metric demands statements extracted from
the information to be observed in the real system. To measure accuracy, we must
first define what is considered a statement. Statements are going to depend on the
nature of the information, but we suggest that at least claims and affirmations
about what the system is or does should be considered. A representation of the
system’s process (for example, a model such as a business diagram) might also
be considered, as it may help in the assessment of accuracy.

Each statement should be linked (mapped) to some part of the process. If it
is not possible to link the statement, either because it is not present, or because
it is dubious, then the information should not be considered accurate. The result
is the proportion of accurate statements. If LS is the number of statements that
can be linked to some parts of the process, and NLS is the number of statements
which do not correspond to a specific part of the process, then accuracy Ac can
be expressed as shown in Equation (1).

Ac =
LS

LS + NLS
(1)

Currentness Currentness depends on the time that passes between something
happening in the system and the system providing information about it. More
specifically, if ∆t is the interval of time that the system has taken to inform
about the change, and ∆tu is a time unit that measures the reasonable interval
time (i.e., the ideal time) for updating that piece of information, the currentness
is measured as shown in Equation (2).

Cu =

{
1, if ∆t ≤ ∆tu
2−b

∆t−∆tu
∆tu

c, if ∆t > ∆tu.
(2)



In other words, anything that takes less time than what would be deemed
ideally reasonable for that information has Cu = 1.

It should be noted that while some pieces of information should be updated in
a matter of minutes or hours (e.g., information on security breaches), for others
a longer time would be acceptable (e.g., results of a research with patients). The
time unit ∆tu is highly dependent on the nature of the system and of the type of
information that must be updated, and must be carefully chosen for each case.
A poorly chosen unit will result in inaccurate currentness values.

The floor function in the exponential simplifies the metric by providing dis-
crete values (e.g., anything in the time range ∆tu ≤ ∆t < 2∆tu has the same
currentness value). Let us consider an example in which an information is ex-
tremely relevant, for example because it concerns a security breach, and the time
unit ∆tu is defined as one minute. If the system takes one hour (∆tu = 60) for
updating the information, then the currentness is Cu = 2−60 ' 0. On the other
hand, if the acceptable range is 30 minutes, then this duration can be used as

the time unit, and the currentness is Cu = 2−b
60−30

30 c = 2−1 = 0.5.

Conciseness The conciseness metric measures how straightforward an infor-
mation is. We measure the conciseness of an information in terms of the average
number of words per sentence. The scales of this metric are based on recommen-
dations for the English language. While [8] suggests that the average length of
sentences should be between 15 and 20, it is stated in [13] that an average of 5 to
8 words per sentence can be read by people with moderate learning disabilities,
and that by using common words it is possible to help all users to understand
a sentence with around 25 words. For this reason, we use a Gaussian curve
N(µ, σ2), with a mean µ = 20 and a standard deviation σ = 5, as expressed in
Equation (3). However, we normalise this function so that its maximum value
is one. The resulting formula for measuring the conciseness is shown in Equa-
tion (4). Here ASL denotes the average number of words per sentence, and it is
calculated as NW /NS , where NW is the total number of words, and NS is the
total number of sentences.

N(µ, σ2) =
e−

1
2σ2

(x−µ)2

σ
√

2π
(3)

Co = σ
√

2πN(µ, σ2) = e−
1
50 (ASL−20)2 (4)

We understand that conciseness is not only about short sentences, and that
semantics analysis should be considered too. What is presented here, however,
is an easy-to-calculate approximation for syntactic straightforwardness.

Detailing This metric describes a strategy for measuring whether an informa-
tion provided is detailed enough for the general understanding of its subject.
Detailing is measured by checking if the main crucial details are present in the
instrument “information” that the system provides. The crucial details will vary



from instrument to instrument, but we suggest that, at least, basic questions
should be answered, such as: what? who? why? when? to whom? which? and so
on. The information provided has to be cross-checked with the questions, and
the result is a matrix of details provided versus important details. The metric D
is the proportion of important details provided.

The detailing matrix should be constructed in such a way that only the
questions pertinent to a given piece of information are counted towards the
proportion. For example, assuming the system must inform the users on how
their data are stored and who has access to them, questions like “why [is the
data accessed]?” and “when [was the data stored]?” are not pertinent.

If nI is the number of pieces of information provided, and mQ is the total
number of detailing questions, the detailing matrix has a size of nI ×mQ. For
each piece of information i = 1 . . . nI , there will be a number PDi of questions
pertinent to the detailing metric, and a number NPDi = mQ − PDi of non-
pertinent questions. The non-pertinent questions are not relevant and therefore
do not count towards the metrics. On the other hand, the pertinent questions can
be partitioned into a number di of questions for which the details are provided,
and a number ui of questions for which details are not provided, such that
di + ui = PDi . Under these premises, the detailing metrics D can be expressed
as shown in Equation (5).

D =

∑nI
i=1 di∑nI
i=1 P

D
i

= 1−
∑nI
i=1 ui∑nI
i=1 P

D
i

(5)

A highly-detailed system (D = 1) will possibly answer all pertinent questions
for each piece of information.

Readability This metric measures how easy it is for a user to read and un-
derstand a specific text. There are several well-established formulas available for
this purpose. Each formula has its advantages and there are no general recom-
mendations or standards stating which one should be used in each case. To select
the formula, we searched the literature to understand how to measure readabil-
ity in the medical domain (the domain used for our requirements). The most
used formulas are the Flesch-Kincaid grade level (FKGL), the Simple Measure
Of Gobbledygook (SMOG), and the Flesch Reading Ease (FRES) [26,17,9,14].
FKGL and FRES are variants of the same method, and both use the average
sentence length and the average word length as an input. SMOG is calculated
using the number of long words (three syllables or more). We chose to use FRES
for being the only one that provides the results in easiness grades.

As already introduced in conciseness metric, the average sentence length is
measured as ASL = NW /NS , where NW is the total number of words and NS is
the total number of sentences. Similarly, the average number of syllables per word
is ASW = NSY /NW , where NSY is the total number of syllables. The FRES
can be expressed as shown in Equation (6). In theory, the higher boundary of the
FRES is 121.22, which is achieved by applying it to a sentence with one word of
one syllable, like “yes” or “no”. There is no theoretical lower boundary, but by



applying the formula to long sentences with long words it is possible to reach huge
negative scores. However, such extremes are non-realistic in the documentation
of a system. The common interpretation of FRES considers scores from 0 to 100
only [10]. As a measure of the readability metric R, we consider the bounded
and normalised FRES , as shown in Equation (7).

FRES = 206.835− (1.015×ASL)− (84.6×ASW ) (6)

R =


0, if FRES < 0
FRES
100 , if 0 ≤ FRES ≤ 100

1, if FRES > 100

(7)

Availability This metric measures how easy it is for a user to access the instru-
ment, if accessible at all. To measure the availability Av, we first define Nint as
the number of interactions the user needs to perform to reach the desired instru-
ment. An interaction is considered as any action the user must perform, such as
typing, clicks, taps, slides, etc. Availability applies to any sort of information or
mechanisms the system provides, and we define its metric as follows:

Av =

1− (1−ω)
k Nint, if 0 ≤ Nint ≤ k

ωe(1−
Nint
k ), if Nint > k

(8)

Here k is the maximum number of interactions that are considered acceptable
for reaching access, while ω ∈ [0, 1] is the grade that we give when accessing
the instrument takes exactly k steps. Equation (8) degrades linearly from the
maximum value 1, obtained when no steps are required to get access to the
instrument, till value ω, obtained when k steps are required to get access to the
instrument. From that point on, the degradation is exponential in the number
of steps.

Portability This metric measures how easy it is for an information to be trans-
ferred and used in different systems. To measure portability, we reused the pop-
ular classification provided by the 5 star open data [2], which is a scheme for
rating the degree of structuredness of data on the web. It is a model that uses
an incremental scale from 1 to 5. To measure how portable an information is, we
need to verify whether the properties described in each scale are implemented.
We adapted the scale and normalised it to our context as shown in Equation (9).

P =



0, if no information available

0.2, if available in any open format

0.4, if available as a structured data

0.6, if available in a non-proprietary format

0.8, if uses URI

1, if based on linked data

(9)



Effectiveness This metric measures how satisfactory the mechanism provided
is. The strategy is very similar to the one presented in Equation (5). Effectiveness
is measured by checking whether the goal of the mechanisms is being reached.
The goal varies according to the requirements, but we suggest that the output
of the mechanism addresses at least basic questions, such as: what? who? why?
when?

If nI is the number of pieces of information provided as the output, and mQ

is the total number of questions, the effectiveness matrix has a size of nI ×mQ.
For each piece of information i = 1 . . . nI , there will be a number PEi of questions
pertinent to the effectiveness metric, and a number NPEi = mQ − PEi of non-
pertinent questions. The pertinent questions can be partitioned into a number
ei of questions whose goal is reached, and a number vi of questions whose goal is
not reached, such that ei+vi = PEi . Under these premises, the efficiency metrics
E can be expressed as shown in Equation (10).

E =

∑nI
i=1 ei∑nI
i=1 P

E
i

= 1−
∑nI
i=1 vi∑nI
i=1 P

E
i

(10)

4.2 Synthesis

Although normalised and aligned on the same ranges, the metrics proposed are
heterogeneous and cannot easily be combined into a mathematical expression
that can clearly measure transparency as a whole. Instead, we adopt a bench-
marking strategy, where each of the proposed metrics serves to assess the per-
formance of one or more of the factors that determine the transparency quality

The benchmark can be represented as a radar chart (an example is shown in
Figure 2). The blue area represents the best possible measurement for the factor
“providing information”, while the orange area shows the best outcomes for the
factor “providing mechanisms”. The metric “availability” appears twice in the
chart because it is applicable to both factors.

The metrics we present are potentially applicable to any transparency re-
quirement. In the context of our previous work [22], for example, our eight met-
rics apply to each of the 41 requirements according to what instrument the re-
quirement is about. That means that for a complete assessment of transparency
we may need to apply these metrics to each requirement. The interpretation of
these results, regardless of the context in which transparency is desired, should
provide insights on the factors and requirements that have room for improve-
ment, and guide the way to a better transparency.

5 Use case

Microsoft HealthVault1 is an integrated online platform that allows users to
gather, store and share health information. The information in HealthVault can

1 https://www.healthvault.com/lu/en.

https://www.healthvault.com/lu/en


be: provided by the user, in which case the system acts as the means for the
user to fill in his/her personal and medical data, or to upload files with any
kind of medical record in it; provided by compatible health applications, since
the system can use information provided by external mobile or web applications
whenever authorised by the user; or provided by compatible health devices,
as the system can also use information collected by specific compatible health
devices, such blood pressure monitors, weight scales, and others. To evaluate the
applicability of our metrics in Microsoft HealthVault we choose two transparency
requirements: 1. “S must provide P with disclosure of policies, regulations or
terms concerning data sharing, processing and the use of data”; and 2. “S must
provide P with accountability mechanisms” [22]; where S stands for “the system”
and P for “the patient”, or (in our example) “the user”.

To implement the first functionality, HealthVault provides a dedicated section
called “Microsoft Privacy Statement” concerning the personal and medical data.
To test for accuracy we selected only the section of the privacy statement that
directly addresses the peculiarities of HealthVault that are not common to other
Microsoft products. That section contains information on signing in, on the
account and records, on sharing health data, on reporting to health care providers
in the US, on access and control, and on email communications. We chose the
main statement for each of those topics: 1. “You can use more than one credential
with HealthVault to help ensure continued access”; 2. “You can add or remove
data to a health record you manage at any time”; 3. “As a custodian, you can
share data in a health record with another person by sending an email invitation
through HealthVault. You can specify what type of access they have (including
custodian access), how long they have access, and whether they can modify the
data in the record”; 4. “In the United States, we enable participating providers
to obtain reports about whether the information they send to a record is used”;
5. “You can review, edit or delete your HealthVault account data, or close your
HealthVault account at any time”; and 6. “You can unsubscribe from these
emails [communications] at any time”.

Statements 2, 3, 5 and 6 could be easily verified, as for each of those the
system contains areas available to the users. There is also a specific area for
managing the credentials, but the only option offered is to use the Microsoft
credentials (at least in the version of the system available in Europe), which
invalidates statement 1. Statement 4 could not be verified as it is only valid in
the United States, and so it is not considered in the calculation. As a result we
have Ac = 0.8.

Microsoft HealthVault provides no information on how long they take to up-
date the privacy statement once something has changed in the policy. Although
they inform when was the last time the statements changed and what exactly
has changed, we do not have enough information to calculate currentness metric.
Thus currentness metric is not measurable without access to the internal system.

The privacy statements from HealthVault score very high in conciseness. In
average, sentences are 17.71 words long, slightly less than the mean considered
in the metric. This value, applied to Equation (4), provides a conciseness value



Table 3: Detailing matrix: desirable details compared with the delivered details.
Greyed-out cells represent the non-pertinent questions.

Delivered Details

Desired Details DWC UPD SPD CST IPI MHS

Is data shared? With whom? For what purpose? X
Is data processed? For what purpose? X X
How is data used? For what purpose? X X X

of Co ' 0.90. Although HealthVault has a good score for conciseness, the FRES
formula only results in 36.02 when applied to the privacy statements. This value
indicates that the text is reasonably difficult to understand; applied to Equa-
tion (7), it provides a readability R ' 0.36.

The detailing metric can be calculated considering the purpose for which the
information has been made available. In this case, the users must be informed of
the policies and regulations for data sharing, processing and usage of the data.
So the privacy statement should ideally help the users understand: whether the
data is shared, with whom, and for what purpose; whether the data is processed
and for what purpose; how is the data used and for what purpose. Relevantly for
this requirement, the privacy statement provides information separated into the
following categories: Personal Data We Collect (DWC); How We Use Personal
Data (UPD); Reasons We Share Personal Data (SPD); Cookies and Similar
Technologies (CST); Other Important Privacy Information (IPI); and Microsoft
Health Services (MHS). We use a three letters identifier to simplify Table 3. The
detailing metric reaches the maximum score D = 1, as all the desired details are
provided by the privacy statement.

To measure availability, we first need to define the maximum number of
acceptable interactions k, and the grade ω we attribute for k. For this example,
we chose k = 3 and set its grade ω = 0.7. To access these data, users simply need
to access the “Privacy & Cookies” section available through the main page of
the system. As the user needs only one interaction to reach the desired content,
the availability metric reaches the score: Av = 0.9.

Regarding the portability of the privacy statement section, HealthVault scores
the value P = 0.8. Applying Equation (9), we have the following: the informa-
tion is provided in HTML, an open format; since it is presented as HTML, it
is also structured, and available in a non-proprietary format; the information is
available on the web and can be accessed through a Uniform Resource Loca-
tor (URL), which is a subset of a Uniform Resource Identifier (URI). Although
the statement contains several links to other data that provide a better under-
standing, these do not provide access to external data sources and cannot be
considered linked data.

The second requirement “S must provide P with accountability mechanisms”
is implemented by Microsoft HealthVault by providing a way for users to consult
the history of accesses and changes made on their data up to one year ago. They
can see the changes made by one specific person or application, or even see



Table 4: Effectiveness matrix: desired goals compared with the real outputs.
Grey cells represent the non pertinent questions.

Delivered Outputs

Desired Goals Date Action Type Changed by App Summary

What action? X X X X
Who did it? X X
When did it happen? X
For what purpose?

the history of granted access rights. These functions are centralised in a section
called “Record History” that can be accessed with one click from the main
page, provided the user is already logged in the system. Considering the same
parameters k = 3 and ω = 0.7, Microsoft HealthVault reaches again the score
Av = 0.9 in the availability metric with regard to this requirement.

Finally, in our example, we claim that HealthVault provides accountability
mechanisms by making a “Record History” available to their users. For a mech-
anism to be effective in helping a user hold a person accountable for an action,
it requires some means to check what actions happened in the system with re-
gard to the user’s data; who did the action; when the action happened; and the
purpose of the action. As seen in Table 4, HealthVault reaches three out of the
four desired goals in accountability tools. Thus, the effectiveness metric scores
E = 0.75.

A summary of the results is presented in Figure 2. The results for the first
requirement (information-based) are shown in blue together with those for the
second one (mechanism-based), which are in orange. The assessment of Microsoft
HealthVault is presented in Figure 2a, whereas Figure 2b displays what the ideal
scenario would be. Currentness is the only metric that is not applicable, and
therefore it is presented with no value in the chart.

(a) Microsoft HealthVault. (b) The ideal scenario.

Fig. 2: Synthesis of the transparency measurement.



6 Discussion and Conclusion

Non-functional requirements are a useful instrument to compare systems that
offer similar functionalities. They help assess which systems perform better, or
which ones more faithfully embed specific user requirements. For this reason,
modern SDLC methodologies tend to integrate NFRs in the system design.

Transparency is a new NFR that is recently becoming crucial as a promoter
of the quality of a service and as a guarantee of respect of users’ rights. Since
we live in a digitalised world where mobile devices are ubiquitous and cloud
computing is in our public and private daily activities, end users have the right
to know whether the personal information they entrust to their devices and
online services are managed securely and privately. Providing such information
to end users is of paramount importance: what a device, an application, a service
actually do, what they access, and for what purpose. Transparency comes into
play by enabling users to endow devices and services (and their manufacturers
and providers) with a motivated trust. Besides, as it can be used to express
commitment to users and clarify accountability, transparency may also become
a significant competition factor.

Designing for transparency, however, can be problematic. On the one side,
the relevant information should be provided without exposing the system’s se-
curity to wanton risk. On the other side, users might lack the technical skills
to understand the content of the information, or to isolate meaningful material
from an informative flooding. Thus, the information should be carefully selected
and presented in a concise and intelligible form. Alternatively, users can be as-
sisted by tools that convert a completely inscrutable streams of bytes into a
human-friendly fashion.

Transparency is not a monolithic concept. It is rather a complex quality
partitioned into several requirements. However, there are a few factors that all
those requirements have in common. They all have to provide information (e.g.,
about a policy, a process) or the tools to get that information. These factors
offer different perspectives under which transparency can be viewed.

In this work, we prove that transparency of a system is not just a high-level
concept but a quality that can be measured. We introduced a few metrics to sep-
arately assess some of the most significant factors of transparency. This provides
a meaningful way of benchmarking transparency and comparing systems. Our
set of metrics is not complete, and each metric may not be the most accurate
possible. But we demonstrate that the metrics are applicable to obtain a rea-
sonable estimation of a system’s transparency with respect to a specific desired
requirement.

Further research directions are possible. An interesting work for the future
is to apply the proposed metrics to systems in different domains, and analyse
the differences in the results. In this way, it would be possible to classify the
various sub-factors of transparency according to their importance in specific
domains. Another planned research direction is to evaluate the transparency
metrics to a new use case, but having access to the internal documentation and
SDLC (i.e., with the assistance of the provider). Such an analysis could unveil



some details (which could be measured on their own) about the asymmetry of
information between the provider and the user. The problem of asymmetry of
information is well-known but, to the best of our knowledge, has never been
explored from an analytic perspective. Finally, another possible evolution would
be to adjust the model presented in our research to allow its integration into a
SDLC, for example by modifying the software development workflow to address
the transparency requirement. In order to extend a software design methodology
(and tools) in such a way, it is necessary to analyse the interaction and possible
collisions between transparency and other NFRs.
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