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This paper investigates the pressure drop induced by both liquid–liquid and liquid–gas segmented Taylor
flow regimes. A comprehensive experimental programme was completed using four different liquid–
liquid and three different liquid–gas combinations over dimensionless slug length, Reynolds and Capil-
lary numbers that spanned several orders of magnitude. Comparisons between the liquid–liquid pressure
drop data and the most referenced expressions in the literature highlighted their lack of robustness and
demonstrated their inapplicability for use with most practical systems that incorporate liquid–liquid
Taylor flow regimes. The experimental pressure drop values obtained for the liquid–gas flows agreed well
with existing pressure drop correlations. Interpretation of the liquid–liquid data using liquid–gas models
unearthed the existence of a threshold viscosity ratio. Above this threshold, experimental liquid–liquid
data was found to agree well with existing liquid–gas models. Below this threshold, results showed that
the dispersed slug velocity needed to be considered as the flows were subject to higher interfacial
contributions and inertial effects. A modification is proposed to an existing liquid–gas pressure drop
correlation. This proposed modification extends the applicability of the correlation to liquid–liquid flows,
and furthermore extends the non-dimensional limits of the correlation.

� 2014 Elsevier Ltd. All rights reserved.
Introduction

At present there is considerable interest in the development of
micro-electro mechanical systems (MEMS). MEMS can be thought
of, in the most general form, as miniaturised mechanical and elec-
tro-mechanical devices and structures, and can vary from as little
as 20 lm up to 1 mm in size. MEMS have potential applications
in a number of different fields including: biochemical and medical
diagnostics, communications and sensing. The motivations in
transferring existing technology to the small scale are numerous
and include portability of devices and substantial savings in cost,
for both the manufacturer and consumer. Although significant
attention has been focused on the outputs of these small scale
devices, little attention has been devoted to the complex fluid
mechanics that govern the flow within them. Over the last decade,
multiphase flows, be they liquid–liquid or liquid–gas, have become
a prominent feature within these technologies that employ
microfluidics.
A multiphase flow regime is generated when two immiscible
phases are pumped into a channel at a variety of flow rates. The
generated flow regimes are the result of surface and body force
interactions and include, but are not limited to: churn, annular,
wavy, bubbly, slug and stratified. At the microscale, however, the
dominance of surface forces over gravitational forces results in slug
and droplet flow regimes being the most commonly encountered.
Slug or Taylor flow regimes offer significantly enhanced levels of
heat, (Walsh et al., 2010), and mass, (Ghaini et al., 2010), transfer
over equivalent single phase flow systems. Consequently, they
can be found in a diverse range of technologies including compact
heat exchangers, (Muzychka et al., 2011), monolith catalysts,
(Kreutzer et al., 2005b), and biomedical devices, (Gunther et al.,
2004). The aforementioned technologies require a good under-
standing of the flow characteristics and hydrodynamics for their
design and precise control.

The addition of a second immiscible phase to the flow results in a
significant increase in the pressure drop relative to the single phase
flow case. Pressure drop now becomes a key parameter as it affects
flow rates, stability, sizing of the pumps and hence the overall cost
of the system. There are, within the literature, a number of
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approaches that can be used to model the pressure drop of a multi-
phase flow regime. The simplest approach is the homogeneous flow
model, which assumes the two phase flow mixture behaves as a
pseudo fluid that has some average defined properties. The pressure
drop is then calculated using single phase flow theory, (Salim et al.,
2008). Another straightforward approach is that offered by the
separated flow model. This modelling technique considers the
contributions of both phases separately and predicts the resultant
pressure drop to be the sum of their single phase contributions.
However, both of these approaches are limited as neither accounts
for the additional pressure drop associated with the interface that
exists between the phases. (Lockhart and Martinelli, 1949)
addressed this issue in their seminal paper and developed an empir-
ical parameter to account for the effects of the interface. While this
approach has garnered much popularity and use, it does not,
however, distinguish between the different flow physics associated
with the different flow regimes. Consequently, interfacial pressure
drop predictions are, in general, an order of magnitude estimate,
and hence are not acceptable for applications such as chemical
processing or biomedical diagnostics.

The present work is focused upon the pressure drop associated
with segmented Taylor or slug flow regimes in both liquid–liquid
and liquid–gas flows. The pressure drop associated with a liquid–
gas Taylor flow regime has received significant attention in the lit-
erature and has been the subject of numerous numerical and
experimental studies, (Awad and Muzychka, 2008; Kawahara
et al., 2002; Saisorn and Wongwises, 2008; Triplett et al., 1999),
however, the prediction of the pressure drop in liquid–liquid flows
has received significantly less attention, (Gupta et al., 2013;
Jovanovic et al., 2010; Tsaoulidis et al., 2013). The prediction is
considerably more complicated due to the increased importance
of the viscosity of the dispersed phase and depending on the vis-
cosity ratio that exists between the phases, the resultant interfacial
shear can have considerable effects on the overall pressure drop.
The viscosity ratio between the liquid phases can vary greatly;
and relative to water can range from approximately 0.3, for
tetradecane, up to 100, for some silicone based oils, (Zheng and
Ismagilov, 2005). Hence, the viscosity ratio between the phases
can be comparable to that encountered in liquid–gas flow regimes.
Consequently, provided a significant viscosity ratio exists between
the phases, the approaches developed to predict the pressure drop
of liquid–gas Taylor flow regimes should be applicable to liquid–
liquid Taylor flow regimes. However, the validity of this hypothesis
has never been examined.

This work aims to address this gap in the literature and deter-
mine over which range of viscosity ratios certain models, devel-
oped for liquid–gas Taylor flow regimes, can be applied to
liquid–liquid Taylor flow regimes. An experimental facility was
built to measure the pressure drop in both liquid–gas and liquid–
liquid slug flow regimes flowing in small scale capillaries. The flow
was analysed using an array of carrier fluids, while water and air
were used as the discontinuous phase in all liquid–liquid and
liquid–gas tests respectively. The variations in the physical proper-
ties resulted in measurements over a wide range of dimensionless
parameters and extended greatly on the ranges previously pre-
sented in the literature. Comparisons are made between the exper-
imental data and the most pertinent liquid–gas and liquid–liquid
pressure drop models in the literature and a number of recommen-
dations are made as to their use and applicability with the different
flow regimes, be they liquid–gas or liquid–liquid.
Range in constants used in the different liquid–gas Taylor flow models.

Model a b

Kreutzer et al. (2005a, 2005b) experimental 2.72 0.33
Kreutzer et al. (2005a, 2005b) numerical 1.12 0.33
Walsh et al. (2009) experimental 1.92 0.33
Theory

This section highlights the relevant analytical and empirical
expressions used to characterise a Taylor flow regime
hydrodynamically. For fully developed Hagen–Poiseuille flow of a
single phase fluid flowing in a capillary, the pressure drop is given
by:

DP
L
¼ 16

Re
1
2
qU2

� �
4
D

or fRe ¼ 16 ð1Þ

where DP, L, Re, q, U, D and f refer to the pressure drop, capillary
length, Reynolds number, density, mean velocity of the flow, capil-
lary diameter and friction factor, respectively. The introduction of a
second phase into the capillary, to create a segmented flow regime,
results in an increase in the pressure drop over the single phase
flow case. Consequently, the total pressure drop in the channel
may now be expressed as the sum of the contributions of the con-
stituent phases, i.e. the single phase pressure drops of the different
phases, and the additional pressure drop caused by the interface
between the phases.

DPT ¼ DPs þ DPInt ð2Þ

where the subscripts T, s and Int refer to the total, single phase and
interfacial pressure drops.

Liquid–gas models

In a liquid–gas flow regime, the frictional losses in the gaseous
bubbles are considered negligible when compared to those in the
liquid phase, due to the large viscosity difference that exists
between the phases, and as a result are not taken into account.
Consequently, Eq. (2) can be rewritten as:

fReT ¼ 16þ fReInt ð3Þ

The problem now turns to the determination of the interfacial
component. A number of expressions have been developed to pre-
dict the interfacial pressure drop, with that of (Bretherton, 1960)
being the most referenced in the literature and is presented here
in Eq. (4).

DPInt ¼ 7:16ð3CaÞ
2
3
r
D

ð4Þ

where Ca is the Capillary number and r is the interfacial tension
between the respective phases. The above expression is a theoret-
ical solution derived for the pressure drop caused by a single bub-
ble in a Taylor flow regime. This expression was designed to be all-
encompassing, with changes in curvature due to the presence of
the liquid film and the Laplace pressure term accounted for.

(Kreutzer et al., 2005a) examined the contribution of the inter-
face both numerically and experimentally and determined the
interfacial pressure drop to be a function of LC

⁄, Ca and Re. The
authors developed the following expression to account for the
pressure drop caused by the presence of the bubbles:

fReB ¼
a
L�C

Re
Ca

� �b

ð5Þ

where a and b are constants whose values are presented in Table 1
and LC

⁄ is the dimensionless carrier slug length, LC
⁄ = LC/D. (Walsh

et al., 2009) completed a rigorous experimental analysis of the
problem and came to the same conclusion, that the interfacial pres-
sure drop was a function of LC

⁄, Ca and Re. However, (Walsh et al.,
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2009) found that a value of a = 1.92 provided a much better collapse
of the data than those put forward by Kreutzer et al. (2005a).

More recently (Warnier et al., 2010) examined the contribution
of the bubble to the total pressure drop in a Taylor flow regime.
Similar to the works of (Aussillous and Quere, 2000), where the
authors modified the expression of (Bretherton, 1960) and incorpo-
rated the data of (Taylor, 1960) to develop Taylor’s Law, (Warnier
et al., 2010) reworked Eq. (4), to incorporate Taylor’s Law to
account for the presence of the film and its effects on pressure
drop. The resultant interfacial pressure drop expression is pre-
sented here in Eq. (6), where ReB refers to the Reynolds number
based on the liquid properties and the gas bubble velocity, and A
and AB refer to the capillary and bubble cross sectional areas,
respectively.

fReB ¼
7:16 3

2
3

� �
32

1
L�C

A
AB

1

Ca
1
3 þ 3:34Ca

0
@

1
A ð6Þ
Liquid–liquid models

There are two categories of pressure drop models for liquid–
liquid Taylor flows, both of which have been developed by
Kashid and Agar (2007) and Jovanovic et al. (2010). The first
assumes that the dispersed phase makes an appreciable contribu-
tion to the total pressure drop, while the second assumes that the
thin film that encapsulates the dispersed phase contributes signif-
icantly to the total pressure drop. In the former category the total
pressure drop consists of three components: (1) the frictional pres-
sure drop of the carrier phase, (2) the frictional pressure drop of the
dispersed phase and (3) the interfacial component. Presented in
Eqs. (7) and (8) are the models of (Kashid and Agar, 2007),
Eq. (7), and (Jovanovic et al., 2010), Eq. (8) respectively.

DPT ¼
L
Lu

8lCUð1� eÞL
R2 þ 8lDUeL

R2

� �
þ 2L� Lu

Lu

2r
D

Cosh
� �

ð7Þ

DPT ¼
8lCUð1� eÞL

R2 þ 8lDUDeL

ðR� hÞ2
þ L

Lu
7:16ð3CaÞ

2
3
r
D

ð8Þ

where LU, lC, lD, R, e, h, UD and h refer to the slug unit length,
(LU = LC + LD), carrier phase viscosity, dispersed phase viscosity,
capillary radius, dispersed phase fraction length. (LD/LU), contact
angle, dispersed phase velocity and film thickness, respectively.
PC Recording Data

Collection
Reservoir

Camera
Water slugs dispersed in

the continuous oil phase

Fig. 1. Schematic illustration of
Two models fall into the latter category of pressure drop models,
again these have been developed by Kashid and Agar (2007) and
Jovanovic et al. (2010). The model of (Kashid and Agar, 2007)
assumes that the pressure drop induced by the film is the dominant
pressure drop in a slug unit, hence the pressure drops associated
with the interface and the carrier phase can be completely
neglected. This approach, presented in Eq. (9), is based on the work
of (Charles et al., 1961) who modelled the pressure drop of solid
capsules flowing through a capillary and relates the pressure drop
along the film to the single phase carrier pressure drop along the
length of the capillary. To avoid confusion with the other pressure
drop model developed by Kashid and Agar (2007), the model pre-
sented in Eq. (9) will be referred to henceforth as the capsule model.

DPT ¼
e

1� k4

� �
DPS ð9Þ

where k = (R � h)/R. The model of (Jovanovic et al., 2010) assumes
that the pressure drop caused by the non-negligible flow in the thin
film that separates the aqueous slugs from the capillary wall is
greater than that of the dispersed phase. Consequently, the middle
term in Eq. (8) is replaced by the term presented in Eq. (10) and the
total pressure drop in the channel can be modelled using the
expression presented in Eq. (11). This model will be referred to as
the moving film model.

DPf ¼
4UDLe

ðR2�ðR�hÞ2Þ
lC

þ ð0:5ðR�hÞ2Þ
lD

ð10Þ

DPT ¼
8lCUð1� eÞL

R2 þ 4UDLe
ðR2�ðR�hÞ2Þ

lC
þ ð0:5ðR�hÞ2Þ

lD

þ L
Lu

7:16ð3CaÞ
2
3
r
D

ð11Þ

Experimental measurements will be compared with these models;
both liquid–liquid and liquid–gas, in subsequent sections and their
applicability will be assessed.

Experimentation

Experiments analysing the hydrodynamics of both liquid–gas
and liquid–liquid slug flows in minichannel geometries were per-
formed in the experimental facility shown schematically in Fig. 1.
The facility was designed such that: (1) it allowed a steady slug
flow regime to develop, whose inlet flow rates could be accurately
controlled and measured and (2) allowed variations in pressure
Syringe pumpss

Segmenter
or T-junction

Pressure
Transducer

Test Section

experimental test facility.
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drop to be monitored and recorded over extended time periods to
ensure steady state conditions had been achieved.

Two precision Harvard PhD 2000 programmable syringe pumps
were used to set the volumetric flow rates. Separate syringe pumps
allowed the relative flow rates, and hence slug lengths to be varied
over a wide range. Both the liquid and gaseous phases were deliv-
ered by 100 ml capacity Hamilton 1100TLL gas tight glass syringes.
Glass syringes were used as they deliver steadier flow rates than
those attainable from plastic syringes. The flows then merged to
create well-ordered streams of liquid slugs separated by either a
gaseous bubble or an aqueous droplet, depending on the flow
regime under analysis. In the case of the liquid–gas flows, the
phases combined in T-junctions of differing internal diameters,
thus allowing a variety of slug and bubble lengths to be produced.
While in the liquid–liquid analysis, T-junctions were used in con-
junction with segmenters. Segmenters work by periodically creat-
ing and rupturing a liquid bridge between two opposing capillary
tips and have been used previously by Curran et al. (2005) and
Mac Giolla Eain et al. (2013) in liquid–liquid slug flow studies.
Segmenters require a reservoir to be filled with a density matched
oil to ensure that a buoyancy free environment exists for axisym-
metric liquid bridging. Consequently, only the Pd5/water flows
were generated using segmenters.

Once generated, the flow passed into the main test section. The
pressure drop was measured in hard walled capillaries, stainless
Water Slugs

Continuous Oil Phase

Fig. 2. Sample image of a liquid–liquid Taylor flow regime acquired using a CCD
camera during experimentation. Continuous and dispersed slug lengths were
determined by analysing images, such as this, in Matlab using the scale (1 mm
divisions) at the bottom.

Table 2
Thermophysical properties of the different experimental mediums, measured at room
temperature and atmospheric pressure.

Density
q (kg/m3)

Viscosity
l (kg/m s)

Interfacial tension
r (N/m)

Air 1.2 1.84 � 10�5 –
Water 996.6 8.68 � 10�4 0.073
Pd5 911.8 3.58 � 10�3 0.024
Ethylene Glycerol 1112.0 18.9 � 10�3 0.048

Pd5 911.8 3.58 � 10�3 0.039
FC40 1854.1 3.91 � 10�3 0.051
AR20 1142.2 20.91 � 10�3 0.030
Dodecane 754.3 1.39 � 10�3 0.052

Table 3
Resultant range in dimensionless parameters over which both liquid–gas and liquid–liqui

Liquid–gas study Re Ca

Water/air 56.75–567.59 0.014–
Pd5/air 17.90–59.67 0.010–
Ethylene glycerol/air 3.33–14.98 0.015–

Liquid–liquid study Re Ca
Pd5/water 12.61–44.19 0.003–
FC40/water 18.75–97.48 0.001–
AR20/water 1.82–7.29 0.014–
Dodecane/water 1.45–86.91 4.49 �
steel and FEP (fluorinated ethylene propylene) Teflon, that were
horizontal in orientation and circular in cross section with a nom-
inal internal diameter 1.59 mm. The distance between the pressure
tapings varied from 0.6 m to 2 m depending on the pressure range
for each liquid used. A Druck PDCR 4170 series pressure trans-
ducer, manufacturer’s accuracy of 0.1% of full scale deflection, with
a range of 35 kPa was used to allow for the range in pressure drops
associated with the liquids of differing viscosities. Due to the long
settling period required for steady state conditions to be achieved,
the pressure transducer was connected to a PC which monitored
the pressure variations over time. This was particularly pertinent
for the liquid–gas flows as the gaseous phase is compressible and
a longer settling period is required before steady state is achieved
i.e. until constant slug and bubble lengths are observed. Conse-
quently, a series of CCD cameras, placed at different locations, were
used to monitor slug lengths during the course of the experimen-
tation. A sample image showing a series of oil slugs punctuated
by aqueous slugs is presented in Fig. 2. A custom code, developed
in Matlab (version 2010a), was used to extract the average gaseous
bubble, oil and aqueous slug lengths from a series of images for
each test. The maximum variation in bubble and slug lengths
was found to be less than 10%.

Experiments were carried out using a selection of different
liquids to provide a wide range in physical properties and hence
Capillary and Reynolds numbers. In all liquid–gas experiments,
air was used as the gaseous phase, while water was used as the
dispersed phase in all liquid–liquid experiments. The carrier fluids
examined were: water, AR20, FC40, Pd5, dodecane and ethylene
glycol. The relevant physical properties for each of the different
media are presented in Table 2, while the resultant dimensionless
parameters of the experiments are presented in Table 3. The
Reynolds and Capillary numbers span over several orders of mag-
nitude, and the dimensionless slug, bubble and droplet lengths
span over two orders of magnitude. These ranges are expected to
reflect the ranges in non–dimensional parameters encountered in
most micro/mini scale fluidic systems that incorporate either
liquid–gas or liquid–liquid slug flow regimes.

Results and discussion

The following section presents and analyses experimental pres-
sure drop measurements recorded for both liquid–liquid and
liquid–gas Taylor flow regimes. The results are presented and dis-
cussed in two separate subsections that compare: the experimen-
tal liquid–liquid data with the most referenced liquid–liquid
pressure drop models in the literature and both the liquid–liquid
and liquid–gas data with the most pertinent liquid–gas pressure
drop models in the literature.

Liquid–liquid pressure drop models

The following subsection presents a comparison of the experi-
mental liquid–liquid pressure drop data with the models presented
in Section ‘Liquid–liquid models’.
d studies were conducted.

LC
⁄ LB

⁄

0.067 1.17–11.34 1.67–11.59
0.034 2.86–46.83 3.84–14.25
0.067 1.18–11.34 1.67–11.59

LC
⁄ LD

⁄

0.0098 1.87–14.12 1.65–8.10
0.007 1.09–9.94 1.09–6.5
0.052 1.45–4.54 1.13–1.33
10�5–0.0027 0.76–5.88 1.05–5.12
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Fig. 4 is a plot of the total experimentally measured pressure
drop against the total volumetric flow rate for an FC40/water
flow. The flow rate and pressure drop range from 2.5 ml/min to
13 ml/min and 3 kPa to 16 kPa respectively. Included in the plot
are data points estimated using the expressions from the first
category of liquid–liquid pressure drop model, presented in
Eqs. (7) and (8). It is evident from Fig. 4 that the model of
(Kashid and Agar, 2007), Eq. (7), greatly overestimates the total
pressure in the capillary, by approximately 10.1 kPa, (333.6%), at
the lower flow rates up to 14.5 kPa, (103.4%), at the higher flow
rates. While the model of (Jovanovic et al., 2010), Eq. (8), underes-
timates the total pressure drop in the capillary, from 1 kPa to 5 kPa,
Table 4
Summary of the differences between the experimental liquid–liquid data and data estima

Liquid–liquid combination Model

Non-negligible dispersed phase effects

Kashid and Agar, 2007, Eq. (7) Jovanovic et al., 20

Pd5/water 154.9–417.1% 3.7–60.8%
Dodecane/water 79.4–518.1% 85.7–307.3%
FC40/water 68.6–365.3% 17.6–61.5%
AR20/water 76.1–420.8% 2.5–31.1%
(28.8–61.4%), at the lower flow rates and up to 6 kPa, (41.4%), at
the higher flow rates. Similar results were observed in the other
liquid–liquid combinations examined in this study and the results
are summarised in Table 4.

The model of (Kashid and Agar, 2007), Eq. (7), greatly overesti-
mates the experimental data, in some cases the model data is
almost double that of the experimental data, due to the method
used to calculate the interfacial pressure drop. The model assumes
no liquid film separates the aqueous slugs from the capillary wall,
as shown in Fig. 3a). Consequently, the interfacial pressure drop is
calculated at a constant contact angle and the contributions of the
front and rear menisci are summed together. However, it has been
shown by numerous investigators, (Han and Shikazono, 2009;
Howard and Walsh, 2013; Olbricht and Kung, 1992; Taha and
Cui, 2004), that a thin liquid film separates the dispersed slugs
from the capillary wall, Fig. 3b). Therefore, the contact angles are
substantially different from the dry wall case and the receding
and advancing contact angles can only be assumed equal at very
low velocities. Furthermore, due to the presence of the film, the
rear cap of the slug assumes a profile that is the inverse to that
of the front cap; hence the front cap has a positive contribution
and the rear cap a negative contribution to the pressure drop.
Accordingly, the contributions should be subtracted from one
another rather than summed. In the model developed by
Jovanovic et al. (2010), Eq. (8), the theoretical solution of Brether-
ton is used to determine the interfacial pressure drop. This expres-
sion underestimates the interfacial contribution as it assumes
there are negligible inertial effects and that the film thickness is
small compared to the capillary radius, h/R < 10�2. However, it
has been shown by a number of authors, (Aussillous and Quere,
2000; Grimes et al., 2007; Mac Giolla Eain et al., 2013), that this
assumption is invalid and that the theoretical solution of Brether-
ton breaks down at Ca < 10�4 and Ca > 10�1, and in cases where
inertia is non-negligible, Re > 1.

Fig. 5 is a plot of the same experimental FC40/water measure-
ments as presented in Fig. 4. Included in the plot are data points
estimated using the second category of pressure drop model, the
capsule and moving film models presented in Eqs. (9) and (11)
respectively. Unlike the data presented in Fig. 4, both models
now underestimate the magnitude of the pressure drop, from
1 kPa to 5 kPa, (28.9–61.6%), at the lower flow rates to between
5 kPa and 8 kPa, (17.9–52.1%), at the higher flow rates. Similar
results were observed in the other liquid–liquid combinations
examined in this study and are summarised in Table 4. Both mod-
els put forward by Jovanovic et al. (2010) provide similar estimates
of the experimental data. This result is unsurprising, as both
models assume that the interface and the carrier phase make the
greatest contribution to the overall pressure drop, between 90%
and 95%, and both models use the same expressions to estimate
these contributions. However, as discussed previously, the
model underestimates the total pressure drop as the theoretical
Bretherton expression underestimates the interfacial component.
Alternatively, the capsule model put forward by Kashid and Agar
(2007) provides a better estimate than their previously discussed
ted using the most referenced liquid–liquid models.

Negligible dispersed phase effects

10, Eq. (8) Kashid and Agar, 2007, Eq. (9) Jovanovic et al., 2010, Eq. (11)

2.1–48.9% 3.5–60.9%
18.2–74.7% 85.5–306.7%
5.3–54.9% 17.9–61.6%
2.5–28.7% 2.5–30.9%
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Table 5
Viscosity differences between the different liquid–gas and liquid–
liquid combinations examined in the present study.

Fluid combinations Viscosity ratio (lC/lD)

Water/air 54
Pd5/air 190
Ethylene glycerol/air 953
Pd5/water 4.1
Dodecane/water 1.5
FC40/water 4.5
AR20/water 23
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model, presented in Eq. (7). Nonetheless, it still provides poor
agreement with the experimental data, underestimating the
magnitude of the pressure drop from between 0.8 kPa and
6.7 kPa, (17.9–61.6%), respectively. This model, based on that of
(Charles et al., 1961), assumes that the flow in the aqueous drop-
lets is analogous to that in a solid capsule. This implies that there
is no circulation of flow within the aqueous droplets and a constant
cap shape exists. This is not the case for liquid–liquid Taylor flows,
where the circulation of flow within the slugs has been docu-
mented in numerous l-PIV studies, such as those by Miessner
et al. (2008), Malsch et al. (2008), and King et al. (2007). The
capsule model is too simplistic, does not account for the hydrody-
namics of the flow and, ultimately, underpredicts the magnitude of
the pressure drop.

In summary, none of the discussed models provides an accurate
estimate, within ±15%, of the experimentally measured pressure
drop data. The major failing of these models lies in the methods
used to calculate the interfacial pressure drop. The expressions
used are very limited in terms of their applicability, to cases where
there are negligible inertial effects or the dispersed phases wet the
capillary walls, and as a result are not suitable for use in the design
of most systems that incorporate liquid–liquid Taylor flow
regimes. Numerical modelling of liquid–gas Taylor flows by
Fujioka and Grotberg (2005), Heil (2001), and Ratulowski and
Chang (1989) has shown that the flow structure around the
dispersed slugs is influenced by inertia, and this influence on the
interfacial pressure drop has been confirmed experimentally by
Kreutzer et al. (2005a), Walsh et al. (2009), and Warnier et al.
(2010). Consequently, the interfacial pressure drop in a liquid–
liquid Taylor flow regime can also be expected to be influenced
by inertia, thus, liquid–gas models should provide some guidelines
towards modelling the pressure drop experienced by liquid–liquid
flows.
Liquid–gas pressure drop models

The following subsection presents a comparison of the experi-
mental liquid–liquid and liquid–gas pressure drop data with the
most pertinent liquid–gas pressure drop correlations from the
literature, presented previously in Section ‘Liquid–gas models’. In
numerous microfluidic devices that incorporate liquid–liquid
Taylor flows, such as those presented by Cramer et al. (2004) and
Sugiura et al. (2004), the viscosity difference between the liquid
phases can be similar in magnitude to that encountered in
liquid–gas flow regimes. Presented in Table 5 are the viscosity
ratios, viscosity of the carrier phase to that of the dispersed phase,
of the different liquid–liquid and liquid–gas combinations exam-
ined in the present study. It is evident from Table 5 that the viscos-
ity difference that exists between the liquid–gas flows is quite
substantial, with the carrier phase being 54–953 times more vis-
cous, while the difference between the liquid–liquid flows is much
more modest, with the oils being 1.6–23 times more viscous than
water. Nonetheless, in a previous study by Salim et al. (2008),
where the carrier phase was approximately 30 times more viscous
than the dispersed phase, the authors found good agreement
between their experimental data and data modelled using
liquid–gas models.

There are numerous liquid–gas Taylor flow models in the liter-
ature. Previous studies in this area by Horvath et al. (1973), Walsh
et al. (2010), and Howard et al. (2011) have shown slug length to
be an important parameter, significantly influencing the resultant
pressure drop, heat and mass transfer rates. Nonetheless, to the
best of the authors’ knowledge, there are only three models in
the literature that account for the effects of slug length on pressure
drop. These models have been presented in Section ‘Liquid–gas
models’. (Kreutzer et al., 2005a) developed two models, one based
on experimental data and the other on numerical modelling. Both
works found that the interfacial pressure drop could be scaled
using the same dimensionless groups, presented in Eq. (5), how-
ever, the value of the constant a varied. Examining the problem
experimentally over a much greater range, 1.58 6 Re 6 1024 and
0.002 6 Ca 6 0.2, and incorporating the data of (Kreutzer et al.,
2005a; Walsh et al., 2009) found that a value of a = 1.92, coinci-
dently this is approximately the average of the simulation and
experimental values of Kreutzer, provided much better agreement
with the data. Consequently, the models of (Kreutzer et al., 2005a)
will not be considered further in the analysis.

Fig. 6 present a direct comparison of the experimental friction
factor – Reynolds number products, (fexpTotalRe)TP, and those calcu-
lated using the models of (Walsh et al., 2009), Eq. (5). The experi-
mental friction factors were calculated using the following
expression:

f expTotal ¼
P
L

1
2 qCU2
� �

4
D

� � QC
QT
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þ 1

2 qDU2
� �

4
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1
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To highlight the accuracy of the model, lines representing ±20%
deviations from parity are included in the plot. Starting with the
liquid–liquid data, the Walsh model shows high levels of scatter
in the Dodecane/water data. This indicates that the model is
unsuitable for flows where the viscosities of the constituent phases
are almost equal, in this case 1.6. As the viscosity ratio increases to
4.1, the model begins to over predict the Pd5/water data and a fur-
ther increase in viscosity ratio to 4.5 results in an improved model
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Fig. 6. Experimental pressure drop, presented as (fexpTotalRe)TP, as described by Eq.
(12), plotted against (f Re)TP Theory, where the latter is calculated using the model of
Walsh et al. (2009).
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performance. This improvement in model performance continues
as the viscosity ratio increases, with all of the AR20/water data
falling inside the ±20% bandwidth. This highlights the applicability
of this model for high viscosity ratio flows. Given the range in
Ca of the AR20/water flows, 0.014 6 Ca 6 0.052, falls perfectly
within that of the Walsh model, 0.002 6 Ca 6 0.2, this result is
unsurprising. The model proposed by Walsh et al. (2010) consists
of a linear superposition of the single phase Poiseuille flow limit
and a semi empirically derived interfacial flow limit and was
developed using an addition of asymptotes approach. The transi-
tion from a Poiseuille to interfacially dominated flow occurs when
LC
⁄(Ca/Re)0.33 � 0.12. Thus, when LC

⁄(Ca/Re)0.33� 0.12, the pressure
drop in the flow is dominated by the interface. While the opposite
is true when LC

⁄(Ca/Re)0.33� 0.12, the pressure drop in the flow is
characteristically Poiseuille flow.

This is illustrated in Fig. 7, where the experimental liquid–liquid
pressure drop data is plotted against the Walsh model. Included in
the plot is the liquid–gas pressure drop data, consisting of
Pd5/air, ethylene glycol/air and water/air measurements. At
LC
⁄(Ca/Re)0.33 > 0.12, the flows are subject to reduced interfacial

effects and the slugs are of sufficient length for the pressure drop
in the capillary to be characteristically Poiseuille. Due to its viscous
nature, the data in this region is almost exclusively populated by
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Fig. 7. Plot of the non-dimensional pressure drop, fRe, as a function of dimensionless slu
liquid–liquid and liquid–gas data, and the expression of Walsh et al. (2009).
the AR20/water flows. Similar to Fig. 6, excellent agreement is
observed between the experimental data and the model. Thus
highlighting the applicability of the Walsh model to flows where
a significant viscosity difference, lC/lD > 4.5, exists between the
liquid phases in a liquid–liquid Taylor flow regime. With regards
to the liquid–gas flows, there appears to be reasonable agreement
between the experimental data and the Walsh model, for all liquid
phases. However, some deviations can be seen between the model
and the water–air flows for high interfacial contributions with
increased Re values. In Fig. 7, results appear to scatter about the
correlation. Very short slug lengths demonstrate the most
significant deviations from the model as they have the greatest
interfacial contribution, as described by LC

⁄(Ca/Re)0.33 < 0.12. In this
region, both the liquid–liquid and liquid–gas data sets are subject
to increased inertial effects. (Kreutzer et al., 2005a) stated that
Eq. (5) was only applicable for Re of order 100, while the interfacial
contribution calculated using the Bretherton model, Eq. (4), should
only be used for Re of order 1. The data sets in this region,
LC
⁄(Ca/Re)0.33 < 0.12, have Re ranging from 1.45 to 97.48. Conse-

quently, the poor performance of the Walsh model at these
intermediate Re values is unsurprising.

A similar observation was made by Warnier et al. (2010), who
noted that there was a dependence of the interfacial pressure on
Re at these intermediate Re values. The authors developed a new
pressure drop model, presented in Eq. (6), which incorporated
the works of (Aussillous and Quere, 2000) to account for the effects
of intermediate Re values. Fig. 8 presents the experimental data,
(fexp TotalRe)TP, plotted against data points calculated using the
model of (Warnier et al., 2010), (fRe)TP Theory. Similar to the Walsh
model, Figs. 6 and 7, there is excellent agreement between the
Warnier model and the AR20/water and liquid–gas data sets. The
Warnier model takes into account the increased dispersed slug
velocity when determining the interfacial pressure drop and
exhibits better agreement with changes in Re compared to the
Walsh model. The Warnier model was developed over the
following ranges in non-dimensional parameters: 41 6 Re 6 159,
2.3 � 10�3

6 Ca 6 8.8 � 10�3, 3 6 LC
⁄
6 23.95 and 1.77 6 LD

⁄
6 3.56.

The experimental liquid–gas data presented in this work signifi-
cantly extends these ranges, 3.3 6 Re 6 567.59, 0.01 6 Ca 6 0.067,
1.17 6 LC

⁄
6 46.83 and 1.67 6 LD

⁄
6 14.25 and validates the model

for liquid phases other than water. Although the Warnier model
provides an improved approximation of the liquid–liquid data,
there are still a number of the Pd5/water, Dodecane/water
and FC40/water data points outside of the ±20% bandwidths.
0-1 100 101
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modified Warnier model, presented in Eq. (13).
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A modified form of the interfacial component of the Warnier model
is presented in Eq. (13). The interfacial pressure drop is normalised
by the volume fraction of the capillary occupied by the carrier
phase, 1 � a, where a is the volume fraction of the dispersed phase
and can be calculated using Eq. (14).

fReB ¼
8:16ð3

2
3Þ

32
1
L�C

A
AB

1

Ca
1
3 þ 3:34Ca

ð1� /Þ1=3

 !
ð13Þ

/¼ Q D

Q T
ð14Þ

Eq. (13) implies that changes in the frictional pressure drop
induced by the interface, fReB, due to the varying volumetric
presence of the dispersed slugs, is negated by normalising fReB

by the volumetric channel fraction occupied by the carrier phase,
1 � a. The curvature parameter in the original Warnier model,
Eq. (6), is stated as 7.16 and is based on the work of (Bretherton,
1960). However, for the present work a value of 8.16 was found
to provide a better approximation of the experimental data.
Fig. 9 evaluates the performance of the modified Warnier model,
where plotted on the abscissa are the theoretical fRe values and
plotted on the ordinate are the experimental results. The outlying
liquid–liquid data from Fig. 8 now resides within the ±20% band-
widths and thus further extends the applicability of the Warnier
model to the following ranges in non-dimensional parameters:
1.45 6 Re 6 567.59, 4.5 � 10�5

6 Ca 6 0.067, 0.76 6 LC
⁄
6 46.83

and 1.05 6 LD
⁄
6 14.25 and liquid–liquid flows. The excellent agree-

ment between both the liquid–liquid and liquid–gas pressure drop
data and this modified Warnier model implies that the contribu-
tion of the dispersed phase, be it liquid or gas, is negligible and
can be completely neglected from consideration.
Conclusions

The current study reported novel experimental measurements
examining the hydrodynamics of both liquid–liquid and liquid–
gas Taylor flow regimes. Experiments were conducted using four
different liquid–liquid and three different liquid–gas combinations
over dimensionless Reynolds and Capillary number ranges that
spanned several orders of magnitude. Comparisons were made
between the experimental liquid–liquid data and data points esti-
mated using the most referenced correlations in the literature.
Poor agreement was found between the data sets and this was
attributed to: the assumptions used to develop the models being
inapplicable to the type of flow regime under analysis, for example
the flow in the dispersed phase being analogous to that in a solid
capsule, and the methods used to calculate the contribution of
the interface, where the expressions used are limited in applicabil-
ity to very specific flow conditions.

Existing pressure drop correlations proposed by Walsh et al.
(2009) and Warnier et al. (2010) have been shown to predict the
pressure drop associated with liquid–gas slug flows in minichan-
nels. The model proposed by Warnier et al. (2010) is observed to
predict pressure drop with changes in Reynolds numbers, a limita-
tion of previous models, however, it requires gas bubble velocity
and this is typically not measured in practical applications. Exper-
imental results agreed well with this model and significantly
extended its non-dimensional limits to: 3.3 6 Re 6 567.59 and
Ca 6 0.067. Interpretation of the experimental liquid–liquid data
using these models revealed the existence of a threshold viscosity
ratio, 4.5. Above this threshold, the model developed by Walsh
et al. (2010) provides excellent agreement with the experimental
data, to within ±15%. Below this threshold, a modification is pro-
posed to the interfacial component of the Warnier model. This
modified Warnier model fits the remaining experimental data, to
within ±20%, and further extends the applicability of the model
to: 1.45 6 Re 6 567.59, 4.5 � 10�5

6 Ca 6 0.067, 0.76 6 LC
⁄
6 46.83

and 1.05 6 LD
⁄
6 14.25 and liquid–liquid flows.

Overall, the findings reported herein provide some novel
insights into the pressure drop experienced in both liquid–liquid
and liquid–gas Taylor flows and should aid in the accurate predic-
tion of pressure drop for future application based works.
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