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ABSTRACT

A set of equations linking the time-spread of a laser altimeter echo-profile, commonly known as
the pulse-width, to the variance of topography within the pulse-footprint are tested by comparing
pulse-width data to surface characteristics measured from high-resolution Digital Terrain Models.
The research is motivated by the advent of high-resolution Digital Terrain Models over Mars, which
enables the calibration of Mars Orbiter Laser Altimeter pulse-widths, and evolves to include lunar
and terrestrial data in an attempt to validate the theory and develop new methods.

Analysis of Mars Orbiter Laser Altimeter pulse-width data reveals mixed results. Over homo-
geneously rough terrain, at kilometre-scales, these pulse-widths show some correlation to surface
characteristics, once poor pulse data has been removed. However, where roughness is highly vari-
able over short baselines, little correlation is observed, which is attributed to a mix of georeferencing
errors and instrument methods.

In a similar study, Lunar Orbiter Laser Altimeter pulse-widths are shown to produce only poor
correlations with surface characteristics over local study sites. Instead, the observed correlations
differ from orbit to orbit, with the majority of those used appearing to contain poor quality pulse-
width data - attributed to the instrument methods - and only 14 % revealing correlations similar, or
better, than observed over Mars.

Finally, an examination of the relationship between footprint-scale surface characteristics and
pulse-width estimates derived from smoothed Ice, Cloud, and land Elevation Satellite echo-profiles
enables different pulse-width thresholds to be tested. Here, pulse-widths measured using a 10 %
Peak Energy threshold are shown to produce greater correlations than those observed using the
Mars Orbiter Laser Altimeter and the Lunar Orbiter Laser Altimeter data, which use a Full Width
Half Maximum threshold.

To conclude, pulse-widths can show strong correlations to surface roughness and slope within
the pulse-footprint. However the assumption that detrended surface roughness can be derived by
applying a slope contribution effect is shown to be unfounded. The principal recommendation is
for future instruments to use a full echo-profile in estimating pulse-width values at a 10 % Peak

Energy threshold, providing both efficient noise removal and a better correlated dataset.
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GLOSSARY

A measure of surface roughness, defined on Page 78 as
LY ) 2 A
Sabs — —— § — Xi) —2(X; X
abs Ax | 1 = < <

A parameter used to measure the mean wind speed at the
surface, equivalent to the height at which the log of the wind
speed is 0, and related to the roughness of terrain

A coordinate system used to define points on the surface of
Mars

The equipotential surface of Mars, derived from MOLA
data

Part of the ArcGIS Geographic Information System pro-
cessing suite used to map and process data throughout this
work, versions 10.0 and 10.1 are used in this work

A measure of surface roughness, which explores the corre-
lation of terrain which itself, defined on Page 79 as

C(Ax) = &12 n%l ‘nlz(x,-)z(xi—i—Ax)

The scale, i.e. size of the window or profile, across which
surface roughness is measured, can also be defined as the
distance between camera positions

See Symbol List: b,

The spreading out of the laser beam due to diffraction effects
after it has passed through the aperture, which causes an
increase in the pulse-footprint with distance, and a gaussian
distribution of energy across the footprint

The scale at which the Hurst exponent breaks, and thought
to be an indicator of scale at which competing processes
change

A process that removes the effect of background slope from
elevation and surface roughness estimates
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Digital Terrain Model

Effective Slope Deviation

Foehn Winds

Geary’s C

Geographic

Geographic Information
System

Geoid

Hurst Exponent

Inter-Quartile Range

Katabatic Winds

Laser Altimeter

Gridded elevation model of terrain, where each point has a
point in X, y, and z. Other forms are digital surface model
and digital elevation model. DTM is used here as this work
focuses on bare terrain, i.e. devoid of vegetation and other
objects on the surface

A measure of surface roughness, defined on Page 78 as

1

2

e
eff C C

1 n
n—1=

(z(x:) 2)2]

A dry downslope wind that warms adiabatically as it de-
scends. Unlike katabatic winds, these winds were cool
through adiabatic cooling by orographic lifting, depositing
precipitation on the windward side, and descending as warm
dry air on the lee side

A method of measuring surface roughness, similar to auto-
correlation length, defined on Page 80 as

=1 LiXwii(i—z)

Ic .
2w Yi(zi—2)?

A coordinate system used to define points on the surface of
Earth

Software used to map and process geographic data

A surface defining the equipotential surface on Earth, and is
the shape of the surface would take if the Earth was covered
entirely by water

A measure of the scaling of terrain when data forms one or
more linear lines-of-best-fit on a variogram, defined below

A measure of the distribution of a sample, here used as a
measure of surface roughness

A downslope wind caused by radiational cooling of air at
a topographic high, increasing in density and falling under
gravitational forces, downslope, warming adiabatically as it
does so.

Instrument to derive terrain elevation from laser ranging,
here it is defined as an orbiting lidar instrument
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Lidar

Mars Dichotomy

MATLAB

Median Differential Slope

Moran’s I

Parallax

Planetocentric

Planetographic

Pulse

Pulse Broadening

Pulse-Footprint

Pulse-Rate

An laser ranging instrument, which comes in many forms
and uses. In this work it is defined as a non orbiting laser
ranging instrument. The name is a portmanteau of LIght and
raDAR (http://www.oed.com), also written as LiDAR and
LIDAR, but is often assumed to be an acronym of "Light
Detection and Radar", or "Laser Imaging, Detection and
Ranging".

Describes the sharp difference between the north and south
of Mars. The north appears as low, smooth terrain, whist
the south, in sharp contrast, is higher in elevation and much
rougher.

Numerical software produced by Mathworks, and used ex-
tensively to process the numerical data in this work
See Acronym List: MATLAB

A method of measuring surface roughness, defined on
Page 79 as

A method of measuring surface roughness, similar to auto-
correlation length, defined on Page 79 as

n YiXiwij(zi—2)(z;—2)

] —
LiXjwij Yi(zi—2)

The apparent change in position of an object when viewed
at different angles

A coordinate system where latitude is measured as the angle
between the equatorial plane and the vertical point on the
surface, with a line drawn from the surface to the centre of
mass of the body

A coordinate system where latitude is measured as the angle
between the equatorial plane and the vertical point on the
surface, with a line drawn perpendicular from the surface to
the equatorial plane of the body

The pulse of photons output from a laser, with the distri-
bution of photons output as approximately as a Gaussian
distribution

Broadening of the original transmitted pulse due to receiver
response time, beam curvature, and terrain effects

The spatial extent of a laser pulse upon the target surface,
usually defined as when the energy drops to 1/e or 1/e?

Number of pulses per second from a laser instrument
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Pulse-Width

Range

Reference Frame

Reference Height

Reference System

RMS Beam Curvature Effect
RMS Deviation

RMS Height

RMS of the Terrain within the
Pulse-Footprint

RMS Received Optical
Pulse-Width

RMS Receiver Impulse
Response

RMS Slope

RMS Transmitted
Pulse-Width

Sastrugi

Selenographic

The time-spread of the received backscatter from a laser
altimeter pulse

The maximum difference in elevations within a given base-
line
A solution which defines from observational data the spe-

cific numerical location of given points in the reference
system [LRO Project and LGCWG, 2008]

A reference surface from which topographic elevation is
measured, often simply defined as a sphere or ellipsoid, or,
more complex, as an equipotential surfaces such as geoid,
selenoid, or aeroid

A system that includes some definition of a physical en-
vironment, specific terminology, and associated theories
that form an idealised model for defining positions on a
particular body [LRO Project and LGCWG, 2008]

The Root-Mean-Square of the beam curvature effect
A measure of surface roughness, defined on Page 77 as

1

v(Ax) = {12 2 (x;) —z(x,-—l—Ax)]2}

i3

A measurement of surface roughness, defined on Page 77

as
1

5= [nilimxo—azl
i=1

The Root-Mean-Square of the terrain effect on the final
received pulse-width

The Root-Mean-Square of the total received optical pulse-
width by a laser altimeter

The Root-Mean-Square of the receiver impulse response

A measure of surface roughness, defined on Page 78 as
1

:V(AA;) ZAlx{li[Z(xz')—Z(xﬁLAx)]z}z

Srms -
iz

The Root-Mean-Square of the transmitted pulse-width

Long wind eroded features that occur on ice sheets that can
be used to infer prevailing wind direction

A coordinate system used to define points on the surface of
the Moon
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Selenoid
Shapefile

Signal-to-Noise Ratio

Slope
SOCET SET®

Stereo-Photogrammetry

Surface Roughness

Topex/Poseidon

World Geodetic System 84

A surface defining the equipotential surface of the Moon

A file containing point or polygonal data, containing georef-
erenced data that can be projected along with raster datasets

A measure of the desired signal to the noise level within a
dataset

The slope of a surface with respect to the horizontal

Software to produce digital terrain models from both
HiRISE and LROC-NAC stereo-pairs. See Acronym Entry:
SOftCopy Exploitation Toolkit (SOCET SET®)

A method of producing a 3-dimensional model of an object
from two or more overlapping images

A measure of the vertical exaggerations across a horizontal
plane or profile, at a defined baseline

An Earth reference system defined as an equatorial
radius of 6378136.300000m, and a polar radius of
6356751.600563 m

An Earth reference system defined as an equatorial
radius of 6378137.000000m, and a polar radius of
6356752.314245m
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GREEK SYMBOLS

D 3B ux 2 R

o

So

O
Gf
O,

Gt

G
Ox
0
O

Extinction coefficient

Laser beam divergence

The Gouy phase shift

Lidar optical efficiency

Surface slope

Planetocentric latitude

Planetographic latitude

Wavelength

Laser wavelength

Mean of Gaussian Distribution

RMS, or Allen, deviation of elevation
RMS deviation calculated at unit scale Axg
Wave frequency

Surface reflectivity

RMS height

Unit scale of surface roughness measurement
Standard deviation of Gaussian distribution
RMS Beam curvature pulse-width

RMS System pulse-width

RMS Received pulse-width

RMS Roughness pulse-width

RMS Slope pulse-width

RMS Terrain pulse-width

RMS Transmitted pulse-width

Intensity of received pulse

Intensity of transmitted pulse

Opacity

Distance from u
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ROMAN SYMBOLS

a Equatorial radius
ac Amplitude of Gaussian distribution
A Area of footprint
Ap Device constant of laser degradation
Ag Area of a laser ranging receiver telescope
b  Polar radius
b. Baseline length between camera positions
B Volume backscatter coefficient
¢ Speed of light
C Autocorrelation length
E Photon energy
Eo Energy transmitted from a laser altimeter
E, Laser activation energy in eV
E.rr Lidar system efficiency
f Focal length
G Geometrical form factor

h Planck’s constant

h. Height of camera
h; Height at point i

hj Height at point j
h, Height at point p

Ah  Difference in height between point 4; and h;

H Hurst exponent

i Imaginary number, where i> = —1
I Moran’s |
Ic  Geary’sC

I; Intensity at angle, 0, from nadir

k Boltzman’s constant
k, The wavenumber, as is given by k, = 2w/A
M Atmospheric transmission

n  Number of points
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Pg
q0

5710
SSres
SStot

t

At

T
Tright
Trotal
Wi. j
w

x

X0
Ax
Axp
Xp

y

Background radiation noise photon count
Number of transmitted photons detected
Expected number of photons detected
Parallax at point i

Parallax at point j

Difference in parallax between p; and p;
Laser power

Probability that a scattered photon is collected by the re-
ceiver telescope

Probability that a transmitted photon is scattered
The minimum spot radius

The beam spot radius

Range in elevation points

Radial distance from the centre of the beam
Radius of curvature

Distance between laser and target surface
Arithmetic Average

Range bin

The Rayleigh range

Absolute slope

Curvature

Effective slope

Median differential slope

RMS slope

RMS slope calculated at unit scale Axg
Sum of squares of residuals

Total sum of squares

Time-of-flight for a laser pulse

Time bin

Absolute temperature in Kelvin
Atmospheric transmittance

Total atmospheric transmittance

Element of a matrix of spatial weights

Sum of all w;;

Horizontal component of point on the surface of an ellipse
Unit scale

Spacing between elevation points
Difference in unit scale

Hurst exponent break-point scale

Vertical component of point on the surface of an ellipse
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Z
z(x:)

20

Mean elevation for all z within a window

Elevation at point x;

Aerodynamic Roughness Length
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INTRODUCTION

1.1 MOTIVATION

A comprehensive understanding of surface roughness and slope across a variety of baselines enables
quantitative comparisons of the relative age, magnitude, and type of geological processes acting
to shape a planetary surface, whilst estimates at small baselines can also be used to help identify
candidate landing and roving sites [Kreslavsky and Head, 1999, 2000; Kreslavsky et al., 2013;
Rosenburg et al., 2011; Smith et al., 2010b]. With this in mind, a science goal of the Mars Orbiter
Laser Altimeter (MOLA) instrument was to characterise the surface at ~100 m-scales using the
time-spread of the echo-profile, commonly known as the pulse-width, and a set of theoretically
derived equations developed by Gardner [1992], which relate the pulse-width to the variance of
terrain within the pulse-footprint (Figures 1.1a and 1.1b) [Anderson, 2003; Neumann et al., 2003a;
Smith et al., 2001]. The work in this thesis compares these pulse-widths to surface characteristics
from high-resolution Digital Terrain Models (DTMs) to address the fact that the true relationship
between these properties has not been extensively explored [Aharonson et al., 1998; Anderson,
2003; Kim and Muller, 2008; Kim and Park, 2011; Saiger et al., 2007; Smith et al., 2001]. In further
testing of the theory, laser altimeter pulse-width data from the Moon and Earth are explored in an
attempt to validate and develop methods for future laser altimeter instruments [Hussmann et al.,
2013; Schenk et al., 2004; Schutz et al., 2005; Smith et al., 2010a,b; Robinson et al., 2010; Thomas
et al.,2007; Tran et al., 2010].

The equations governing the relationship between the pulse-widths and the surface charac-
teristics - a term used throughout this thesis to refer to surface roughness and slope - within the
pulse-footprint are described in detail in Chapter 2, but the basic principle is that variation of eleva-
tions within the pulse-footprint cause broadening of the echo-profile compared to the transmitted
pulse [Gardner, 1992]. The advantage to using such datasets is that, in addition to providing a
global elevation model, laser altimeter data could be used to quantitatively characterise global
terrain at smaller baselines than can be derived from along-track elevation profiles, albeit with
sometimes large inter-orbit spacing [Aharonson et al., 1998; Garvin et al., 1999; Kreslavsky and
Head, 1999, 2000; Neumann et al., 2003a; Smith et al., 2001]. MOLA operated in an era before
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Figure 1.1a: Map of Mars surface roughness from MOLA pulse-widths using data from Neumann et al. [2003a]. Poor data has been removed from the original
dataset to produce this map, and the original MOLA pulse-footprint baseline was revised from 170 m [Smith et al., 2001] to 75 m [Neumann et al., 2003a]. Grey
terrain depicts regions where there is no data.
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Figure 1.1b: Map of Mars polar surface roughness from MOLA pulse-widths using data from Neumann et al. [2003a]. Poor data has been removed from the
original dataset to produce this map, and the original MOLA pulse-footprint baseline was revised from 170 m [Smith et al., 2001] to 75 m [Neumann et al., 2003a].

Grey terrain depicts regions where there is no data.
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extensive high-resolution DTMs were available over Martian terrain, meaning that calibration with
ground data was not possible [Smith et al., 2001]. The advent of such data from the High Resolution
Imaging Science Experiment (HiRISE), from which DTMs with 1 m pixel~! post spacing can be
produced, as well an extensive mapping phase for the Mars Science Laboratory (MSL) landing site
selection process, means that pulse-widths can be compared to accurate estimates of surface char-
acteristics at a wide variety of baselines (>10m) to determine their responsiveness to underlying
terrain, taking into account the different estimates of pulse-footprints and the distribution of energy
across the pulse-footprint [Aharonson et al., 1998; Garvin et al., 1999; Kim and Muller, 2008, 2009;
Kim and Park, 2011; Kim et al., 2013; Kirk et al., 2008; Kim and Muller, 2009; McEwen et al.,
2007; Neumann et al., 2003a; Shepard et al., 2001; Smith et al., 2001]. The overall aim being to
calibrate a pre-existing, but underused, global dataset for future use, which, in addition to landing
and roving site selection, could further our understanding of Martian climate and climate history by
improving upon current estimates of aerodynamic roughness length for Mars General Circulation
Models (GCMs), and develop our knowledge of Martian geology on global scales, rather than the
smaller Region’s-Of-Interest (ROIs) explored in image data [Golombek et al., 2012a; Heavens
et al., 2008; Kreslavsky and Head, 1999, 2000; Kreslavsky et al., 2013].

More recently, the Lunar Orbiter Laser Altimeter (LOLA) and the Ice, Cloud, and land Elevation
Satellite (ICESat) have recorded echo-pulse information to aid in the identification of candidate
lunar landing sites and further our understanding of the spatial distribution and temporal changes
of surface characteristics of ice sheets, sea-ice, and sea surfaces, respectively [Schutz et al., 2005;
Smith et al., 2010b; Zwally et al., 2002]. Like MOLA, both pulse-width datasets can be calibrated
using high-resolution elevation data, from which surface characteristics at a range of baselines can
be derived for comparison to these pulse-widths [Csatho et al., 2005; Mattson et al., 2012; Tran
etal.,2010]. LOLA employs similar methods to those used by MOLA, but improved co-registration
between pulse-width and DTM datasets provides better conditions for testing of the theory [Mattson
et al., 2012; Smith et al., 2010b; Tran et al., 2010]. ICESat, which failed in 2009, recorded the
full echo-profile within the dataset, which enables new methods of pulse-width estimates using
different thresholds to be developed, with the aim of finding improved correlations between these
data, as well as a range of terrain types and atmospheric conditions to highlight the criteria under
which the theory fails [Csatho et al., 2005; Schutz et al., 2005; Zwally et al., 2002].

A lack of familiarity of these pulse-width datasets, as well as deep interest in the recent influx
of more easily interpretable high-resolution image data from planetary surfaces, could be why these
datasets are often overlooked [Gardner, 1992; Smith et al., 2001]. This original research attempts to
validate the methods of estimating surface characteristics, focussing on surface roughness and slope,
from planetary laser altimeter pulse-widths through comparison with high-resolution DTMs over
extensive areas of Mars, the Moon, and Earth to prove the usefulness of such data. Doing so could
unlock the potential of these global datasets, one of which (ICESat) has a multiyear time-series, and
improve the methods for future laser altimeters to survey the Earth’s ice sheets and barely explored

planetary terrains [Abdalati et al., 2010; Hussmann et al., 2013; Thomas et al., 2007].
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1.2 AIMS AND OBJECTIVES
The universal aim of this research is

* To investigate the relationship between space-borne laser altimeter pulse-widths and surface

characteristics within the pulse-footprint.
The research has the following objectives

* To compare laser altimeter pulse-width data to surface characteristics measured from high-

resolution DTMs over the same area, in effect, calibrating the pulse-width data.
» To use a variety of surface characteristics and identify the best correlations.

* To determine if planetary surface roughness and slope can be derived from space-borne
planetary laser altimeters pulse-widths, as proposed by Gardner [1992], and if so, the

baseline at which these surface characteristics best correlate.

* To determine if detrended surface roughness, i.e. roughness from slope, can be derived from
laser altimeter pulse-width data by applying a simple slope-correction to pulse-width values,

as proposed by Neumann et al. [2003a].

* To develop new methods of estimating pulse-width based on different thresholds, rather than
the Full Width Half Maximum (FWHM) proposed by Gardner [1992] and employed by
MOLA and LOLA, that produce improved correlations between pulse-widths and surface

characteristics.

* To test different pulse selection criteria, based on different atmospheric conditions and terrain

characteristics, to identify where the theory works most effectively or fails.

* To determine the effect of energy distribution across the pulse-footprint by applying a

weighting when calculating the surface characteristics.

The thesis comprises of three individual projects exploring pulse-width data over Mars, the
Moon, and Earth, which are presented in Chapters 3 to 5 respectively. The order of the chapters
coincides with the chronological order in which the projects were established. As a result, additional
aims and objectives are created for individual projects as the investigation evolves, which aim to

address issues raised in the preceding chapter(s).

1.3 OUTLINE OF THESIS

An introduction to the theory used in this thesis is presented in Chapter 2, which is composed of
three topics. The first addresses laser ranging, with an overview of the theoretical components
to laser altimeter pulse-widths, atmospheric effects on pulse-width broadening due to clouds and

scattering, and an explanation of the causes of beam divergence and the resulting energy distribution
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across the pulse-footprint. Section 2.2 introduces the techniques and the relative merits of stereo-
photogrammetry and scanning lidar, both of which are used to produce the high-resolution DTMs
from which surface characteristics are derived in this work; concluding with an introduction to
coordinate systems and reference surfaces. Finally, Section 2.3 presents a synopsis of the surface
characteristics used in this work, including how surface roughness and slope are derived from
elevation data. The scaling nature of terrain is introduced, followed by a discussion on detrending
elevation data and how to produce an effective measure of surface roughness, and the details that
should be reported.

Chapters 3 to 5 contain the individual projects comparing laser altimeter pulse-widths from
MOLA, LOLA, and ICESat to surface characteristics from high-resolution DTM data over Mars,
the Moon, and Earth respectively. Each chapter contains (1) a literature review of relevant surface
roughness and slope research, (2) a description of the instruments and datasets used in the com-
parison, (3) a description of the chapter specific methods, (4) a description of the study sites, (5) a
presentation of the results, (6) a discussion, and (7) concluding remarks from the chapter.

The closing chapter presents the overarching conclusions from the three science chapters,
outlines the originality and contributions the work in this thesis makes to science, and, finally,
proposes ideas for future projects related to laser altimeter pulse-width data, using current and future
datasets, and exploring how laboratory studies could improve our understanding of pulse-surface

interactions over planetary surfaces.



LITERATURE REVIEW

This chapter introduces the background theory and literature used for the work in this
thesis, and is divided into three sections addressing laser ranging, DTMs and surface
characteristics. A specific review of planetary surface roughness and slope, as well
as a description of the laser altimeter and DTM source instruments is provided in the

appropriate science chapter (Chapters 3 to 5).

Section 2.1 outlines (1) the theory of laser ranging and deriving surface characteristics
from the time-spread of the backscatter (laser altimeter pulse-widths), (2) the effects of
atmospheric scattering and clouds on laser altimeter pulses and echo-profiles, and (3)
how energy is distributed across the transmitted pulse-footprint due to beam divergence

effects.

Section 2.2 describes the theory and relative merits concerning the derivation of DTMs
from stereo-photogrammetry, including a brief description of the different families
of stereo-matching algorithms, and scanning lidar, both of which are used to derive
surface characteristics for the calibration of the pulse-width datasets in this work. A
synopsis of the different reference surfaces and a description of the coordinate system

transformation used in Chapter 5 are presented.

Finally, Section 2.3 presents (1) a review of the different methods of estimating 1- and
2-dimensional surface roughness and slope from elevation data, (2) a description of
the scaling nature of terrain, and (3) a discussion of how and why elevation data may
be detrended. The section concludes by outlining how an effective measure of surface
roughness is produced and reported to best enable results to be correctly interpreted

and replicated.
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2.1 LASER ALTIMETRY

2.1.1 INTRODUCTION

Laser ranging uses photon Time-Of-Flight (TOF) measurements to determine the range to a
target surface at scales from millimetres to thousands of kilometres, for a variety of applications
including: manufacturing, the military, and surveying [Bender et al., 1973; Siegman, 1986]. The
basic principles of laser ranging, which is employed by planetary laser altimeters and remote
sensing lidar to produce a 3-dimensional map of underlying terrains, are introduced here [Csatho
et al., 2005; Siegman, 1986; Smith et al., 2001, 2010a,b]. For clarity, in this work, the term
laser altimeter refers to an orbiting laser altimeter instrument used by instruments such as the
Mars Orbiter Laser Altimeter (MOLA), the Lunar Orbiter Laser Altimeter (LOLA), and the Ice,
Cloud, and land Elevation Satellite (ICESat) to make along-track elevation measurements, whilst
lidar refers to the airborne scanning laser altimeters used to make dense elevation models, as
discussed in Section 2.2.3 [Schutz et al., 2005; Smith et al., 2001, 2010a,b]. The following sections
outline: the basic principles of laser ranging, how surface characteristics may be related to surface
characteristics, and the atmospheric and divergence effects that affect the quality and shape of

echo-profiles.

2.1.2 LASER RANGING

One approach to laser ranging is to count the number of wavelengths between an instrument
and a target surface using a continuous laser beam and comparing the transmitted and received
phase shift [Shan and Toth, 2009]. To accurately measure this phase shift, a modulation signal is
superimposed on the transmitted signal: the wavelength of a laser is typically ~1 mm and therefore
too small for mapping applications [Shan and Toth, 2009]. The wavelength, A, of the modulation
signal can be changed to find the total number of integer wavelengths within the round-trip-travel-

distance, and a known period, which can be used with the phase shift to determine the range by

kA AL

R ;
2

[2.1]

where R is the range, k, is the wavenumber, and AA is the wavelength shift.

The most common approach to laser ranging is to use the photon TOF [Shan and Toth, 2009].
This method is employed by the laser altimeters and lidar instruments that produce data used in
this thesis [Csatho et al., 2005; Schutz et al., 2005; Smith et al., 2001, 2010a]. The basic principle
is to measure the TOF, ¢, for a pulse of photons to make the round-trip from a laser to the target
surface, from which it is reflected, and back again, where it is collected by the receiver telescope

and recorded. Using this approach, the range, R, is determined by

where c is the speed of light. The distance is halved as the TOF measures the round-trip-travel-time
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of a pulse, which is twice the distance between the laser altimeter and the target surface. This
method of laser ranging also enables the profile, or pulse-width of the echo-pulse, to be recorded,
from which the surface characteristics can theoretically be inferred [Gardner, 1992].

The MOLA, LOLA, and ICESat laser altimeters are diode pumped Q-switched Nd:YAG or
Cr:Nd: YAG lasers that operate at 1064 nm wavelength [Schutz, 2001; Smith et al., 2001, 2010b].
The energy, E, per photon is related to frequency, v, and wavelength by

h
E=hv= TC =1.86x107"J (A = 1064 nm), [2.3]

where £ is Planck’s constant'. Q-switching produces a pulse of photons with a higher peak
power than can be achieved by a continuous wave, whilst Nd: YAG and Cr:Nd: YAG refers to the
lasing mediums, neodymium-doped yttrium aluminium garnet (Nd:Y3Al;01;) and chromium and
neodymium-doped yttrium aluminium garnet (Cr:Nd:Y3AlsO1,) respectively [Siegman, 1986]. Ott
et al. [2006] show that laser altimeters have a typical electrical to optical conversion efficiency of
<3 %, whilst one must also be aware of the relatively low return signal compared to the transmitted
pulse, with many photons scattered by the target surface or, in the case of Mars and Earth, by the
atmosphere. The temporal energy profile of the transmitted pulse is approximately Gaussian, also
known as a normal distribution, whilst the cross-section energy intensity also varies similarly across
the pulse-footprint, as discussed in Section 2.1.5. A more complete description of different laser
types is presented in Siegman [1986].

Employing laser altimeters on non-repeat, near-polar-orbiting spacecraft, like Mars Global
Surveyor (MGS) and Lunar Reconnaissance Orbiter (LRO), enables global Digital Terrain Models
(DTMs) to be generated by accumulating elevation data along orbit tracks (Figure 2.1) [Smith
et al., 1999, 2001, 2010a,b]. High pulse-rates will reduce along-track spacing, but is limited by
the available power and the pulse TOF (1 ms at 300 km orbit), however inter-orbit spacings are
typically much larger, with elevation values typically interpolated to form a continuous data product.
Figure 2.1 shows the planned orbits over a large region of Mars for the MOLA instrument and an
example subset over Eberswalde Crater showing heavily interpolated inter-orbit areas that appear
smooth. Global DTMs, such as this, can be used for geological, geophysical, and atmospheric
circulation studies of planetary bodies, furthering our understanding of surface formation and
evolutionary processes [Smith et al., 1999, 2001, 2010a,b]. Increasing the number of unique orbits
and ensuring a long mission lifetime reduces the average inter-orbit spacing and increases the global
point density for a more accurate global DTM, whilst cross-correlating elevation values at orbit
cross-over locations helps validate and correct data as the mission progresses, safeguarding data
quality and consistency.

Laser altimeters have also been used to produce global DTMs of Mercury and 433 Eros, on
the MErcury Surface, Space ENvironment, GEochemistry, and Ranging (MESSENGER) mission
to Mercury and the Near Earth Asteroid Rendezvous - Shoemaker (NEAR-Shoemaker) mission,
respectively [Cavanaugh et al., 2007; Cheng et al., 1998; Cole et al., 1997; Solomon et al., 2001;

IPlanck’s constant, 4, is 6.626 069 57 x 10734 m? kg s7!
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Figure 2.1: Schematic (top) and map (bottom) of MOLA track spacing, showing some of the
planned and actual orbit tracks, and resulting elevation data over Eberswalde Crater. Dayside tracks
pass south to north towards the north west, whilst nightside tracks pass north to south towards the
south west, image reproduced from Malin Space Science Systems [No Date.]. As non-repeat laser
altimeter instruments complete more orbits, inter-orbit spacing is reduced. The Eberswalde Crater
regions shows the track spacing with the resulting DTM; inter-orbit regions are interpolated and

appear smooth.



50 CHAPTER 2. LITERATURE REVIEW

Zuber et al., 2008]. Although these missions have produced valid range data for their respective
target bodies, data from these missions are not used in this work. In the case of the MESSENGER
mission, high-resolution DTMs (~1 m) are not available over the surface, meaning that there is
not the extensive high-resolution topographic surface information to which to calibrate the pulse-
widths [Solomon et al., 2001]. For the NEAR-Shoemaker mission, pulse-widths are not available
within the data record [Cheng et al., 1998].

The degradation and ultimate failure of lasers are significant defects of lasers. Lasers are
particularly susceptible to temperature, such that their time-to-failure can be given by Arrhenius’s
equation [Epperlein, 2013]

= Apee/kT [2.4]

where Ap is the device constant in time, E, is the activation energy of the device in eV, k is
Boltzman’s constant, and 7" is the absolute temperature in Kelvin. Other modes of decay and failure
include (1) active region degradation, whereby chemical changes occur in the lasing medium, (2)
electrode degradation; electrostatic discharge, (3) thermal fatigue, (4) diode bar darkening, and (5)
catastrophic optical damage [Epperlein, 2013; Ott et al., 2006]. Laser degradation is inevitable,
but can be mitigated by careful operating procedures, paying particular attention to operating
temperatures, or fitting multiple lasers [Epperlein, 2013; Schutz et al., 2005; Shan and Toth, 2009;
Smith et al., 2010a,b; Zwally et al., 2002].

In addition to elevation data, laser altimeter and lidar can provide information on vegetation
density and structure, as in Fujii and Fukuchi [2005] and Harding and Carabajal [2005], by using
recorded pulse profiles. Forest canopy and ground-returns form distinct features within the profile,
which enable the vertical distribution of vegetation above the ground to be determined [Harding
and Carabajal, 2005]. Furthermore, ground-returns can be used to produce bare-earth terrain
models (i.e. DTMs), from which vegetation volume can be estimated and terrain beneath canopies,
that cannot be penetrated using stereo-photogrammetry, can be explored [Harding and Carabajal,
2005; Lillesand et al., 2008; Shan and Toth, 2009].

2.1.3 DERIVING SURFACE PROPERTIES FROM LASER ALTIMETER PULSE-WIDTHS

Gardner [1992] proposes the received pulse-width, defined as the time-spread of the received echo,
to be related to the transmitted pulse-width, receiver response time, beam curvature effect, and
terrain effects by

6, =0, 407 +0}+0;, [2.5])

where G, is the RMS received optical pulse-width, ¢, is the RMS transmitted pulse-width, 67 is the
RMS receiver impulse response, G;, is the RMS beam curvature effect, and o, is RMS of the terrain
within the pulse-footprint. The theory is used to infer the surface roughness of planetary terrain
from orbiting laser altimeter data, where pulse-footprints are typically metres to tens of metres in
diameter [Aharonson et al., 1998; Garvin et al., 1998; Neumann et al., 2003a, 2009; Schutz et al.,
2005; Smith et al., 2001, 2010b]. Testing the theory by comparing the terrain contribution, G;,
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Figure 2.2: Schematics of how beam curvature (a) and slope-correction (b) effects to the final
received pulse-width are derived using trigonometry and Equation 2.2, resulting in Equations 2.6 to
2.7. Beam curvature effects are caused by beam divergence as the transmitted pulse moves away
from the aperture. As the pulse-front travels at the same velocity this results in a curved wavefront
in cross-section view (a), meaning that different parts of the pulse-front reach the target surface at
different times as the outer edges of the beam must travel furthest. Slope-correction effects, which
are simplified, also arise from beam divergence effects and assumes the highest point within the
pulse-footprint is at one edge of the pulse-footprint and the lowest point at the other (b). Curvature
and divergence effects are shown heavily exaggerated.
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derived by accounting for the effects of ©,, 6, and 0,, to estimates of surface characteristics from
high-resolution DTMs forms the backbone of the work in this thesis [Harding and Carabajal, 2005;
Neumann et al., 2003a; Smith et al., 2001, 2010b].

RMS transmitted pulse-width and RMS receiver impulse response are related to instrument
setup and the performance of the instrument electronics, but RMS beam curvature effect and RMS
of the terrain within the pulse-footprint are governed by instrument optics, pointing angles, and

terrain, such that

R
cr = = tan* (), [2.6]
o, =0, +0¢
4R?
= [tan* () tan®(8)] + o, [2.7]

where 7y is the beam divergence, o is the effect due to slope, o¢ is the effect due to surface
roughness, and 6 is the slope of the surface orthogonal to laser pulse direction [Neumann et al.,
2003a]. Figure 2.2 shows how 6; and G, in Equations 2.6 and 2.7, are derived using trigonometry
and Equation 2.2. In addition to the original theory outlined by Gardner [1992], the slope-correction
effect is tested against detrended surface roughness, i.e. roughness from slope, to explore whether

the assumption applied in Neumann et al. [2003a] upholds in real-world situations.

Figure 2.3 shows four schematics depicting the effects that different terrain morphology has on
the received pulse-width. Smooth, gently undulating terrain has a weak effect on pulse broadening
due to the relatively small variations in topography across the pulse-footprint, whilst smooth sloping
terrain, and rough features both have a much greater effect on pulse broadening. Finally, rough,
sloping terrain has the greatest pulse broadening effect as it combines both elements of Equation 2.7.
Using the assumption introduced above, the background slope shown in this final schematic can be
removed, and the resulting detrended surface roughness tested against the roughness contribution

to pulse-width, especially where the slope is consistent across the pulse-footprint.

The RMS received optical pulse-width is best derived from the a full echo-profile of the
received pulse. Failing that, different thresholds of received energy intensity can be employed to
determine the pulse-width and overcome issues with noise detected by the receiver [Abshire et al.,
2000; Neumann, 2001; Smith et al., 2001]. Additionally, the pulse-width timing mechanism must
have sufficient timing resolution to produce accurate estimates of pulse-width that can be used to
determine fine-scale differences in terrain elevations. For example, timing bins of 1 ns are used by
ICESat and MOLA, which result in a theoretical elevation accuracy of 15 cm, using Equation 2.2,
and is thought to be capable of detecting surface roughness as small as 1 m [Schutz et al., 2005;
Smith et al., 2001].

Pulse-width broadening is dominated by the contribution from terrain. Using ICESat as an

example

o, = 150.00 ns,
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Figure 2.3: Schematic depicting the effects of surface roughness and slope within the pulse-footprint
on the received pulse-width. (a) Gently undulating terrain results in a mild broadening of the G,
compared to the transmitted pulse. (b) Smooth sloping terrain and (c) rough terrain result in a wider
broadening, and (d) rough, sloping terrain causes the greatest pulse-width broadening. The pulse
cross-section is shown in grey and the terrain in orange.

o, = 6.00 ns,
67 =1.70ns,
6 = 0.02 ns,
o; = 149.87 ns.

On top of this, the final signal is subject to noise in the form of: (1) photon and speckle noise, (2)
multiplication noise by the detector, (3) detector thermal noise, (4) and quantisation noise [Gardner,
1992]. The result will be natural variation within the return signal, which could result in a less than

perfect correlation with surface characteristics within the pulse-footprint.
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2.1.4 ATMOSPHERIC EFFECTS ON A LASER PULSE

As a laser pulse or beam propagates through an atmosphere it is attenuated as light is scattered by
molecules, aerosols, and clouds. This effect is prevalent on both Mars, which has a thin atmosphere
(0.6 kPa) containing clouds and dust, and Earth, which has a much thicker atmosphere and greater
cloud cover and density (101.3 kPa). Scattering acts to broaden the pulse-width both by shortening
the path-length, as photons are reflected back towards the detector before reaching the target surface,
and increasing the path-length of photons that do reach the target surface, but are affected by single-
and multiple-forward-scattering events (Figure 2.4). Although useful for measuring the cloud
and aerosol distribution within an atmosphere from laser altimeters and lidar pulses, which can
be used in weather forecasting and climate modelling, these effects impact negatively when the
pulse-widths are to be used as an estimate of surface characteristics within the pulse-footprint. If
the magnitude of these effects is known, the pulse-widths can be corrected, otherwise it is best to

remove these pulses from the dataset [Neumann et al., 2003a,b].

Figure 2.5 shows a schematic of pulse-width broadening for a single pass through a column of

the atmosphere with three distinct cloud layers, from Hogan [2006]. The cloud layers are modelled

Transmiter e X _\_____ / :
l e 4 |
/
Receiver Field of View \ /
Laser Light Pulse

Receiver Telescope

Signal

Range

Figure 2.4: Schematic depicting atmospheric scattering of photons within a laser pulse and the
resulting broadening of the received echo-profile. Photons scattered back towards the receiver have
a shorter path-length than those reflected from the target surface, whilst photons that experience
single- and multiple-forward-scattering have an increased path length, which cause the long-tailed
distribution. Image reproduced from National Oceanic and Atmospheric Administration [No
Date.a].
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as infinitely thin and have an opacity, T, of 0.69, such that: half the photons at any cloud layer pass
through without being scattered; a quarter are forward-scattered to the next layer; and the remaining
quarter are scattered away from the detector Field Of View (FOV), neglecting the small fraction

that may be backscattered towards the detector. This is because

¢r}

| ¥ 28

t—In { > [2.8]

o _ exp' =2 (t1=0.69), [2.9]
o

where ¢, and ¢, are the received and transmitted intensities, respectively. The distributions at the
top of the figure represent the effect on the pulse-profile at the ground. The figure shows single-
and multiple-scattering events to have a significant effect on pulse-width, however, the measurable
effect may be much smaller in real world situations where clouds are not infinitely thin, and
background radiation and detector noise affects the echo-profile. For ICESat, multiple-scattering
can increase photon path-length by tens of centimetres compared to ground-returns, a difference
which is important considering the satellite’s principal science goal is to observe changes in ice

sheet elevation, and sea ice volume and extent [Duda et al., 2001].
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Figure 2.5: Schematic representing the proportion of energy in laser pulse passing through a column
of atmosphere unscattered and forward-scattered from three infinitely thin cloud layers that each
have an opacity of 0.69, from Hogan [2006]. The plots represent the resulting energy profile from
unscattered, single-scattered, and multiple-scattered light after one pass through the atmosphere.
Scattering not only acts to broaden the pulse-width, but reduces the intensity of light compared to
the unscattered profile.
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Light extinction refers to those photons that are scattered away from the FOV of the detector
and those absorbed by molecules in the atmosphere. In reality, most of the transmitted pulse
is lost in this way, which reduces the intensity of the return signal. Using Operation 2A of the
ICESat mission, the mean transmitted energy over the study site used in Chapter 5 is 0.07 J, whilst
the equivalent mean received energy is 1.21 x 10714 J. This translates to a transmitted pulse of
3.76 x 10'7 photons and a return of 65 x 103 photons, which will further affect the quality of the
return signal. The lidar equation attempts to relate the total number of received photon counts, Ng,

to the total transmitted laser photon counts, Ny, by
NS (}\‘aR) = NL (;\‘L) -PScatter~PC011ected'TTotal'Eeff +NBAta [2-10]

where Py is the probability of a photon being scattered, Pr is the probability of a scattered photon
being collected by the receiver telescope, Tryq is the total transmitted light transmission during
laser pulse propagation, E,y is the laser system efficiency, Np is the background noise count, and
At is the time bin [Fujii and Fukuchi, 2005].

Each of the components in Equation 2.10 can be generalised by the following set of equations

N, = PL(hXVLL)At] [2.11]
Pscatter = [B(A AL, R)AR], [2.12]
Peoltected = 1?2] ; [2.13]
Trotal = [_TLight (AL, R) Tright (M R)], [2.14]

— exp [— (/()Ra(xL,R)dR+/ORa(x,R)dR>], [2.15]

—exp [—2 /O “ (AR dR’] ~ when A=A, [2.16]

Ekfficiency = M (A, AL) G (R)]. [2.17]

In these equations: Py is the laser power; Ay is the laser wavelength; B is the volume backscatter
coefficient; AR is the range bin; A is the area of the footprint; 77 e is the atmospheric transmittance
at A, or another A; o is the extinction coefficient; 1 is the optical efficiency of the system; and G is

the geometric form factor.

This is a general form of the lidar equation, which is used for remote sensing of the lower
atmosphere, and assumes only elastic scattering where there is no change in wavelength of the
light, as in Equation 2.16. Other forms of the lidar equation exist for different lidar types, such as
aerosol, differential absorption, and Raman lidar, which are used for exploring aerosol distributions,
reflectance and gas concentrations, and atmospheric light extinction and water vapour distribution,

respectively [Fujii and Fukuchi, 2005].

In an atmosphere, both elastic and inelastic scattering from atoms, molecules, and particles can

affect photons within a pulse. Rayleigh and Mie scattering are forms of elastic scattering, whereby
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the kinetic energy of a photon and incident molecule, or particle, is conserved. Scattered photon
energy may only change as a result of Doppler effects, caused by the relative velocity of these atoms
and molecules along the photon travel direction. Rayleigh scattering occurs when the scattering
particle is much smaller than the wavelength of the light, which here is ~1 um, with atoms typically
on the order of 107" m (1 A). Rayleigh scattering intensity is proportional to A~* and therefore
has a strong dependence on the wavelength of incident light, whereby shorter wavelengths are
scattered more readily than longer ones, and the energy scattered isotropically. Mie scattering
however, occurs when a photon encounters a particle of similar size to its wavelength. In this case
the energy is not distributed isotropically, instead it is preferentially forward-scattered, an effect
that is enhanced with increasing particle size. Finally, inelastic scattering of laser pulses refers
to Raman scattering, whereby the total kinetic energy of the photon and scattering particle is not
conserved, here the atomic states of the particle or molecule are changed, and the scattered photon

has a different wavelength to that emitted from the laser.

2.1.5 BEAM DIVERGENCE AND ENERGY DISTRIBUTION

The cross-section of the transmitted pulse increases with distance from the laser aperture, an
effect called beam divergence that is caused by diffraction. Diffraction is the spreading out of
wave-fronts as they pass by an object or through an aperture, and can be described by the Huygens
Principle, which states that every point on a wavefront can be considered a source of secondary

wavelets [Feynman et al., 2006, Lectures: 26 and 30]. These wavelets experience both constructive
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Figure 2.6: Schematic of the diffraction pattern of light passing through a single slit. Regions
of constructive and destructive interference are shown, but only the central peak is considered
significant, whilst the energy within the outer lobes is considered negligible.



58 CHAPTER 2. LITERATURE REVIEW

40 |- - ]

30 |

20

10 |

Y (m)
o

20 1

30 sssgasssanase i 1

40 | B |

Energy

Energy

0 L L L L L L L L L
40 -30 -20 -10 O 10 20 30 40

X (m)

Figure 2.7: Plots of transmitted energy distribution across an example ICESat pulse and energy
profiles across the pulse in the horizontal and vertical axes. Red shows peak energy, and blue shows
the =2 peak energy, which is chosen as the cutoff threshold for the ICESat pulse-footprint extent,
other instruments may use e~! [Harding and Carabajal, 2005]. Transects in green and black show
the energy distribution across the pulse, with the energy shown relative to peak energy at the centre
of the pulse.

and destructive interference to form a diffraction pattern on the target surface, as in Figure 2.6. In
single-slit diffraction, which applies to the transmission of laser beams, the interference pattern
appears as a central region of high intensity surrounded by rings, or lobes, of much lower intensity
(Figure 2.6). As laser beam divergence is small, a paraxial approximation can be applied, meaning
the cross-sectional energy distribution can be assumed to be Gaussian and only the 0/" order
constructive interference pattern, shown as the central high-intensity region in Figure 2.6, is
assumed to be significant [Siegman, 1986]. It is this 0" order constructive interference pattern that

is given as the pulse-footprint.

The central spot diameter, ¢, of the beam at a distance, R, from the laser can be calculated from

the beam-waist, gg, Rayleigh range, R;, and the wavelength of the transmitted light by

R 2
q(R)=qo 1+<R). [2.18]
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The beam-waist is defined as the narrowest width of the beam, whilst the Rayleigh range is the
distance required for the beam diameter to double in diameter from the beam-waist [Svelto, 2010,

p 131- 161], and is given as
g,
3

These equations can be used to calculate the expected pulse-footprint at a particular orbiting height.

R, =

[2.19]

The energy distribution across the pulse-footprint due to divergence effects is given by

40 —rn S
E..= qu ®) exp (q(RZ) — ik R — lknm +iC (z)) , [2.20]
where Ej is the transmitter energy, i is the imaginary number (i = \/—1), r, is the distance from
the centre of the pulse-footprint, r. is the radius of curvature, and { is the Gouy phase shift, an
additional contribution that applies only to Gaussian beams [Svelfo, 2010, p 131- 161]. In practise,
this causes an effect known as hot-spotting, which describes the concentration of energy (and
therefore photons) towards the centre of the pulse-footprint [Siegman, 1986]. Figure 2.7 shows the
distribution within a typical ICESat pulse-footprint, relative to peak energy found at the centre of
the pulse: the elliptical pulse-footprint is generated by the laser pointing geometry. This energy
distribution pattern suggests the resulting echo-profile will be more representative of the terrain
in the central region of the pulse-footprint, shown in red, than terrain near the edge of the pulse-
footprint. The profile plots to the right and bottom of Figure 2.7 show the energy profile to be
approximately Gaussian along transects shown in the main plot, relative to the peak energy. This
energy distribution can be accounted for when calculating surface characteristics, provided a high
enough DTM resolution, within the pulse-footprint by applying a weighting. More commonly, it
is assumed that only the terrain within the central half of the pulse-footprint contributes to the ¢,
where up to 90 % of the energy is thought to be concentrated [Kreslavsky et al., 2013; Smith et al.,
2001, 2010a,b; Neumann et al., 2003a].

2.1.6 REFLECTED ENERGY DISTRIBUTION

The final factor to be aware of regarding laser altimeter elevation and pulse-width measurements is
the distribution of reflected energy from a target surface. Natural terrains are typically considered
Lambertian, or diffuse, surfaces, such that incident energy is reflected almost isotropically from the
surface, whilst wet surfaces cause specular reflection [Acharya and Ray, 2005; Brenner et al., 2011;
Gardner, 1992; Kwok et al., 2006, 2007; Shan and Toth, 2009]. The intensity of light reflected
from Lambertian surfaces, I;, appears approximately similar across a wide range of viewing angles,

following Lambert’s cosine law for an ideal diffuse reflector [Acharya and Ray, 2005, Page: 20]
I, = EpAcos (9). [2.21]

Specular surfaces on the other hand, reflect light perfectly at an angle equal, but opposite to the angle

of incidence with respect to nadir (Figure 2.8). In practice, no surfaces are perfectly Lambertian or
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Figure 2.8: Schematic of Lambertian and Specular reflectance from typical terrain and wet surfaces,
respectively. Reflectance from Lambertian surfaces appears at similar intensities for most viewing
angles, whilst specular surfaces perfectly reflect incident light. The Lambertian schematic shows
the relative intensity compared to light reflected at nadir for 22.5°, 45° and 67.5° (from top to
bottom) viewing angles; whilst the grey region in the specular reflectance schematic depicts the
more typical distribution of reflected light due to small roughness features, such as waves, upon a
specular surface. Most surfaces exhibit both of these behaviours, but at different proportions.

specular, instead surfaces exhibit properties of both, with the relative magnitude of each component
dependent on surface composition and roughness [Acharya and Ray, 2005, Page: 20].

A result of these reflection behaviours is that off-nadir viewing angles of laser altimeter and
lidar systems on specular surfaces may result in energy being reflected away from the instrument
FOV. Over Lambertian surfaces a significant proportion of the transmitted energy will be lost
relative to the received energy, even at nadir angles; the advantage being that the received energy
will remain similar over a range of viewing angles [Brenner et al., 2011; Gardner, 1992; Kwok et al.,
2006, 2007; Shan and Toth, 2009]. The received energy of a transmitted pulse over a Lambertian
surface can be approximated to [Shan and Toth, 2009]

M?Ag

—=F 2.22
R o [2.22]

Egr=0p

where p is the surface reflectivity, M is the atmospheric transmission, and Ag is the area of the
receiver telescope. For an orbiting laser altimeter at 300 km, with a 1 m receiver telescope and a
transmitted pulse energy of 50 mJ, the received energy is ~2.22 x 1074 J, assuming an atmospheric
transmission factor of 0.8 and a surface reflectivity of 0.5, typical for bare-earth terrains, a result

that is similar to the ICESat example above.

In this thesis, most of the study sites are bare-earth terrains, which can be assumed to be
Lambertian surfaces. Only in Chapter 5, where approximately two-thirds of the pulses used are
over icy terrain, could specular reflection cause complications. However, even over icy surfaces,
specular reflection is only considered to occur over very smooth waters, grease ice, and smooth
ice types in open leads in sea ice. The ICESat data used in Chapter 5 are taken over ice sheets
and glacial terrains, which are typically rough and therefore can still be considered as Lambertian
surfaces [Brenner et al., 2011; Gardner, 1992; Kwok et al., 2006, 2007].
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2.1.7 MEASURING SURFACE ROUGHNESS IN INDUSTRY USING LASERS

Lasers are also used for measuring fine-scale (0.01 pm to 10 um) surface roughness of manufactured
surfaces. Here, two techniques are typically applied [Laser Check, 2015; Olympus].

One method uses a small footprint laser moving across a surface, measuring continuously
so that it produces a profile of the surface in much the same way a laser altimeter produces an
elevation profile of a planets surface, as shown in Figure 2.9. This method is an adaption of the
profile method, which typically uses a solid contact with the surface using a stylus, which moves
up and down with the surface as the stylus is dragged across, to produce a profile. From this profile
surface roughness can then be calculated. The advantages to using a laser are that (1) the surface is
not damaged in the process, (2) the profiles can be made in 2-dimensions as well as along single
profiles, and (3) the laser footprint can be made much smaller (0.2 um) than the tip of the stylus
(2 um to 10 pm), enabling much finer scale surface roughness to be measured [Olympus].

Another method uses the intensity of laser scatter to determine the roughness of a surface, as
shown in Figure 2.9 [Laser Check, 2015]. Here, a laser pulse is focussed onto the surface, where it
is reflected. Some of this reflected light will be specularly reflected, as discussed above, resulting in
a peak intensity opposite to the angle of incidence. However, much of the light from a rough surface
will be scattered at different angles, as in Lambertian reflection. Software is then used to relate the
intensity of scattered light at different angles to the surface roughness of the material [Laser Check,
2015]. The advantage to this method is that it can be applied at single points across a surface, rather
than having to be calculated using profiles, and that it can be completed very quickly, in fractions
of a second.

In industry, surface roughness is typically calculated using the arithmetic average, R,, which is
given as

R, = (z(xi) —2), [2.23]

1

n

S|

1

where 7 is the number of points, z(x;) is the elevation at point x;, and Z is the mean profile elevation.
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Figure 2.9: Schematic showing two methods of measuring surface roughness in manufacturing.
Left: how surface roughness is calculated along profiles, with the top schematic showing a solid
contact with a stylus and the below, showing non-contact, laser, method [Olympus]. Right: a
schematic of how surface roughness is measured using laser scattering [Laser Check, 2015].
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2.2 DIGITAL TERRAIN MODELS

2.2.1 INTRODUCTION

This section describes the background theory regarding how the DTMs used in this thesis are
produced using stereo-photogrammetry and airborne scanning lidar, and concludes with an intro-
duction to reference surfaces and the coordinate system transformation used in Chapter 5. Like the

preceding section, descriptions of the instruments are found in the appropriate science chapters.

2.2.2 STEREO-PHOTOGRAMMETRY

Stereo-photogrammetry uses two or more overlapping images, taken at different viewing angles, to
produce 3-dimensional models of surfaces or objects within an image-set. It is used here to produce
the DTMs used in Chapters 3 and 4, but can also be used in computer vision, manufacturing, and

surveying.

2.2.2.1 DERIVING HEIGHTS

The underlying principle is to use the apparent change in position, known as the parallax, of
corresponding points in stereo-images to measure the range, with points closer to the camera
positions having a greater parallax. A schematic of how surface elevation is derived from ideal

geometry is shown in Figure 2.10, from which the following equations are derived

b,
hj =h.— f, [2.24]
Pj
h..P;
I , [2.25]
bc+Pj

where h), is the height of the point above the reference surface, A, is the height of the camera above
the reference surface, p; is the parallax at point j, b is the distance between the cameras, known as
the base, f is the focal length of the cameras, and P; is the reference surface parallax [Lillesand
et al., 2008]. The parallax is

pj=xj+x;, [2.26]

where x}- and x% are the position of point j in each image, as shown in Figure 2.10.
More commonly, the relative heights, Ak, between two points is required, given as [Lillesand
et al., 2008]

Ah = h;—hj,
he—h;)A
_ (he—hj)Ap, [2.27]
pj+Ap
where h; and h; are the heights at point i and j respectively, p; is the parallax at point j, and Ap is
the difference between p; and p;, the parallax at point i (Figure 2.10).
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Figure 2.10: Schematic showing how the parallax equations, Equations 2.24 and 2.26, are derived
from similar triangles in stereo-imagery [Lillesand et al., 2008]. Image frames are shown at the top
with the apparent position of point j shown. Heights are measured above a reference surface.

A factor that affects the quality of the resulting height estimates is the base-to-height ratio.
Hasegawa et al. [2000] observe a base-to-height ratio between 0.5 and 1.0 produces good quality
DTMs. To determine elevation accuracy, A, this ratio is multiplied by the stereo-matching

accuracy, M., such that [Seiz et al., 2007]

[2.28]

Using the characteristics of High Resolution Imaging Science Experiment (HiRISE), described
in Chapter 3, as an example, the resulting DTMs have a height accuracy of >0.14 m, assuming:
0.25 m pixel™!' images, M. of 0.2 pixels, . of 300km, and a stereo-angle of 20°, resulting in a
base-to-height ratio of 0.3 to 0.4 [Kirk et al., 2008].

In terrain mapping, these heights are measured relative to a reference height so the resulting
DTMs can be placed in a 3-dimensionally defined position. Further refinements to DTM elevation
values can be made by bundle adjustment, whereby the DTM is rotated and shifted in 3-axes and
3-dimensions to best-fit a lower resolution elevation basemap [Gwinner et al., 2009]. Different

methods can be employed to determine the best-fit, but a common method is to minimises the mean
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difference in elevations [Gwinner et al., 2009; Kim and Muller, 2009].

Finally, orthorectified images are produced using the original images and the DTM. Orthorec-
tification corrects images for camera pointing angles and variations in terrain across the images,
producing an image with consistent horizontal scale [Lillesand et al., 2008]. A consistent scale
across the image means these images create excellent basemaps, to which other data can be

co-registered.

2.2.2.2 MATCHING ALGORITHMS

To produce a continuous dataset, the parallax, which is known as the disparity in computer vision,
is calculated for each set of corresponding points found in stereo-images. These pairs of points are
found by stereo-matching algorithms, which fall into one of three broad groups: feature-, local-, or
global-based matching, depending upon their methods.

Feature matching algorithms attempt to find matching features in image-pairs, such as corners,
edges, points, defined by sharp changes in contrast or colour. The images must be preprocessed
to identify features by applying different operators, such as edge detectors. These features are
then compared to features in the corresponding image to identify common, matching features. The
parallax is found for each point in the matched features and interpolation is applied to estimate
parallax values for regions between matching features. Typically, feature matching is less affected
by image noise than local and global matching processes, described below, which depend on pixel
intensity values [Zhang et al., 2006].

Local matching algorithms, or window-based approaches, attempt to find corresponding points
by matching a small window of pixels in one image to a moving window of pixels in another. As
described in Scharstein and Szeliski [2002], local matching algorithms usually employ three distinct
stages in the production of a disparity map: (1) matching cost computation, (2) cost aggregation,
and (3) disparity computation. In (1), a metric, such as the squared difference of intensity values in
the Sum-of-Squared Differences (SSD) algorithm, is compared in a reference image window to the
moving window. This metric is applied at different disparities, defined by a disparity-range, and
the results are assessed in the aggregation step, which often acts to smooth the aggregation costs,
typically by averaging or summing, over a finite window [Scharstein and Szeliski, 2002]. Finally,
the disparity is computed, for the SSD algorithm, this is the minimal aggregated value for each
pixel in the overlapping image region.

Global matching algorithms attempt to apply a matching cost computation over the entire
image, rather than localised windows, and typically skip the aggregation stage [Scharstein and
Szeliski, 2002]. Here, the aim is to find the minimum cost for the sum of a data and smoothness
function, the latter is used to ensure consistency across the dataset and is often applied by looking
at neighbouring pixel disparities, whilst the data function is similar to that applied in the local
matching techniques [Scharstein and Szeliski, 2002].

Each of these broad methods has advantages and disadvantages compared to the others, such as

accuracy, computational time, and ease of use [Scharstein and Szeliski, 2002]. A full discussion on
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the comparison between different stereo-matching algorithms is beyond the scope of this thesis, but
a comparison is presented in Scharstein and Szeliski [2002]. Instead, the remainder of this section
will focus on the algorithms used in this thesis.

The Context Camera (CTX), HiRISE, and Lunar Reconnaissance Orbiter Camera - Narrow
Angle Camera (LROC-NAC) DTMs used in Chapters 3 and 4 are produced in SOftCopy Exploita-
tion Toolkit (SOCET SET®) and use a combination of edge (feature) matching and local matching
to produce a dense disparity map suitable for a range of terrains [DeVenecia et al., 2007]. This
strategy, termed Next-Generation Automatic Terrain Extraction (NGATE), is a development to the
Adaptive Automatic Terrain Extraction (AATE) local matching algorithm that adaptively changes
window sizes depending on local signal variation [DeVenecia et al., 2007; Zhang and Miller, 1997;
Zhang et al., 2006]. In their work on adaptive window sizing, Okutomi and Kanade [1992] state

two points to consider when using local matching

1. ...the variation of the signal within the window must be large enough, relative to the noise,

that the SSD values exhibit a clear and sharp minimum at the correct disparity.

2. ...the variation of the disparity within the window, which must be small enough that signals

of corresponding positions are duly compared.

A balance must be found between these two considerations, as increasing window sizes typically
increases both the signal variation and the likelihood of points with different disparities being
included within a window. Adaptive window sizing tries to find such a balance and has been shown
to improve the elevation accuracy over difficult to match terrains [Zhang et al., 2006].

In local based matching, discontinuities, such as roofs, are difficult to match as in practise they
are linear features rather than areas. The NGATE strategy accounts for this by applying a feature
based algorithm to the images to identify these features [DeVenecia et al., 2007; Zhang et al., 2006].
An iterative matching approach is applied whereby local matching is applied to regions between
identified features, reducing the need for interpolation, and incorporated in such as a way as to
assist the feature matching algorithms, and vice-versa [DeVenecia et al., 2007; Zhang et al., 2006].

Competing methods, such as those by Kim and Muller [2009], Kim et al. [2013] and others,
have been applied to produce CTX, HiRISE, and High Resolution Stereo Camera (HRSC) DTMs,
but are not used here [Ivanov and Lorre, 2002]. These algorithms apply the Adaptive Least Squares
Correlation (ALSC) matcher from Gruen and Baltsavias [1986], with Ivanov and Lorre [2002] also
employing a preliminary matcher from Zitnick and Kanade [2000] to produce a set of dense seed
points for the ALSC matcher to use with a region-growing strategy starting from highest quality
corresponding points from the preliminary matcher [Otto and Chau, 1989]. Kim and Muller [2009]
and Kim et al. [2013] use iterative local matching, whereby matching is completed at successively
smaller window sizes to produce more refined results that use matching points with the least noise.
Data from larger windows are used as base data, which is used in the event that results from smaller
window sizes produce pixel-to-pixel slopes of 45°.

Finally, the HRSC DTMs, which are used in Chapter 3, use a local matching scheme based on

cross-correlation and least-squares sub-pixel adjustment [Gwinner et al., 2009].
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2.2.2.3 CHALLENGES OF STEREO-PHOTOGRAMMETRY

Greenfeld [1991] presents a useful outline of the problems that can affect stereo-matching quality,
which affect all three stereo-matching groups. The problems relating to the type of terrains used in
this thesis are shown in Table 2.1. To reduce some of these effects in terrain mapping, stereo-images
should be acquired with minimum differences in time or season to minimise variation in atmospheric
and lighting conditions that cause significant changes in image appearance in computer vision.
Other challenges may be unavoidable, such as the geometric and textural problems highlighted in
Table 2.1. Only by employing a more advanced and potentially more computationally expensive

matching algorithm, may these effects be reduced.

Furthermore, high-resolution pushbroom imagers, such as CTX, HiRISE, and LROC-NAC used
in Chapters 3 and 4, often suffer problems associated with camera geometry and methods [Kim
and Muller, 2009; Kirk et al., 2008]. For example, HiRISE images are composed of 20 individual
strips from overlapping Charge Coupled Devices (CCDs) that must be stitched together to form
a single image, whilst jitter, high frequency spacecraft oscillations, causes image distortions that
must be corrected for in preprocessing [Kim and Muller, 2009; Kim et al., 2013; Kirk et al., 2008].
This jitter effect is less pronounced on CTX and LROC-NAC that operate at a lower resolution and

altitude respectively.

Any of the effects in Table 2.1 can impact negatively on matching quality. Poorly matched
regions can appear as pits and spikes due to sharp differences in elevation between neighbouring
pixels, or heavily interpolated terrain where there are few or no matching points. These interpolated
regions rely on neighbouring positive matches from which to estimate elevation, and typically occur
over smooth terrains lacking in features or signal variation. The pits and spikes can be removed
during blunder detection by applying a simple smoothing filter, such as applying a threshold for
the variation within a window or maximum slope between neighbouring pixels, but large expanses
of interpolated terrain should be masked out if reliable terrain information is vital to the study, as
it is here [Kim and Muller, 2009; Kirk et al., 2008]. More sophisticated blunder detection relies
on increasing the redundancies in the matching points. This is applied in the NGATE strategy
by computing the parallax of a pixel using at least two methods, with the more reliable result,
or the result most similar to neighbourhood pixels, being chosen. NGATE also performs back
matching, whereby the reference image and moving window image are swapped, thereby doubling

the matching redundancy [Zhang et al., 2006].

Stereo-matching can be very computationally expensive, which is especially dependent on the
algorithm employed [Scharstein and Szeliski, 2002]. Rather than search for corresponding points
across an entire image, it is often possible to place constraints on the maximum disparities that are
likely to occur through some prior knowledge of camera pointing geometry and scene information,
such as a low resolution DTM over the Region-Of-Interest (ROI) in terrain mapping. For example,
in a 1000 pixel x 1000 pixel overlapping stereo region, the number of cost computations for each
point is reduced from ~10% computations to 100, if it is known that the maximum disparity in the

images, or in that region of the images, is <10 pixels.
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Table 2.1: An outline of the relevant problems that can affect stereo-matching quality for images
over bare-earth terrains, from Greenfeld [1991].

Problem Issues
Photometric Resolution due to atmospheric conditions and the camera’s optics quality (espe-
cially in the comer of the image frame). The corresponding images will have
different sharpness (a low pass filtering effect on one image only).
Reflectance such as sparkling of water bodies.
Illumination. Effect of the sun’s angle and strength of illumination due to partial
cloudiness.
Foreshortened effect. Elements smaller than pixel size which change the value of
the sampled gray level.
Digital camera radiometric calibration differences (integration time, gray level
range definition, exposure setting, etc.).
Digital camera noise during image digitization.
Geometric  Relief displacement and occluded areas.
Projective deformation.
Scale variation due to changes in the distance between the camera and the recorded
object.
Base to height ratio. The smaller this ratio, the less the effect of geometric
distortions; however, the height determination is weakened and vice versa.
Textural Existence of distinguishable structures. Featureless surfaces such as ice sheets,

sand, and man-made objects such as runways are extremely difficult to match (if
possible at all).

Repetitive texture such as roofs, marked parking lots, ploughed fields, etc.
Hanging surfaces such as multi-level highway intersections.

Ambiguous levels such as tree tops and the ground below them. - Thin objects,
which are one pixel wide, may be represented differently in the pixel grid (stair
case effect).

To further reduce the computation time in stereo-matching, the matching problem can be

reduced to a 1-dimensional search along epipolar lines, as defined in Figure 2.11, produced through

epipolar-rectification, also known as epipolar-resampling. Here, images are projecting into a

common image plane, often the projection plane of one of the images, by rotating an image to

align features, and stretching an image to match pixel sizes. Using the example above, whereby

the elevation constraints reduce the search for each corresponding point to 10 pixels, the potential

number of cost computations reduces from 100 to 10. Two methods are used to find a suitable

epipolarity model: (1) use precise knowledge of camera location and orientation, and a suitable

camera/sensor model, to apply a transform to project the images into a common plane; (2) use

image correspondence [Wang et al., 2011]. For pushbroom cameras, such as the HiRISE and

LROC-NAC, epipolar curves, rather than lines are produced [Kim, 2000].

Erroneous stereo-matches can be identified by studying the distribution of the magnitudes of
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Figure 2.11: A schematic of epipolar rectification of stereo-pairs. Rather than searching for
matching points in the entire image, which can be many millions of pixels, images can be projected
into a common frame such that the search is reduced to a 1-dimensional problem, searching along
the epipolar plane. This plane is defined by lines drawn between the centre of the projections in the
left and right images, Oy, and Og, and point i.

the matching vectors produced by plotting stereo-images adjacently. Vectors of positive matches
will generally appear similar in direction and path length, whilst negative matches may vary in
direction and path lengths, dependent upon the disparity constraints. Another method is to use
the Root-Mean-Square (RMS)-error from a previous elevation model used as a basemap, setting a
threshold to determine the maximum allowed difference between the new DTM and the basemap,

above which one can safely assume to be an erroneous value [Scharstein and Szeliski, 2002].

Finally, there is a limit to the resolution of the resulting DTMs, which are typically produced
at between 3 to 4 times the resolution of the original images (i.e. original HiRISE images are

0.25 m pixel™! and resulting DTMs are at 1 m pixel™"). This is related to the size of objects capable
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of being resolved in imagery, which is typically 3 pixels to 4 pixels across [Kirk et al., 2008;
Gwinner et al., 2010; McEwen et al., 2007, 2010].

2.2.3 LIDAR

Like laser altimeters, lidar instruments use photon TOF measurements to determine the range to an
object or surface, as described in Section 2.1.2. This section focusses on the characteristics of air-
borne lidar instruments used in high-resolution terrain mapping, such as the Airborne Topographic
Mapper (ATM), which is used in Chapter 5 [Shan and Toth, 2009].

2.2.3.1 LIDAR SYSTEMS

Airborne lidar systems typically use pulsed Nd: YAG lasers, similarly to laser altimeter systems,
as these produce 1064 nm wavelength light, which is not attenuated by absorption in the atmo-
sphere [Shan and Toth, 2009]. Recording the echo-profile enables the aerosol and vegetation
distribution to be derived, but can also be used in the processing stage to identify the true ground
return for a more accurate range measurement [Fujii and Fukuchi, 2005; Shan and Toth, 2009].

The recording of the full echo-profile is facilitated by the fact that large amounts of data can be

w Qos~

20 Hz Rotatlon o

~300 m

Figure 2.12: Schematic of ATM data collection, showing the direction of travel, overlapping
swathes, and rotational scanning of the instrument.
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Figure 2.13: Schematic of the different scanning patterns from scanning lidar, modified from Brenner [2006] and Gatziolis and Andersen [2008]. These scanning
methods are designed to increase the spatial coverage of data along each flight path by using oscillating or rotating mirrors.
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stored without the need for transmission, as is the case for planetary laser altimeters. Fine-scale
mapping is conducted at altitudes of 100’s of metres and wider scale mapping at several kilometres,
with DTMs typically produced from parallel or overlapping flight paths [Shan and Toth, 2009]. The
smaller ranging distances allow lidar to operate using smaller pulse energies and receiver telescopes
compared to space-borne systems, whilst also enabling higher pulse-rates due to the reduced photon
TOF (1.67 x 107% s at 500 m as in Figure 2.13), which can produce a denser dataset [Shan and Toth,
2009].

To fully utilise the greater pulse-rates, lidar systems often use scanning techniques to divert
pulses across a swathe, thereby increasing the spatial extent of data retrieved from each flight
path [Fujii and Fukuchi, 2005; Shan and Toth, 2009]. High-speed scanning mechanisms typically
use two mirrors to make rapid changes to the beam direction in 2-dimensions [Shan and Toth,
2009]. Examples of different swathe patterns, such as elliptical, parallel, and seesaw, are presented
in Figure 2.12 and Figure 2.13. With the exception of the parallel swathe pattern, these patterns
produce a dense irregularly spaced point cloud, which can then be converted to raster datasets [Fujii
and Fukuchi, 2005; Gatziolis and Andersen, 2008]. The ATM, used in Chapter 5, employs an
elliptical scanning pattern, which is produced by circular rotation of the laser beam and the forward
motion of the aircraft (Figure 2.12). Swathe width is dependent on instrument altitude and the
scanning angle, but is typically on the order of 100’s of metres for instruments conducting high-
resolution mapping [Csatho et al., 2005; Shan and Toth, 2009]. Flying at lower altitudes, narrowing
the scanning angle, and decreasing the flight speed increases the data density but may increase time
- the first two reduce the swathe width - and cost for collecting data. Lower altitudes also results in
a smaller pulse-footprint (~1 m), which produces more accurate elevation measurements due to
lower topographic variation within the pulse-footprint [Shan and Toth, 2009].

On-board Global Positioning Systems (GPS), Inertial Measuring Units (IMU), and Inertial
Navigation Systems (INS) ensure centimetre accuracy for geolocation and altitude of the lidar instru-
ment, which results in a highly precise, well geolocated 3-dimension model of the surface [Csatho
et al., 2005]. Using ground based differential GPS systems at the mapping location can further
improve the geolocation and elevation accuracy of the instrument and the resulting DTM [Shan
and Toth, 2009]. Higher timing resolution receivers, compared to orbiting laser altimeters, improve
the accuracy of range measurements. The RMS-error for data from lidar is typically 15 cm using
the ranges described above, which is better than the accuracy derived from orbiting instrument
stereo-pairs [Liu, 2008; Shan and Toth, 2009]. However, poor data is a common occurrence, with
some pulses reporting anomalously high terrain as a result of strong atmospheric backscatter trig-
gering the receiver; these data can be removed during blunder detection using methods described
above, such as a median filter, to the data [Csatho et al., 2005; Liu, 2008; Meng et al., 2010; Shan
and Toth, 2009]. Interpolation methods are then used to fill data gaps and produce a continuous
dataset from the irregular point cloud. Systematic errors are more complex, such as ensuring
consistent elevations across overlapping flight paths and correcting errors that may arise through

bundle adjustment, described above [Csatho et al., 2005].
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2.2.3.2 COMPARING LIDAR AND STEREO-PHOTOGRAMMETRY

A commonly assumed disadvantage to using lidar technology for high-resolution mapping is the
financial cost compared to stereo-photogrammetry [Gatziolis and Andersen, 2008; Shan and Toth,
2009; Thompson and Maune, 2002; Toth and Grejner-Brzezinska, 2000]. In fact, when elevation
post spacings of <0.66 m (0.44 m? pixel™") are required, lidar becomes a cost-effective method
of deriving elevation data, whilst for spacings >1.66 m (2.76 m? pixel™!), stereo-photogrammetry
offers a cheaper alternative: the cross-over point occurs at some point between and depends on the
surveying region and technology [Thompson and Maune, 2002].

DTM accuracy from lidar is less dependent on the instrument range, whereas the accuracy
is inversely proportional to instrument altitude for stereo-photogrammetry. Instead, lidar DTM
accuracy is more dependent on the instrument timing resolution, instrument setup, and weather
conditions: optically thick cloud and fog causes scattering that may be recorded as a surface. In
general, lidar improves the regularity of data points, reducing the need for interpolation over large
areas. However, aerial stereo-photogrammetry typically produces more data points due to higher
pixel density compared to lidar points, the drawback being that stereo-matched pixels may not be
evenly distributed across a ROI, such as over smooth, featureless terrain [Scharstein and Szeliski,
2002]. For both dataset types, applying smoothing filters across the data can reduce the visual
impact of errors in a dataset [Scharstein and Szeliski, 2002]. In practice this also introduces errors
to pixel values that were otherwise correct [Scharstein and Szeliski, 2002].

Lidar data acquisition times are longer when producing datasets of similar density and extent
due to the smaller swathe widths and, therefore, more flightpaths: lidar and stereo-photogrammetry
typically have similar FOV (~40°), but lidar must operate at a lower altitude [Leberl et al., 2010;
Baltsavias, 1999]. The advantage of lidar is that only one fly-over is required per swathe and
data can be acquired both day and night. Additionally, lidar can produce accurate bare-earth
terrain models over vegetated terrain as some of the lidar signal penetrates through gaps in a forest
canopy [Toth and Grejner-Brzezinska, 2000].

During quality control, stereo-images can be used to manually identify errors in the DTM and
map breaklines in the terrain, such as ridgelines [Liu, 2008; Thompson and Maune, 2002]. Feature
matching algorithms, as described above, can use sharp changes in contrast to identify the precise
location of such features, which can also be used to co-register the data. Despite recent gains
in breakline detection from lidar point clouds, discussed in Liu [2008], the fact remains that the
precise location of breakline features will be missing in lidar data unless a very high pulse rate is
used [Thompson and Maune, 2002].

Efficiently reducing the enormous volume of data produced during a lidar campaign to a
useable, regularly spaced, and quickly accessible dataset presents another challenge to lidar,
with the original data containing irregularly spaced echo-profiles, with over-sampling in some
areas [Gatziolis and Andersen, 2008; Liu, 2008]. Challenges also apply to the different methods
of poor data removal, especially where it can be difficult to correctly identify ground returns over

vegetated terrains [Csatho et al., 2005; Liu, 2008]. As lidar is a relatively new technology, there are
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fewer standards regarding the production and accuracy reporting of data, leading to the American
Society for Photogrammetry and Remote Sensing (ASPRS) drawing up guidelines to improve
consistency and enable comparison [American Society for Photogrammetry and Remote Sensing
Lidar Committee, 2004a,b; Liu, 2008].

Finally, it is suggested that laboratory calibration of lidar systems must be conducted at a much
higher rate than stereo-imaging systems, every 500 hrs compared to 3 yrs, whilst calibration should

also be completed for each flight campaign [Thompson and Maune, 2002].

2.2.4 REFERENCE SURFACES

Geographic, aerographic, and selenographic refers to the reference frames of Earth, Mars, and the
Moon respectively. These reference frames are defined as a solution for the location of data within
a reference system, which attempts to define the physical environment, and a model for defining
the positions on a planetary body [LRO Project and LGCWG, 2008]. DTM and laser altimeter
elevations are measured relative to a reference surface, shown schematically in Figure 2.14, which
can vary in complexity from a spherical or elliptical model of the planet to an equipotential surface.

The simplest model is a sphere, however, few planetary bodies are this kind, so a more realistic
model is an ellipsoid, defined by three axes, which accounts for the equatorial bulge caused by
rotation of a large rotating body about a central axis. Reference spheres and ellipsoids are used
as a basis for coordinate systems, with longitude measured in degrees from an arbitrary point on
the surface, known as the meridian, and the latitude in degrees from the equator [Snyder, 1987].
For a spherical coordinate system, measuring the latitude is simplified by the fact the equatorial
and polar radii are the same, and thus the system defaults to a planetocentric coordinate system,
whereby latitude is measured from the centre of the body (Figure 2.14). Two options are available
for ellipsoidal bodies: planetocentric or planetographic, the latter is defined as the angle between a
line perpendicular from the surface and the equatorial plane (Figure 2.14) [Snyder, 1987].

Unfortunately, modelling a surface as a sphere or ellipse fails to account for the change in
gravitational potential across a planetary body due to the spin of a planet and changes in density
across a surface (Figure 2.14) [Fowler, 2005; Snyder, 1987]. These effects are accounted for in an
equipotential surface, which correlates to the shape a planetary body would take if it was covered
entirely by water, assuming no changes in water density and no currents, as every point has the
same scalar potential [Fowler, 2005; Snyder, 1987]. On Earth the equipotential surface is known as
the geoid, whilst on the Moon and Mars the surface is known as the selenoid and aeroid respectively.
This surface may show only small deviations from an ellipsoid, such as the geoid which deviates
85m to —106 m from a commonly used ellipsoid, but is preferred when measuring topography,
particularly when modelling water flow [Fowler, 2005].

The commonly used parameters for Mars, the Moon, and Earth are presented in Table 2.2,
whilst specific coordinate systems and reference surfaces used by data in this work are discussed in

the relevant science chapters in Section 3.5 (Mars), Section 4.5 (the Moon), and Section 5.6 (Earth).
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Figure 2.14: Schematic describing different reference surfaces and latitude measurements, adapted
from Rossi [2008]. 6. and 6, are the planetocentric (sphere) and planetographic (ellipsoid) latitudes,
respectively. a and b are the equatorial and polar radii of an ellipse, respectively.

Table 2.2: Common planetary mapping parameters for the three planets discussed in this
work [Grayzeck, 2013; Bennett et al., 2011].

Planet Mean Radius (km) Equatorial Radius (km)  Polar Radius (km) Standard
Mars 3389.50+0.20 3396.194+0.10 3376.204+0.10 TAU2000
Moon 1737.44+0.1 1737.44+0.1 1737.4+0.1 1AU2000
Earth 6371.0 6378.1370 6356.7523 WGS84

Earth 6371.0 6378.1363 6356.7516 TOPEX
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2.2.5 COORDINATE SYSTEM TRANSFORMATIONS

Geospatial data often needs to be converted from one coordinate system to another. However,
converting between coordinate systems is not an exact process and instead requires mathematical
approximations. This section discusses the conversion between different planetary geographic
coordinate systems used in Chapter 5, based on Haran [2004] and Meeus [1991]. Conversions
between different projection systems is not discussed here, as a thorough description of the most

commonly used projection systems are discussed in Snyder [1987].

To derive the equation to convert between planetocentric, 6., and planetographic latitude, 6,

for heights on the surface of an ellipse, one must first use the equation for an ellipse

2 2
2y
=542, [2.29]
2 2 @ 2
Red Ty [2.30]
d 2 2
tan () = —— =22 =% tan(e,), [2.31]

dy xb> b2
where x and y are points on the surface of an ellipse, and a and b are the equatorial and polar radius,
respectively (Figure 2.14) [Meeus, 1991].

An iterative process using the Newton-Raphson method to find improved approximations of
a function is used to convert ICESat latitude data from the TOPEX/Poseidon reference ellipse to
the World Geodetic System 1984 (WGS 84) ellipse, as in Haran [2004]. This is repeated until

the change in distance on the surface of an ellipse, §, is small (10712 m) [Haran, 2004; Ligas and

Banasik, 2011; Meeus, 1991]. From the equations above

0, = arctan <a2 tan (u2)> , [2.32]
by
Uy =up,—9, [2.33]
f(u2)
0= . 2.34
f' (u2) 1234

Here, uy , is the value of u; for the previous loop, and

b

u; =arctan (Clltan(el)> , [2.35]
1
by

up; =arctan [ —tan(6;) ) . [2.36]
a

If 0, is less than or equal to 45°

£(81 <45) = (b} —a3) *sin (u2) +az * (ay cos (u) + hy cos (81)) * tan ()

—bajcos (uy)+hycos(0;) =0, [2.37]

aycos (uy)+hycos(0y)
cos? (uy)

f(81 < 45) = (b} — a3) xcos (u2) + a» =0, [2.38]
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if 0, is greater than 45°

(ajcos(uy)+hicos(0;))

£(81 > 45) = (af — b3) *cos (uz) + by

tan (uy)
—ap * (aycos(uy)+hicos(0)) =0, [2.39]
7'(8) > 45) =— <(a§ —03) wsin (1) + by Sin(”?)fhl Sin(el)) ~0. [2.40]
sin” (uy)

To find the height above the new ellipsoid, &;, after the new latitude has been found, one can
use the following equations

if 01 is less than or equal to 45°

ay xcos (uy) +hy xcos(01)) —ap xcos (uz)

7o (6) < 45) = ¢

241
cos (07) ’ [2.41]
if 01 is greater than 45°
ho(6) > 45) = (by *sin (uy) + (hy >l‘<sin(91))) —ap *sin (uz) . (2.42]
sin (6;)
However, near the poles and the equator, where
0, ~ 01, [2.43]
hy (Equator) =h;+a —a, [2.44]
hz(POle) =h;+by—bs. [2.45]

Using different methods to convert between coordinate systems produces only small devi-
ations from the results using the method above, as the maximum shift when converting from
TOPEX/POSEIDON ellipsoid to the WGS 84 ellipsoid is <1 m, even at #45° N, where the max-
imum shift occurs [Ligas and Banasik, 2011; National Snow and Ice Data Center, 2014a]. The
main differences between the different methods of conversion are the number of iterations required
to derive the new latitudes, and the computational time required to do so, neither of which are
issues for this work due to the relatively low number of ICESat data points (~36 000) to which the
transformation is applied [Ligas and Banasik, 2011].

2.3 ESTIMATING SURFACE ROUGHNESS AND SLOPE

2.3.1 INTRODUCTION

The work in this thesis tests the relationship between laser altimeter pulse-widths and variation
of terrain, described by surface roughness and slope, within the pulse-footprint, as proposed
by Gardner [1982] in Equations 2.5 to 2.7. Surface roughness and slope provide useful methods in
quantitative geology, a field that has been improved by the digitisation of maps, enabling ever more

complex methods to analyse, classify, and compare terrains to further our understanding of the type
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and relative strength of the formation and evolution processes that shape a surface [Wood, 1996].
However, neither slope nor surface roughness have an absolute scientific definition, with methods
depending on the field of study, data source, and personal preference [Shepard et al., 2001]. This
section describes the different methods of measuring surface roughness and slope that are relevant
to the work in this thesis, along with terrain scaling, and methods of detrending data. The section

concludes by outlining the best practices of defining and reporting these terrain variations.

2.3.2 METHODS OF CALCULATING SURFACE ROUGHNESS

In this work, surface roughness is defined as

A measure of the height variations across a horizontal plane or profile, at a defined

baseline.

This definition is adapted from that given in Shepard et al. [2001], adding the the final phrase - at a
defined baseline - to stress the fact that surface roughness is a dynamic value that, typically, varies
depending on the baseline at which it is measured. For correct interpretation and verification of a
result, the baseline should always be reported. Static measures of surface roughness typically appear
when surface roughness is derived from radar or optical scattering models, where the baseline is
fixed, and, unfortunately, this trend continues in other works, where it is possible to measure surface
roughness at a variety of baselines [Shepard et al., 2001].

The different methods of calculating the height variations along 1- (profile) and 2-dimensional
(gridded) elevation datasets are discussed below, using the review by Shepard et al. [2001]. Their
review, along with Kreslavsky et al. [2013], is used here, and in Section 2.3.8, which outlines how

surface roughness should be reported.

2.3.2.1 SURFACE ROUGHNESS FROM ELEVATION ESTIMATES

The most common method of calculating surface roughness is the RMS height [Shepard et al.,
2001], &, given as

1

E,.:[ 1 i(Z(Xi)—z)zl . [2.46]

n—135

The RMS deviation, or Allen deviation of elevation, v, is the RMS difference in elevation
between points separated by Ax, and is given by
1
l n 2 2
v(Ax) = - Z 2 (x;) — 2 (x; + Ax)] . [2.47]
i=1
Both the RMS height and RMS deviation scale with the size of the baseline at which they are
measured, which is described in Section 2.3.5 below.
The Inter-Quartile-Range (IQR) can also be used to measure the terrain distribution, which is

defined as the difference between the upper and lower quartiles, and may also be referred to as the
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mid-spread of the distribution. Kreslavsky et al. [2013] consider this to be more stable than the
methods presented above, as it is not influenced by anomalously high or low topography.

Finally, the simplest method is to use the range, r, of elevations within a baseline. Typically the
maximum difference in elevation within a baseline is used, but different thresholds can be applied,
such as 10 %, 14 % (e72), 37 % (¢ 1), or 90 % values of the maximum range, which will reduce the

effects of anomalously high or low terrain, as discussed above.

2.3.2.2 SURFACE ROUGHNESS FROM SLOPE ESTIMATES

Slope can also be used as a representation of surface roughness, where it is commonly reported in
degrees [Shepard et al., 2001]. This is not to be confused with slope, which measures the slope of
the surface over a baseline. Instead, it is a measure of the distribution of slope across a baseline, or
measures slope from a background slope, as in the case for Equation 2.51.

The RMS slope, s,, of a profile is represented as

1
2

Srms = V(AA;) = é {’1121 [z (x:) —Z<xi+Ax)]2} . [2.48]
Like the RMS deviation, the RMS slope is also dependent on the step size, Ax. This method
can be considered a poor representation of surface roughness, as outlying points within a long-
tailed frequency distribution will bias the RMS slope towards a higher value [Shepard et al.,
2001; Rosenburg et al., 2011]. The RMS slope is ideally used when the distribution is Gaussian,
which, unfortunately, is not the typical distribution of natural terrains [Aharonson et al., 2001]. To
overcome this, the absolute slope value can be used (Equation 2.50).

The effective slope, s., is commonly used in radar-scattering models and is given by

1

Ly (z(x,-)z)zl : [2.49]
=1

n—1~14
l

- |
eff C C

where C is the autocorrelation length, described below. This method can also be referred to as
the RMS slope, and may be considered a poor measure of surface roughness as it depends on two
other measures of surface roughness, RMS height and the autocorrelation length. In this way, two
surfaces that appear very different when using other measures of surface roughness can appear very
similar, if the RMS height and autocorrelation length scale appropriately [Shepard et al., 2001].

The absolute slope along a profile, s,, is given as

1 [1&
Sabs = 7~ {n; |z (x;) —z(x,-+Ax)}. [2.50]

This value helps in reducing the effect of a few high, or erroneous, values that may distort the data
when viewed using RMS slope alone [Shepard et al., 2001].
The methods described above are susceptible to long-tailed distributions of slope, which will

affect the resulting surface roughness values, but may not be representative of the terrain. Kreslavsky
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and Head [1999, 2000] present data using the median differential slope, s, given by

TAx —J—Ax ZAx —Z-A
= 2 2 al 2.51
S Ax 2Ax [2.51]

to measure the distribution of slopes from laser altimeter profile data. Here, z e and Z-Ac are the z
values at half a baseline ahead and behind the cell, and zx, and za, are the z values at one baseline
ahead and behind the cell for which surface roughness is being calculated, respectively. This
method incorporates some detrending of the data, discussed in more detail in Section 2.3.6, by
removing large baseline slopes from the data without enhancing effects from high slope values that
may be present along a profile, or within a window.

Finally, Kreslavsky et al. [2013] develop a method for deriving surface roughness over the lunar

surface using the curvature, s., of terrain along LOLA profiles, where s, is given as

IAx — T —Ax
2 2

i [2.52]

Se =

The results are downsampled to 8 pixels degree™!, and the IQR of s, values are found within each
pixel. The surface roughness maps are produced by finding the relative values compared to a typical
value for the lunar highlands. The aim is to produce a stable roughness map that enables intuitive

comparisons of terrain across the lunar surface.

2.3.2.3 AUTOCORRELATION

The autocorrelation length, C, is a measure of how a surface repeats itself across a defined
scale [Shepard et al., 2001], and can be written as
C(Ax) = 1l Ly z(x)z(x +Ax) | . [2.53]
g |n-15
The autocorrelation function is normalised covariance between the profile and itself when offset
by a step, Ax. This means that the autocorrelation is equal to 1 when Ax is equal to 0, meaning
that a profile, of length n — 1, is perfectly correlated with itself [Orosei et al., 2003]. The autocorre-
lation length is defined as the distance required to reduce the normalised correlation value to e~!
(~37 %) [Shepard et al., 2001]. Large correlation lengths are generally seen in smooth surfaces,
whereas rough surfaces have low correlation lengths [Shepard et al., 2001]. White noise has an
autocorrelation length of 0, whilst a straight line has an autocorrelation length of 1.
For estimating autocorrelation length in 2- and 3-dimensions, Moran’s I can be used as a
measure of spatial autocorrelation, which returns a value between —1 and 1, where again 1 means
perfect correlation, 0 represents a random spatial process, and —1 represents spatial diffusion.

Moran’s I, 1, is defined as:

n YiXiwij(zi—2)(z;—2)
2

I=
LiXwij Yi(zi—2)

, [2.54]
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where n is the number of spatial units indexed by i and j, and w;; is an element of a matrix of spatial
weights. Moran’s I looks at global autocorrelation, and is therefore less sensitive to local spatial
autocorrelation.

Geary’s C, I¢, is better suited for studying local autocorrelation. Rather than ranging from —1
to 1, Geary’s C ranges from O to 2, where 0 means perfect dispersion, 0 is no autocorrelation, and 2

is perfectly correlated. It is given as

_n—1 ZiZjWij(Zi_Zj)z

Ic .
2w Yi(zi— 2)2

) [2.55]

where W is the sum of all w;;.

2.3.3 METHODS OF CALCULATING SLOPE

Slope has also been used to explore differences in the magnitude and type of geological processes,
and refers to the slope of a surface relative to the horizontal [Rosenburg et al., 2011; Shepard
et al., 2001]. Slope could be included in the definition given for surface roughness above, as it is a
measure of the height variations across a surface, however, unlike surface roughness, it is dependent
on the order of the height elements within a baseline. The different methods used to measure slope
in this thesis are described below.

On a unit scale level along a 1-dimensional profile, slope is measured as the gradient of a line
between neighbouring points. At larger baselines, slope can be measured either by: (1) the gradient
of a line fitted to the two end points within the baseline; (2) fitting a line-of-best-fit to the data
within the baseline; (3) the mean unit-scale slope estimates across a baseline. These methods will
provide very different results, especially if the terrain is not a smooth continuous slope, which will
each be susceptible to different baseline slopes along the profile.

In two dimensions calculating slope can be more difficult. ArcMap calculates slope in two di-
mensions as the maximum rate of change between a cell and its eight neighbours by [Environmental

Systems Research Institute, 2012]

dz _ (c+2f+i)—(a+2d+g)

= 2.56
dx 8 x pixelsize ’ [2.56]
%:(g+2h+l).—(a.4—2b+c)’ (2.57]
dy 8 X pixelsize

180 dz\?* [dz\?
0= tan~" <) (&) ). [2.58]
b8 dx dy

The values for a to i are shown with an example in Figure 2.15. This can be applied to slopes at
different baselines by either resampling the DTM data to the desired baseline before calculating the
slope, or finding the mean slope, calculated at the original DTM resolution, within a baseline. In
preliminary work for Section 3.8, it was shown that these methods produce very similar results.
The resulting slope value using the example DTM values in Figure 2.15 is 75.26°, if the pixel size

is Sm.



2.3. ESTIMATING SURFACE ROUGHNESS AND SLOPE 81

Figure 2.15: Schematic and exam-
ple DTM patch used to calculate
the slope in ArcMap using Equa-
tions 2.56 to 2.58. These equations d e f 30 | 30 | 30
calculate slope for pixel e. If any
pixel values are missing, they are as- g h i 8 10 10
signed the value of e.

Another method, used particularly with ICESat data in Chapter 5, calculates slope as the
maximum slope of a plane fitted to elevation data extracted from within laser altimeter pulse-
footprints. This method is considered more accurate as it uses all elevation points within a window
and can produce slope estimates at different baselines using the full resolution data, and detrended
surface roughness. The equation to calculate the maximum slope, derived from the equation for a

plane, is given as

z=ax+by+c, [2.59]

0= ? tan~" (\/al +b2) . [2.60]

Using this method slope is effectively calculated at a baseline equal to the width of the elevation data
used to produce the plane. The resulting slope value using the example DTM values in Figure 2.15
is 75.62°, assuming the same pixel size as above.

Beyond this, aspect, curvature, and convexity can also provide statistical information about a
surface, but as these values cannot be determined from laser altimeter pulse-widths they are not
discussed here [Wood, 1996, Chapter 4].

2.3.4 TERRESTRIAL EXAMPLES OF ROUGHNESS

To give a context to the expected surface roughness values, Figures 2.16a to 2.16d show schematics
and a table of the mean, maximum, and minimum surface roughness, as measured using RMS
height, for four example terrains observed on Earth. Figure 2.16a shows a smooth (5°) sloping plane,
dotted with few rocks and boulders. Figure 2.16b shows a rough (5°) sloping terrain, modelled on
the terrain used in Shepard et al. [2001], who use an elevation profile along a lava field to explore
how different measures of surface roughness respond to the terrain. Here, the boulders are much
larger and more closely spaced. Figure 2.16¢ shows a series of linear, equally spaced dunes (5 m),
all of equal height (10 m) and length (65 m). Figure 2.16d shows a schematic of a sea cliff face,
similar to those found on the south coast of the UK. The sea is modelled as a smooth surface, with
a gently (3°) sloping beach, landslide deposit material at the base of a 100 m high cliff, and a gently
sloping cliff top (3°).

The data in the tables beneath each schematic give an indication as to how RMS height responds
to each of the terrains at different baselines. The surface roughness values are produced across 11
different baselines between 2 m to 500 m, which are similar to those used in Chapter 3. Figure 2.16a

produces the lowest mean surface roughness values until the 250 m baseline data, above which
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S5m

Sm
2m

2m

500 m

Value 2m Sm 7m I0m 15m 25m S50m 75m 100m 250m 500m

Mean 0.11 025 033 042 057 083 143 203 264 637 12.69
Max 289 229 226 225 220 206 212 247 296 647 12.69
Min 000 000 019 026 033 057 120 175 236 627 12.69

Figure 2.16a: Terrestrial example of roughness over a smooth, sloping plane, dotted with some
rocks and boulders. The table shows the mean, maximum, and minimum roughness values observed
along the profile.

50 m
~ 20m
2 2 00s
3 3 3
50

500 m

Value 2m S5m Tm I0m 15m 25m 50m 75m 100m 250m 500m

Mean 0.79 218 290 370 486 6.19 726 731 758 956 1492
Max 13.50 10.50 10.27 10.15 952 935 826 856 848 1020 14.92
Min 0.00 000 0.00 0.00 0.00 310 526 6.69 643 864 1492

Figure 2.16b: Terrestrial example of roughness over a rocky plane, with a high density of rocks and
medium and large boulders. This could be analogous to the lava field used in Shepard et al. [2001].
The table shows the mean, maximum, and minimum roughness values observed along the profile.
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Wind Direction

500 m

Value 2m Sm 7m I0m 15m 25m S50m 75m 100m 250m 500m

Mean 0.18 040 054 0.76 1.10 171 276 3.07 3.00 3.05 3.0l
Max 044 099 135 189 279 379 3.69 312 321 314 3.01
Min 000 000 0.07 025 048 093 198 299 275 295 3.01

Figure 2.16c: Terrestrial example of roughness over a dune field. In this case, the dunes are
consistently spaced, small dunes. The table shows the mean, maximum, and minimum roughness
values observed along the profile.

Cliff Top

CIiff

Landslide
Sea Beach 30° 20m
° 6m
3 14m
113 m 113m 35m 225m
500 m

Value 2m S5m Tm I0m 15m 25m 50m 75m 100m 250m 500m

Mean 0.17 038 052 074 112 193 418 673 9.63 3745 53.38
Max 401 897 1225 17.17 2536 3256 3859 42.05 4439 49.75 53.38
Min 000 0.00 000 0.00 000 000 000 000 0.00 3.80 53.38

Figure 2.16d: Terrestrial example of roughness over a cliff area, with sea, beach, landslide material,
and cliff top. The table shows the mean, maximum, and minimum roughness values observed along
the profile.
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the Figure 2.16¢ produces the lowest values. This is due to the long baseline sloping terrain in
the former, compared to the short baseline slopes observed in the dunes. The roughest terrain at
baselines of 2m to 75 m is observed over Figure 2.16b due to the large size and small spacing
between the modelled boulders. Above these baselines the cliff schematic produces the greatest
surface roughness values, which is a result of the much larger variation in topography typically
observed throughout the schematic.

Finally, the peak in surface roughness values can provide an indication as to the size of the
features found in a terrain. For example, Figure 2.16¢ shows a peak roughness value at 75 m when
using the mean and at 25 m when using the maximum. These values correlate well with the entire
length of individual dunes and the steepest side of the dune respectively. Similarly, the sharp
increase in surface roughness values observed over 10 m to 25 m baselines when looking at the
maximum in Figure 2.16d suggests that the greatest topographic variation, i.e. the cliff face, is

observed at these baselines.

2.3.5 THE HURST EXPONENT AND FRACTAL DIMENSION

Early work by Horton [1945] and Hack [1957] reveals the scale-invariant nature of stream networks.
Since then, this has been extended to topography [Dodds and Rothman, 2000; Grohmann et al.,
2009; Lovejoy and Schertzer, 2007; Orosei et al., 2003; Pelletier, 1997; Turcotte, 1997], crater
counting and crater depth-to-diameter scaling [Hartmann, 1965; Pike, 1974, 1977], and rock-size
frequency distributions [Golombek and Rapp, 1997], and extends to surface roughness and slope
estimates [Shepard et al., 2001]. This ability for terrain to look similar at vastly different scales
allows the properties of terrain at smaller scales to be predicted using the properties at much larger
scales, and vice-versa, and is part of the reason scale bars are included in images [Shepard et al.,
2001].

The Hurst exponent, H, is a scaling parameter that represents the gradient of the line-of-best-fit
between the surface roughness or slope parameter and the baseline length (Figure 2.17) [Shepard
et al.,2001]. H has a values between 0 and 1 for real surfaces, where 1 suggests that the surface is
replicated exactly at all scales and 0 suggests no scaling law applies. It is related to the previously
described roughness parameters as follows

The relationship between the RMS elevation, &, changes and the profile length, Ax, is

&(L) =% (AA;))H, [2.61]

where & is the RMS elevation of the profile computed at unit scale, xo [Shepard et al., 2001].

The relationship between RMS deviation, v, and the baseline length is

Ax \?
v (Ax) =vy (Axo) , [2.62]

where Vg is the v value at unit scale, Axy [Shepard et al., 2001].



2.3. ESTIMATING SURFACE ROUGHNESS AND SLOPE 85

The RMS slope, s,, is related to the baseline length as

Ax 1-H
Srms (Ax) = Srms’() <Axo> s [263]

where s, is the s, value at unit scale of the data, Axg [Shepard et al., 2001].

The simplest method for calculating the Hurst exponent is using the variogram, a log-log plot of
surface roughness against the baselines [Shepard et al., 2001]. The Hurst exponent is the gradient
of the line-of-best-fit, over an area of the plot where a simple linear relationship may be found.
If all the data fits well onto one linear line-of-best-fit, then the terrain is referred to as fractal
(Figure 2.17.a); if the data fits onto two or more linear lines of best fit then the terrain is referred to
as multi-fractal (Figure 2.17.b). It is not uncommon for there to be more than one Hurst exponent
value within a variogram, as it is not expected that surfaces get infinitely rougher at smaller scales,
nor indefinitely larger at larger scales [Shepard et al., 2001; Orosei et al., 2003]. The baseline at
which a sudden change in gradient occurs is known as the breakpoint, X}, and has been shown to be
an indicator of surface formation and evolution, not the Hurst exponent value itself [Shepard et al.,
2001; Rosenburg et al., 2011]. The value of X, indicates the scale at which competing formation
and evolution processes are equal in magnitude, and also indicates the point small scale surface
processes overtake those acting on larger scales. Shepard et al. [2001] note that a variogram can
reveal more complex behaviour, such as that shown in Figure 2.17.c. Here, the plot follows a

polynomial, where the maximum is thought to be related to the periodic behaviour of the surface.

2.3.6 DETRENDING AND [SOTROPY

Removing background trends from elevation data, in a process known as detrending, before surface
roughness and slope are calculated, can help reveal small-scale geological processes [Kreslavsky
and Head, 2000; Kreslavsky et al., 2013; Shepard et al., 2001]. Equation 2.7 suggests that the
detrended surface roughness could be derived from laser altimeter pulse-widths, adding an extra
depth of information to laser altimeter data. To test this, detrended surface roughness from DTM
data is compared to the roughness contribution to pulse-width, using Equation 2.7, in the following
science chapters.

Different methods can be used to detrend data. Shepard et al. [2001] suggest detrending should
be carried out by subtracting a line-of-best-fit from the elevation data at the baseline, such that the
mean of the data is zero. Alternatively, Kreslavsky and Head [1999, 2000] apply Equation 2.51
to remove trends at twice the baseline of interest in their study on MOLA elevation profile data.
This removes the effect of outliers, anomalously high or low terrain, along a profile to prevent them
drastically altering surface roughness and slope estimates at a location.

Detrending is not without possible disadvantages, however. By attempting to highlight fine-scale
roughness, typically 10 % of the profile length, Shepard et al. [2001] suggest that detrending may
remove large scale roughness features that may be important for the interpretation of a particular

terrain. They also note that detrending may introduce a bias to the data, which can change the
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Figure 2.17: Plots showing the scaling nature of surface roughness for fractal and multi-fractal
terrain [Shepard et al., 2001]. (a) Fractal terrain, where RMS deviation plotted against the baseline
on a log-log plot reveals a single linear relationship. (b) Multi-fractal terrain, where RMS deviation
plotted against the baseline on a log-log plot reveals two linear relationships, with a clear change
in gradient of the line-of-best-fit, known as the breakpoint. (c) A more complex, polynomial
relationship between RMS deviation and the baseline on a log-log plot, whereby the maximum
(shown) is thought to be related to periodic behaviour at this wavelength.

breakpoint, as discussed in Section 2.3.5.

Where the data allows, i.e. for 3-dimensional datasets, it is also possible to determine surface
roughness and slope at different azimuths. Doing so can help determine direction dependent surface
formation and evolution processes that may help in historical interpretation of a terrain. This can
be particularly important in determining the direction and relative magnitude of prevailing winds
in dune formation, as well as the formation of glacial and volcanic terrains [Shepard et al., 2001].
Unfortunately, laser altimeter pulse-widths cannot be used in this way, as they do not record the
location of high or low terrain within the pulse-footprint, instead, only revealing a measure of the

distribution of terrain within the pulse-footprint.

2.3.7 EFFECTIVENESS

An effective measure of surface roughness should not only allow geologists to compare terrains, but
must also be intuitive to understand. Measures such as the Power Spectrum, and the Autocorrelation
length may enable quantitative comparison between terrains, but neither are intuitive [Shepard
et al., 2001]. Additionally, the Power Spectra has no simple relationship with other measures of
surface roughness, and often appears noisy on a variogram, making it difficult to calculate any
Hurst exponent or identify breakpoints [Shepard et al., 2001].

Kreslavsky et al. [2013] present maps of dimensionless surface roughness to get around the
fact that the IQR of s, (Equation 2.52) is not intuitive, by setting values relative to typical values
observed over the lunar highlands. In this way, researchers can compare surface roughness across
the lunar surface, with only the prior knowledge that the lunar highlands are rough. This may be
effective for comparing terrains on individual planets, but is unlikely to become a standardised
method for comparing terrains between planets, as it may be difficult to chose a relative unit that

can be applicable to all planetary terrains. Furthermore, the typical value Kreslavsky et al. [2013]
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use for the lunar highlands may change as datasets improve in resolution and accuracy, making
subsequent comparisons between datasets difficult [Wood, 1996, Page 15].

To make comparisons of surface roughness between planets, surface roughness must be mea-
sured using a common, easily transferable set of methods that enable simple comparisons across
a variety of terrains and planets. Although these values will also be affected by changes in DTM
quality, the effect can easily be reported and accounted for in error analysis.

There is also a question of stability, which is touched upon in Section 2.3.2. Kreslavsky et al.

[2013] define a stable measure of surface roughness to be

...if there is a homogeneous geological unit, its roughness calculated over a large data

set and over a small (but representative) subset of the same data should be similar.

This attempts to address the problem of anomalously high or low terrain (or slope) within a profile,
or plane, significantly affecting the reported value of surface roughness, or slope, that is not typical
to the geological unit, which is also addressed in Equation 2.51 from Kreslavsky and Head [1999,
2000]. This is a common occurrence for naturally occurring terrains, which typically have long-
tailed frequency distributions of elevation and slope [Kreslavsky and Head, 1999, 2000; Kreslavsky
et al., 2013; Shepard et al., 2001].

Similarly, stability can extend to producing maps with low noise and high visual sharpness, and
characterising the topography [Kreslavsky et al., 2013]. These features are less applicable to this
work, as the aim here is to calibrate and develop methods for deriving surface roughness and slope
from laser altimeter pulse-widths.

In practise, measures such as RMS height may be more applicable to the work outlined in this
thesis, as estimates of terrain effects from laser altimeter pulse-widths are theoretically related to

the variance within the pulse-footprint.

2.3.8 HoOw SHOULD SURFACE ROUGHNESS AND SLOPE BE REPORTED?

In their work exploring the surface roughness of natural terrains, which attempts to set out a
common scientific method to surface roughness studies, Shepard et al. [2001] provide an outline
of how surface roughness should be reported to enable repetition and comparison of results. Of
interest to this study are their suggestions that the baseline must be reported, hence the addition to
the definition of surface roughness in this work, along with inaccuracies in the DTM. Additionally,
any detrending should also be reported in the description of the dataset, including the methods and
the baselines at which the data is detrended. Their suggestion that surface roughness is calculated at
different azimuths is not applicable here, as it is not possible to derive azimuth dependent processes
from laser altimeter pulse-widths.

The surface roughness estimates used in this work are the RMS height, IQR, and range, which
are not only common, but also easily applied in ArcMap, the principal software environment used
for the mapping elements of this work. DTM uncertainty will also be reported as the RMS-error
from ground reference points, which, due to the lack of ground control data for planetary surfaces,

will typically be the altitude derived from the orbiting laser altimeters. This study also works on the
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principle that poor DTM data will be removed or masked out, rather than attempting to interpolate
terrain to a visually realistic, but potentially incorrect alternative. This is because accurate terrain
data is vital to the work, in order to be able to correctly calibrate the laser altimeter data explored in
this thesis.

Finally, one process unique to this work, is deriving surface roughness and slope estimates with
a weight to represent the energy distribution across the pulse-footprint, as described in Section 2.1.5.
This predominantly applies to the work in Chapter 5, where we have access to accurate information
of the location, geometry, and energy distribution, but is also touched upon in Chapter 3. The
methods to apply this correction are described in the relevant science chapters, as the methods vary

depending on data source.



MARS: ASSESSING MOLA
PULSE-WIDTHS

The effective calibration of MOLA pulse-widths provided the original motivation for
the work in this thesis: the aim being to find a consistent relationship across multiple
sites that could be extrapolated to the rest of Mars to produce accurate maps of surface
roughness and slope from laser altimeter pulse-width data. This chapter presents
a background literature review to Mars surface roughness and slope using current
datasets, followed by a description of the instruments and methods used for the work
in this chapter. The results are split into three studies that explore the relationship
between: MOLA pulse-widths and surface roughness using HiRISE DTMs over the
final four MSL candidate landing sites; Slope-Corrected pulse-widths and surface
characteristics over much rougher terrain; the roughness contribution to pulse-width
and detrended surface roughness. The results suggest these pulse-widths are correlated
to surface roughness over sites considered for landing and roving sites, and slope
over very rough terrain. Little correlation is observed where terrain is heterogeneous
over short baselines and with detrended surface roughness, which is attributed to

georeferencing errors and poor pulse-width measurement.
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3.1 INTRODUCTION

The insertion of Mars Global Surveyor (MGS) into orbit around Mars ended a near-20 year hiatus
of successful orbital missions to the planet [Albee et al., 1998]. A science goal of the Mars Orbiter
Laser Altimeter (MOLA), one of five instruments on-board, was to characterise the surface at
~100 m-scales using laser altimeter pulse-widths [Gardner, 1992; Neumann et al., 2003a; Smith
et al., 2001]. Whilst it has been possible to corroborate the quality of global elevation data by
comparing data at orbital crossover points, it has not possible to make quantitative comparisons
to verify the quality of pulse-width data over regional scales until the advent of high-resolution,
high-quality Digital Terrain Models (DTMs) from subsequent missions [Kirk et al., 2008; Kim and
Muller, 2009; Kim et al., 2013]. Nor is it known the true effect of energy distribution within the
pulse-footprint, which is revised from ~170 m to ~75 m in Neumann et al. [2003a] to account for
the concentration of energy within the central half of the pulse-footprint. The work in this chapter
attempts to address these issues by using high-resolution DTMs from the High Resolution Imaging
Science Experiment (HiRISE) and the Context Camera (CTX) to produce accurate estimates of
surface roughness and slope produced at different baselines, to which different versions of the
MOLA pulse-widths are compared and effectively calibrated. The aim is to identify the best
performing MOLA dataset and find a consistent relationship that can be extrapolated to global
coverage to enable accurate and reliable comparisons to be made between different Martian terrains
and with terrestrial analogues, to further our knowledge of surface formation and evolution, and

identify candidate landing and roving sites.

3.2 LITERATURE REVIEW

Recent research on global Martian surface roughness use a range of datasets including (1) MOLA
elevation profiles and pulse-width data [Garvin et al., 1999; Kreslavsky and Head, 1999, 2000;
Neumann et al., 2003a; Smith et al., 2001], (2) radar data from Mars SHAIllow RADar sounder
(SHARAD) and Mars Advanced Radar for Subsurface and Ionosphere Sounding (MARSIS) [Camp-
bell et al., 2013; Grima et al., 2012; Mouginot et al., 2009; Picardi et al., 2004], and (3) thermal
emission data from Thermal Emission Spectrometer (TES) and THermal EMission Imaging Sys-
tem (THEMIS) [Hébrard et al., 2012; Mushkin and Gillespie, 2006], which, depending on the
instrument, provide estimates of surface roughness at 10 m to 10 km baselines. Local studies have
used both DTMs and high resolution surface imagery to assess the roughness, typically for landing
and roving site selection [Golombek et al., 1997, 1999, 2005, 2009, 2012a,b; Grant et al., 2011b].
These studies typically use high-resolution images, which are not used in global comparisons due
to the relatively low global coverage [Cord et al., 2007; Kim and Muller, 2009; Kim et al., 2013;
McEwen et al., 2010].

Garvin et al. [1999] explore the relationship between pulse-width and surface characteristics,
using data from 18 orbits from early in the mission and applying minor corrections for instrument

effects. They find the Northern Plains to be smoother than any desert on Earth, and conclude that
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pulse-widths represent surface roughness rather than slope over most areas of Mars, mirroring
a result from Shuttle Laser Altimeter (SLA)! pulse-widths over terrestrial dunes [Garvin et al.,
1998]. Using these findings, the theory proposed by Gardner [1992], and data from the first year’s
mapping, Smith et al. [2001] present a map of the global distribution of surface roughness from
pulse-width data. This map is updated by Neumann et al. [2003a], who remove large amounts of
saturated and cloud hitting pulses from the original Precision Experiment Data Record (PEDR)
dataset, and apply large-scale slope corrections, both along- and across-track, to the pulse-width
values using Equation 2.7 and a 1 km gridded MOLA elevation dataset. The result is shown in
Figures 1.1a and 1.1b in Chapter 1. As part of their study, Neumann et al. [2003a] suggest the
MOLA pulse-footprint is approximately half the original 168 m estimate given in Smith et al.
[2001], owing to hot-spot effects, as discussed in Section 2.1.5. From this, Neumann et al. [2003a]
propose that MOLA pulse-widths provide estimates of surface roughness at 35 m baseline rather
than 100 m, which assumes the original pulse-footprint estimate.

Extensive work on calibrating these pulse-widths has yet to be conducted, but early work
by Anderson [2003] supports the idea that MOLA pulse-width could be used in landing site
selection, and later work by Kim and Muller [2008] and Kim and Park [2011] suggests there could
be a correlation between these pulse-widths and surface roughness at larger scales. Anderson [2003]
find good agreement between pulse-widths and slope using ground data from Mars Exploration
Rover (MER), and geologic features as identified from Mars Orbiter Camera (MOC) images. They
also observe self-affine topography from MOLA pulse-width slope estimates and longer baseline
elevation profiles, suggesting that finer-scale slope can be predicted from MOLA elevation profiles.
Kim and Muller [2008] and Kim and Park [2011] make quantitative comparisons between MOLA
pulse-widths and surface roughness estimates from DTMs across three sites on Mars, using HiRISE
and High Resolution Stereo Camera (HRSC) data. They observe weak correlations, but stress that
this is only an initial result over a small number of test sites, with a best correlation observed at a
50 m baseline when using the HiRISE data.

Kreslavsky and Head [1999, 2000] present maps of surface roughness from MOLA eleva-
tion profiles at 0.6km, 2.4km and 19.2 km baselines (Figures A.1 and A.2). They developed
Equation 2.51 to remove the effect of slopes at twice the baseline at which they are studying, to
highlight smaller scale features from the background slope. Both Kreslavsky and Head [1999,
2000] and Smith et al. [2001] show a correlation between surface roughness and geologic features
and terrains, however, the clearest feature in these maps is the Mars dichotomy, with the northern
plains appearing much smoother than the rough southern highlands. Smaller features such as the
dunes around the northern polar cap (210° E, 80° N) also show up as being rough at 0.6 km baseline
in Kreslavsky and Head [1999, 2000], as well at pulse-footprint scales in Neumann et al. [2003a].

The roughest terrain is found around Olympus Mons, an area known as Lycus Sulci (215°E,
30°N) [Kreslavsky and Head, 1999, 2000; Neumann et al., 2003a]. The formation processes of the

terrain are discussed in the Section 3.8, but can be summarised by a series of extensional features

ISLLA was a precursor to the MOLA and Ice, Cloud, and land Elevation Satellite (ICESat) missions produced from
MOLA flight-spares
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formed of material that has slipped from Olympus Mons. In the Kreslavsky and Head [1999, 2000]
data, these aspect dependent roughness features could lead to a bias in the results, as this data
effectively uses north-south orientated profiles and could therefore underestimate roughness in the
east-west direction, whereas the surface roughness estimates from pulse-widths are independent of
aspect and do not have such problems. Other notable features are Vallis Marineris (300° E, 0° N)
and the chaos terrains to the east of this canyon system (270° E to 345° E, 0° N), regions of very
rough terrain in both map types.

Surface roughness derived from radar using SHARAD, shown in Figures A.3 and A.4, shows
good agreement with that from MOLA elevation profiles and pulse-widths, whilst Grima et al.
[2012] observe that SHARAD reflectivity correlats well with surface slope [Campbell et al., 2013].
Lycus Sulci, the northern dunes, and Vallis Marineris, appear similarly rough in both this data and
MOLA data.

Finally, Hébrard et al. [2012] present aerodynamic roughness length maps derived from rock
abundance maps (Figures A.5 to A.8). The rock abundance maps are inferred from TES, and
converted to aerodynamic roughness length data using the relationship derived in Marticorena et al.
[2006]. Like Anderson [2003], this data is calibrated using data from Mars landing sites, before
being extended to the rest of Mars.

Other than in geological studies, how have these roughness maps been used? Heavens et al.
[2008] use the Neumann et al. [2003a] and Kreslavsky and Head [1999, 2000] data to derive maps
of aerodynamic roughness length, which are applied in climate models to study the sensitivity
of climate models to surface roughness. More commonly, surface roughness data has been used
to find safe landing and traverse sites for landers [Golombek et al., 1999, 2005, 2012a]. Recent
landing site selection has been able to use high-resolution DTMs to derive maps of local surface
roughness, using techniques described in Section 2.3, but these DTM datasets are yet to achieve
global coverage, calibrating MOLA pulse-widths could provide a useful tool for identifying target
sites [Golombek et al., 1999, 2005, 2012a; Grant et al., 2011b].

3.3 MARS ORBITER LASER ALTIMETER

MOLA was one of five science instruments on-board MGS [Smith et al., 2001]. The primary
goal was to map the topography of the planet at a level suitable for geophysical, geological,
and atmospheric circulation studies, as shown in Figures 3.1a and 3.1b, whilst secondary goals
included improving our knowledge of the 3-dimensional structure of Mars’ atmosphere, local
surface characterisation, surface reflectivity, and seasonal changes in the polar environments [Smith
et al., 2001]. Most of these goals were completed during the mapping phase (1999 to 2001), before
the laser failed after 670 x 10° pulses [Smith et al., 2001]. This section describes the instrument,
with a schematic and outline of the instrument shown in Figure 3.2 and Table 3.1 respectively. The
background theory of laser ranging is discussed in Section 2.1.

The instrument operated mainly at nadir pointing angles, collecting data directly beneath the

orbit path of MGS; but was occasionally forced to operate at other angles to accommodate for
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Figure 3.1a: Map of Mars topography from MOLA [Smith et al., 2001]. This data is the gridded version of the dataset, with a resolution of 463 m per pixel. Some
areas, particularly around the equator, are heavily interpolated due to the 4 km average inter-orbit spacing at the equator [Smith et al., 2001].
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Figure 3.1b: Map of Mars polar topography from MOLA [Smith et al., 2001]. This data is the gridded version of the dataset, with a resolution of 463 m per pixel.
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Figure 3.2: Schematic of the MOLA instrument that forms part of the MGS science payload,
adapted from Abshire et al. [2000]. Table 3.1 gives an overview of instrument performance.

instruments [Smith et al., 2001]. Figure 2.1 shows some planned orbits (Top), and the actual orbits
with elevation data over Eberswalde Crater (Bottom). For regional and global studies, the MOLA
gridded elevation dataset is particularly useful, however, with a typical inter-orbit spacing at the
equator of 4 km, studying localised areas should include high-resolution elevation datasets, such as
those discussed in Section 3.4, as the interpolated terrain is not reliable [Smith et al., 2001].

The MOLA elevation dataset remains the highest resolution, and most reliably georeferenced,
global elevation dataset available over Mars (Figures 3.1a and 3.1b) [Gwinner et al., 2009; Kirk
et al., 2008; Neumann et al., 2003a]. To make an elevation measurement: a pulse is fired towards
the target surface (Figure 3.3a), which triggered the start of the ranging timing unit. The timing
unit stopped when the echo-profile surpassed a threshold that was controlled, and continuously
adjusted, by on-board software that used the received energy of previous pulses and background
noise to estimate a sensible threshold [Abshire et al., 2000; Smith et al., 2001]. To minimise noise
from backscattered solar photons, a range gate between 20 km to 80 km of the expected elevation
was used, which was reduced to the minimum when terrain was correctly identified in previous
pulses [Smith et al., 2001]. The 2.5 ns timing resolution of the instrument resulted in a theoretical
elevation accuracy of 0.38 m on smooth level surfaces, which in practise was <1 m and ~10 m over
slopes of 30° [Abshire et al., 2000; Smith et al., 2001]. A combination of this level of elevation
accuracy and a horizontal accuracy of <100 m means that the MOLA elevation dataset is commonly
used as a basemap to which other Mars datasets are co-registered [Gwinner et al., 2009, 2010; Kim
and Muller, 2009; Kim et al., 2013; Kirk et al., 2008; Neumann et al., 2003a].

Stopping the laser ranging unit automatically triggered the start of the pulse-width timer, which
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Table 3.1: Characteristics of the MOLA instrument, from Smith et al. [2001].

Element Parameter Specification
Mass 23.8kg
MOLA
Power consumption 342W
Laser type diode pumped, Q-switched, Cr:Nd:YAG
Wavelength 1064 nm
. Pulse rate 10Hz
Transmitter
Energy 48 mJ pulse™
Laser divergence 420 prad
Pulse length 8ns
Mirror 50 cm parabolic
Receiver Detector silicon avalanche photodiode
Field of view 850 urad
Microprocessor 80C86
. TIU frequency 99.996 MHz
Electronics
Filter channel widths 20ns, 60ns, 180 ns and 540ns
Data rate 618 bits~! continuous
Maximum ranging distance 787 km
Range resolution 37.5cm
. Vertical accuracy 1m
Resolution
Surface spot size 168 m (75 m in Neumann et al. [2003a])
Along-track pulse spacing 300 m
Across-track pulse spacing 4km
Table 3.2: MOLA filter channel characteristics from Smith et al. [2001].
Characteristic 1 2 3 4
Description Smooth Moderate Rough Clouds
Channel Width (ns) 20 180 540
Terrain Height Variation 3 27 81
Surface Slope (°) 1.0 2.9 8.6 24.2
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Figure 3.3: Schematic of MOLA pulse divergence over terrain (a), an example SLA echo-profile

over terrestrial desert terrain (b), and how different divergence angles determine the scale of
roughness features the pulse-widths respond (c).

stopped when the echo-profile dropped back below the threshold, as shown in Figure 3.3b. Unlike
the Earth-orbiting SLA, which included an on-board signal digitiser, MOLA returned only the
pulse-width and not the echo-profile (Figure 3.3b) [Garvin et al., 1998]. An estimate of the Full

Width Half Maximum (FWHM) pulse-width was calculated from the received energy and the
threshold pulse-width and provided the PEDR dataset.

To increase detection probability, received pulses were amplified and the pulse-width was
matched to one of four filters that best fitted surface or atmospheric properties, as outlined in
Table 3.2. However, the pulse-width channel did not have to match the channel that recorded

the ranging measurement, which used the filter that exceeded the detection threshold and had the
shortest impulse-response width (Equation 2.5) [Smith et al., 2001].

The original MOLA data is stored in PEDR files, and includes the threshold and FWHM pulse-
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Table 3.3: Criteria for excluded pulses during

production of the Slope-Corrected MOLA pulse-  Criteria Value

width dataset from the PEDR [Neumann et al.,

2003a]. Off-Nadir Angle (°) <2
Valid Altitude Flag 0
Energy Counts <255
Pulse-Width Counts <63

width estimates, the latter are used to estimate surface roughness in Smith et al. [2001]. A second
version of the pulse-widths, known as Slope-Corrected pulse-widths, is presented in Neumann et al.
[2003a] and presented in Figures 1.1a and 1.1b. These pulse-widths use a version of the MOLA
gridded elevation dataset to make 1 km along- and across-track slope corrections to the PEDR
pulse-widths to derive estimates of roughness from background slope, as in Equation 2.7. Cloud
hitting pulses, from which Neumann et al. [2003b] present a two-year Martian cloud study, returns
that saturated the receiver, and large off-nadir pulses are also removed to improve dataset quality

(Table 3.3). Of the remaining pulse-widths, Neumann [2011] states that they

... are generally values that are attenuated by some amount of dust and scattering in
the atmosphere, which may introduce forward-scattering dispersion of pulses but that

didn’t seem to matter unless the pulses were very weak (energy down around 10).

As Neumann et al. [2003a] already remove low energy echo-pulses, the effect of forward scattering
is minimised in the Slope-Corrected dataset. Further identification of affected pulses is not possible
as the corresponding atmospheric dust concentrations are not known, but as the atmosphere is
very thin (4 mbar to 6 mbar), this effect is assumed negligible and path extension due to forward
scattering is thought to be a few centimetres [Abshire et al., 2000].

Finally, Smith et al. [2001] assume the PEDR dataset to estimate surface roughness at ~100 m
baseline, whilst Neumann [2011] assume 90 % of the energy to be concentrated within half the
radius of the original pulse-footprint estimate and therefore reduces the surface roughness baseline
to 35m. To be able to test these estimates of baselines at which MOLA pulse-widths estimate
surface roughness (Figure 3.3c), the pulse-widths are compared against surface characteristics from

high-resolution DTMs, which are discussed in the following section.

3.4 DIGITAL TERRAIN MODELS

The high-resolution DTMs used in this chapter are derived from stereo-photogrammetry. This
section introduces the cameras and an overview of the resulting datasets. Of the three camera
systems introduced here, only data from HiRISE and CTX are compared to the MOLA pulse-widths;

the HRSC instrument is used during co-registration, which is described in Section 3.6.
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3.4.1 HIGH RESOLUTION IMAGING SCIENCE EXPERIMENT CAMERA

The HiRISE instrument is one of six scientific instruments on-board the Mars Reconnaissance
Orbiter (MRO), which has been operational since 2006 [HiRISE, No Date.; Zurek and Smrekar,
2007; McEwen et al., 2007, 2010]. As of February 2014, over 31 000 images were available,
each capturing the surface at unprecedented resolution (0.25 m pixel™! to 0.30 m pixel™"), but at the
expense of spatial coverage: typical image size is 5 km to 6 km by 25 km to 30 km [McEwen et al.,
2007, 2010; HiRISE, No Date.; Zurek and Smrekar, 2007]. The low spatial coverage of individual
images means that each image must be of high scientific value, which requires careful planning,
with each image classified into one or more of 18 science themes, and a special emphasis on
candidate landing sites [McEwen et al., 2007, 2010]. To date, these images have enabled scientists
to study (1) seasonal changes such as recurring slope linea [McEwen et al., 2011], (2) bedrock
stratigraphy and mineral deposits [Noe Dobrea et al., 2010; Rice et al., 2011; Thomson et al., 2011],
and (3) the geological characterisation of landing sites and identify potential hazards for landers
and rovers [Grant et al., 2011b; Golombek et al., 2012a].

HiRISE images are produced from 14 separate Charge Coupled Devices (CCDs), with greyscale
images produced using 10 adjacent CCDs and colour images produced over a region occupying the
central two, as shown in Figure 3.4 [McEwen et al., 2007, 2010]. As the viewing angle relative to
MRO is fixed, off-nadir viewing angles for stereo-pairs are produced by spacecraft roll, as shown in
Figure 3.5 [McEwen et al., 2007, 2010]. This means that images must be acquired during different
orbits [McEwen et al., 2007, 2010]. To minimise the differences between images due to seasonal
effects, such as frost deposition, and atmospheric effects, such as dust storms and clouds, stereo-
images are typically taken within 2 months of each other [McEwen et al., 2010, 2011]. The HiRISE
team aim for a 15° difference in viewing angle between stereo-pairs, from which 1 m pixel™! DTMs
with 0.20 m vertical precision can be produced [Kirk et al., 2008; Kim and Muller, 2009; Kim
et al.,2013; McEwen et al., 2010]. Significant visual differences in images pairs is one reason for
poor stereo-matching in the DTM production process, as discussed in Section 2.2.2.3, so if images
cannot be acquired within this timeframe, the science team wait until the second image can be

acquired at similar sub-solar latitudes and illumination conditions [McEwen et al., 2010].

The aim during the Primary Science Phase (PSP) was to image ~1 % of the Martian surface
using ~12 000 images; in practise however, just over 9000 images were acquired, covering ~0.55 %
of the surface in unique coverage: ~0.60 % of the surface would have been covered if there was no
repeat coverage for errors, seasonal changes, or stereo [McEwen et al., 2007, 2010]. The decision to
acquire less images was taken to suppress engineering concerns, but resulted in larger images and a
greater volume of data than originally planned [McEwen et al., 2010]. Of the PSP images, ~21 %
(960 pairs) are one of a stereo-pair [McEwen et al., 2010]. A similar proportion exists today, with
>3600 pairs acquired during the PSP and Extended Science Phases (ESPs), which cover ~0.24 %
of the surface with unique HiRISE stereo-pairs (3.51 x 10° km?) Table 3.4 [HiRISE, No Date.].
However, producing high-quality HIRISE DTMs is not an automatic process and requires heavy

processing and human input. As a result, only 170 DTMs are freely available via HiRISE [No
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Figure 3.4: Schematic of the HiRISE instrument, adapted from Deardorff [No Date.]. Top: image
of the HiRISE baffle. Middle: schematic of the internal structure of the HiRISE instrument. Bottom:
schematic of the electronics and the CCD setup for the red, blue, green, and Near-infrared (NIR)

channels.
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Table 3.4: Characteristics of the MRO spacecraft and the HiRISE and CTX instruments [Malin
etal.,2007; McEwen et al., 2007; Zurek and Smrekar, 2007; Kirk et al., 2008; McEwen et al., 2010;
Kim et al., 2013]. 1 coverage uses a sinusoidal projection and data from Planetary Data System

[No Date.].

Element Parameter Specification
Orbit Near Polar 255 km x 320 km
MRO Orbit Length (Time) 112 min (~3 pm)
Ground Speed 3.2kms™!
Mass ~1100kg
Mass 65 kg
Power Consumption 60 W

Resolution

Max Image Size

0.25 m pixel™" to 0.3 m pixel™!
20000 pixels x 63 780 pixels

Image Size 5 km to 6 km swathe by 25 km to 30 km
CCDs 10 Red, 2 Blue, Green, and NIR
CCD Width 2048 pixels
Max Image Size 3.5GB in 6's (28 Gbit)

HIRISE FOvV 1.14°
Mirror 0.5m
Focal Length 12m
F-Stop 24
Image Coverage 1.54 % (2.24 x 10%km?)
Stereo-Angle 15° to 20°
Stereo Coverage 0.24 % (3.51 x 10° km?)
DTM Resolution 1 m (0.25 m vertical accuracy)
DTM Coverage 0.01 % (1.58 x 10* km?)
Power Consumption 5Widle, 7W imaging
Resolution 6 m pixel ™! to 7 m pixel™!
CCD Width (Band-Pass) 5064 pixels (500 nm to 700 nm)
Max Image Size 256 MB (2 Gbit)
FOV 5.7°

CTX Image Size ~30km x >40km
Focal Length 350 mm
F-Stop 3.25

Image Coverage
Stereo-Angle

Stereo Coverage
DTM Resolution<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>