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A bstract

I model the chemical effects on dark clouds of their being composed of small (<0.1 

pc), transient (order of 1 Myr), dense cores (which are only observed with high-resolution 

interferometry) within which most of the clouds’ mass resides, surrounded by a diffuse 

background gas. I investigate the chemical evolution of the cores, and the resultant chem­

ical enhancement of the background gas by cyclical processing through core formation and 

dissipation. I approxim ate the MHD mechanism of Falle & H artquist (2002), by which 

large transient density inhomogeneities may be produced by slow-mode waves in a cold 

plasma, into a multi-point 1-D chemical code. Molecular freeze-out onto dust grains and 

subsequent re-injection into the gas phase are switched on or off according to the a tta in ­

ment of a critical visual extinction a t individual points. I explore a grid of param eter space 

in five physical and chemical variables. Among a number of conclusions, I find firstly that 

multi-point chemical codes are highly necessary for modelling dark cloud regions, due to 

the large chemical variation over time and space. I find th a t the core chemistry is young 

at all times, in keeping with observations, and th a t the abundance and spatial extent of 

several im portant species is significantly enhanced by the cycling process. Further to  this, 

I construct (non-interacting) assemblies of such cores, producing convolved maps mimick­

ing observational constraints, and present evidence th a t such collections of transient dense 

cores may reproduce the morphologies observed in both low- and high-resolution molecu­

lar line studies of dark clouds. I further modify the convolution m ethod in a  number of 

ways, using this mapping procedure to test hypotheses derived from the chemical analysis. 

Hence I obtain observational diagnostics for the determ ination of physical and  chemical 

conditions in dark clouds.
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C h a p t e r  1

Introduction

1.1 M odelling A strochem istry

The physical and chemical processes which take place in the interstellar medium are closely 

bound together. W hilst the vast m ajority of m aterial in interstellar space is composed 

of molecular hydrogen, chemical interactions involving other less abundant species are 

crucial to a number of processes: the regulation of tem perature, the level of absorption 

and emission of electromagnetic radiation, and the degree of ionisation, to name a few. 

W hilst the behaviour of these processes feeds back directly into the chemical behaviour 

of the interstellar medium, it also has a direct impact on the gas dynamics, making them 

inter-dependent and, in some cases, highly non-linear. Because of this fact, a simplistic 

estimate of the chemical abundances present in observed regions will not suffice. In order 

to understand the chemistry, and therefore understand how it influences and is influenced 

by the physical state  of the gas, we must model it in a time-dependent way.

The mechanics of astrochemical modelling is the numerical integration of large numbers 

of time-dependent, simultaneous, ordinary differential equations. These are rate equations 

governing the formation and destruction of chemical species. For a two-body gas phase 

chemical reaction of the type:

A +  B C +  D

the rate of destruction of A or B is equal to the rate of formation of C or D due to the 

reaction. So, concentrating on formation, the rate of formation of species C is:

=  fc.„[A].n[B] (1.1)

12



1.1. Modelling Astrochemistry 13

where n[i\ is the number density of species i, and k is the reaction rate coefficient. Gener­

ally, the abundances of species are expressed in term s of a fraction of the total hydrogen 

nucleon number density, n //. The fractional abundance of species i is then X[i\ = n[i]/nn- 

This leaves equation (1.1) in the form:

=  k .X [k) .X \B } .nH (1.2)
dr

From equation (1.2) it can be seen how the rate of formation or destruction of species A, 

B, C or D is dependent on the gas density. The total loss or gain over an infinitesimal time 

period is the sum of the contributions from each such rate equation as (1.2). Obviously, 

the type of reaction determines the form the rate equation takes.

The rate coefficients for the equations governing the reactions of a network of chemi­

cal species are determined using a number of methods: theoretical (quantum mechanical) 

analysis, laboratory experiment, Monte Carlo techniques, or by inference using observa­

tional evidence in conjunction with chemical modelling. In all of the work presented in 

this thesis, the rate equations and rate coefficients are obtained from the UMIST ratefile 

(see Millar et al. 1997), a long-standing, continually updated database for astrochemistry.

Generally, the starting  point of a simulation is tha t all m aterial is in atomic, or atomic 

ion form, although hydrogen may sometimes be assumed to be all in the molecular form. 

From this starting point, the simultaneous differential equations are solved numerically, 

usually up to the point where they reach equilibrium values, if they are able -  in models 

where freeze out is activated, and w ithout corresponding desorption from the grain sur­

faces, an equilibrium would ultimately be reached where all m aterial except H, H2  and He 

(and their corresponding ions) would be frozen out. Those species remain, due to their 

low vapour pressures.

A number of gas phase chemical reactions are included in models. Cosmic ray ionisa­

tion, which is usually assumed to be isotropic, takes a canonical rate value of 3 x 10“ 17  

s_1. The rate of cosmic ray ionisation of a particular species is therefore only dependent 

on the abundance of th a t one species, hence it is independent of density. This ionisa­

tion mechanism is weak, and therefore only becomes dom inant in regions of high visual 

extinction, where photoionisation is blocked.

Photodestruction processes are usually characterised with a generic reaction rate co­

efficient of the form:

k = a  exp (—j A y ) (1.3)
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where a  and 7  are constants specific to the reaction in question, A y  is visual extinction 

(due to dust), and Tk  is the gas kinetic tem perature. These rates are specified for a 

Habing type interstellar radiation field (see Habing 1968). The value of 7  is dependent 

on the relative im portance of ultraviolet and visual wavelengths in these photoprocesses, 

since the level of attenuation in the radiation field is measured in term s of the visual 

waveband. The interstellar radiation field does not include photons of energy above 13.6 

eV, since these are effectively absorbed much nearer to the sources of the radiation, by 

atomic hydrogen.

Other reactions are usually characterised by a tem perature dependent reaction rate of 

the form:

Such reactions could be: neutral-neutral, ion-atom, ion-molecule, or radiative or disso­

ciative recombination. The tem perature term  takes account of the tem perature-dependent 

collision cross-section and reaction probability. The final term  represents those cases where 

an activation energy barrier is present. This term  gives the classical statistical propor-

Note tha t three-body collisions are not considered: at the low densities attained in the 

interstellar medium, the likelihood of these reactions taking place is negligible.

obtained from Duley & Williams (1984).

Aside from the gas phase chemistry, the other im portant factor is chemistry on the 

surface of dust grains. Knowledge of these processes is more limited due to  the location 

of the participant species. In some cases, dust grain reactions involve the sticking of a

the product of which is then realeased back into the gas phase due to  the binding energy 

released in the reaction. The most im portant example of this process is the formation of

the high levels which are attained purely by gas phase mechanisms, over realistic time 

scales.

In other cases, sticking occurs, and the release of any energy resulting from a surface

(1.4)

tion of collisions which breach the energy barrier and therefore go on to chemically react.

In many situations it is the cosmic ray or photon ionisation th a t provides the ionisation 

which drives the (mainly) ion-molecule chemistry in the gas phase.

Table 1.1 shows typical reaction rate values for a number of different reaction types,

reactant onto the surface of a grain for long enough to react with a localised H atom,

molecular hydrogen, H2 . Analysis of reaction rates shows th a t it is impossible to achieve
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Table 1.1: Representative values of rates or rate coefficients for reactions of in­

terstellar interest, from Duley Sz Williams (1984)

Reaction Type Representative rate or rate coefficient

Cosmic Ray Ionisation 1 0 - 17 s - 1

Ion-Molecule Reaction 1 0 - 9  cm 3 s_ 1

Charge Transfer Reaction 1 0 - 9  cm 3 s_ 1

Radiative Association - diatomic 1 0 - 1 7  cm 3 s_ 1

- large polyatomic 1 0 - 9  cm 3 s_ 1

Neutral Exchange 1 0 - 1 1  cm 3 s_ 1

Radiative Recombination 1 0 “ 12 cm 3 s_ 1

Dissociative Recombination 1 0 - 6  cm 3 s_l

Negative Ion Reaction 1 0 - 9  cm 3 s_ 1

reaction is not strong enough to overcome the sticking energy. This process is often referred 

to as “freeze out” , and is most im portant in regions where gas densities are high and visual 

extinctions are at least moderately high. Often the sticking of species to grain surfaces is 

assumed to be followed by the hydrogenation of those species.

Because the rates of sticking and subsequent grain surface reactions are not well con­

strained, the treatm ent of freeze-out reactions in this work and in most other models uses 

a free param eter, / r ,  as a generic freeze out rate for all species which stick.

This summary of the basic approach to modelling astrochem istry shows how the phys­

ical conditions (density, tem perature, visual extinction due to dust) in the interstellar 

medium influence chemical behaviour.

In the following two sections I present two examples of this approach applied to par­

ticular problems.

1.2 Chem ical Effects of H 2 Form ation E xcitation 1

1 .2 .1  I n tr o d u c t io n

It is widely accepted th a t most interstellar H2  is formed on the surface of dust grains (e.g. 

Duley & Williams 1984). However, the fundam ental issue of the nature of the interaction 

between an H-atom and a dust grain remains poorly understood. Recently, a combined 

xThe work of this section is published in Astrophysics and Space Science (Garrod et al. 2003)
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theoretical and laboratory study of this process (see Williams et al. 1999) has addressed 

such issues as the nature and efficiency of the absorption, the surface mobility of H-atoms, 

and the energy budget of the H 2  formation reaction. Simple equipartition arguments 

would suggest th a t the net H2  formation energy (~  2.9 eV) may be distributed between 

grain heating and the excitation of translational and ro-vibrational states of H 2 . The 

detailed quantum  mechanical calculations have indeed shown th a t much of the H2  should 

be produced in an excited state, with ro-vibrational and translational energy of the order 

of 1 eV (Farebrother et al. 2000, Meijer et al. 2001). These calculations are based on 

the assumption th a t H2 formation on grain surfaces occurs via the Eley-Rideal (prompt) 

mechanism. This assumes tha t H atoms are abundant on the surface of dust grains - as 

would be the case in regions with a low H ^H  ratio; a colliding H atom from the gas phase 

will instantaneously encounter a physisorbed H atom to form an H2  molecule (without the 

need for any surface migration of H-atoms) which then immediately leaves the surface. 

Reaction thus occurs following a single collision. The recent experimental work of Perry 

et al. (2 0 0 2 ) has confirmed the theoretical predictions; H2  molecules formed on a graphite 

surface at low tem peratures (T < 20 K) and low densities, are found to exist in a range 

of ro-vibrationally excited states (with v" = 0 — 5) and with significant kinetic energies.

Until now, the observational and chemical consequences of the distribution of the en­

ergy excess have not been addressed in any detailed form. Possible indicators and chemi­

cal/physical effects in the context of the interstellar medium (ISM) include; a significant 

contribution to the infrared emission as a result of the radiative relaxation of the excited 

states, the possibility tha t the internal energy (particularly for v" >  3) may overcome 

chemical barriers and endothermicities (e.g. Stecher & Williams 1972), a contribution to 

the ionization of the ISM - ^ ( u "  > 3) can be ionized by photons with energies <  13.6 eV, 

and a heating source for the ISM through collisional relaxation.

The observational implications were addressed by Tine et al. (2003) who made pre­

dictions for the H2  ro-vibrational emission line intensities for diffuse and dark interstellar 

clouds, assuming th a t the H2 is formed by the Eley-Rideal process. Their model, which 

included both  formation excitation as well as the more usual radiative and collisional 

pumping of H 2  rotational and vibrational states, suggested th a t there should be a clear 

spectral signature of H2  formation excitation in both  diffuse and (particularly) dark clouds.

H2  plays a crucial role in interstellar chemistry and takes part in many gas-phase reac­

tions. However, some of these are endothermic or have an activation energy barrier. At low
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Table 1.2: Param eter values for models 1 and 2. Note th a t n n  is the to tal 

hydrogen nucleon number density

Model: 1. Diffuse cloud 1 . Dark cloud 2 . Pre-collapse 2 . Post-collapse

Density, nn  (cm-3 ) 1 0 2 1 0 4 1 0 2 1 0 5

Visual extinction, A y 1 1 0 1 1 0 0

Temperature, T  (K) 1 0 0 2 0 1 0 0 1 0 0

gas tem peratures, appropriate to the conditions within interstellar clouds, these reactions 

are therefore heavily suppressed. We propose tha t the internal and translational excitation 

energy of the nascent H2 may act to overcome the barriers or reaction endothermicities of 

certain key reactions.

To test this hypothesis we have included excited molecular hydrogen, H2 , as a separate 

species whose chemistry is limited to formation on grain surfaces, radiative and collisional 

relaxation to the ground state, and the two gas-phase reactions which produce the radicals, 

OH and CH+;

H£ +  0 — ► OH +  H (1.5)

H* +  C+ — ► CH+ +  H (1.6)

In the case of ground state H2 , these reactions have activation energy barriers of 3160 

K and 4640 K respectively (corresponding to single particle energies of 0.41 eV and 0.60 

eV). For H£ we simply estimate the rate coefficient for these reactions to be the same as for 

ground state H2 , bu t without the presence of the activation energy barriers. This suggests 

(upper-limit) tem perature-independent values of the rate-coefficients for reactions (1.5) 

and ( 1 .6 ) of ki =  1 0 “ 11 cm - 3  s - 1  and k2  =  1 0 - 9  cm - 3  s - 1  respectively.

These reactions may initiate a rich chemistry and are particularly pertinent to  the 

inclusion of H£ since a correlation has been observed between the column densities of CH+ 

and H2  in highly rotationally excited states (Frisch Sz Ju ra  1980, Lam bert h  Danks 1986). 

Reaction (1.5) may be im portant in both dark and diffuse cloud environments where 

large abundances of atomic oxygen are present, whilst reaction (1 .6 ) may be particularly 

significant in diffuse cloud environments where C+ abundances are high.
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1 .2 .2  M o d e ls

In order to test the hypothesis, we have included this representative chemistry of ex­

cited H 2 (H2 ) in a simple one-point model of the time-dependent chemistry of interstellar 

clouds. The model follows the evolution of the abundances of some 83 chemical species, 

linked through a network of 1071 (gas-phase) reactions. The chemistry is similar to tha t 

employed by Rawlings & Yates (2001) and Rawlings et al. (2002); it is limited to simple 

species containing the elements, H, He, C, N, O, S and a representative low ionization 

potential metal, Na. Most of the reaction network and the rate coefficients are drawn 

from the UMIST rate file databases (Millar et al. 1991, Millar et al. 1997) and are broadly 

representative of the chemistry of small species in molecular clouds.

The cosmic ray induced ionisation rate is taken to be 1.3 x 10- 1 7  s _ 1  in all of the models. 

H ‘2 is assumed to be efficiently self-shielded against photodissociation by the interstellar 

radiation field. In all of our model runs we only consider a gas-phase chemistry, with the 

obvious exception of grain surface H2  (or H2 ) formation. The initial conditions assume a 

purely atomic gas, so tha t the initial H2 :H ratio is zero.

We have approximated the abundance of H<2 in two ways;

•  by setting it to a fixed, steady-state value relative to H2

•  by allowing it to change in a time-dependent way, governed by the associated for­

mation and destruction reactions.

1.2.2.1 M od el 1: S tead y  s ta te  approxim ation  for H 2

Our first approximation is to assume th a t the Hij maintains a constant abundance relative 

to H2 . To find this abundance, we first assume th a t all of the H2  formed on dust grains 

is in a generic excited state (an assumption tha t is used throughout this study). The 

rate for the surface formation of H 2  (or H£) is given by R n(H ).n //, where n // is the total 

hydrogen nucleon density and R  is of the order of 10“ 1 7  cm 3  s-1 . We then assume tha t 

the principal formation route for (ground-state) H2  is via radiative de-excitation of H£ and 

th a t its principal destruction route is photodissociation. This implies th a t in steady-state 

(dn(H 2 ) /d t  =  0), An{E-2 ) = (3n{H2 ) where A  is an assumed average Einstein A-coefficient 

for radiative transitions of H£ over all the excited levels, and (3 is the rate-coefficient 

for (unshielded) photodissociation. Adopting values of A  = 10- 6  s _ 1  and (3 — 10~n  s_ 1  

implies a fractional abundance ratio of X  (Wf) /  X  ()3.2)= 1 0 - 5 . However, the value of (3 may
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Figure 1.1: Model 1 [diffuse cloud] Fractional abundances of H2  and H£

be lower by as much as 4 orders of magnitude, dependent on the level of self-shielding, and 

A  may also vary somewhat depending on the ro-vibrational excitation state of the H£ on 

formation. Hence, model calculations were performed for several values of XifAtf)/X(ff{2 )', 

10- 4 ,10- 5 ,10“ 6  and 10-7 . The abundance ratio remains strictly fixed at all times in each 

model run.

We ran the model for the two cases; representative of diffuse cloud and dark cloud 

environments. Values of the param eters employed in all of our model runs are given in 

table 1 .2 , above.

Results from Model 1 are shown in figures 1.1 -  1.3 (diffuse cloud) and 1.4 -  1.5 

(dark cloud). Figure 1.1 shows the development of the fractional abundances of H2  and 

H2 , [X(H 2 ) & X(HJ)], as functions of time, for different values of the XfB.^) /  X{B.2) 

abundance ratio. The behaviour of X(H^) rigidly tracks th a t of X (H 2 ) at all times and 

the timescale to convert ~ 1 0 % of the hydrogen to H 2  ( ~ 1 0 6  years) is approximately 

equal to 0.1 (R .n # )-1 . From figure 1.2 it can be seen th a t X (C H + ) is strongly enhanced 

in the diffuse cloud model once X (H ^)> 1 0 -8 , which typically occurs at times of >  1 0 4  

years. However, the enhancement is not sufficient to account for the high CH+ abundances 

(X (CH + )~  10-8 ) observed in diffuse clouds. Thus, under our steady-state approximation, 

excited XfYtff) cannot be the main factor in accounting for the over-abundance of CH+ in 

diffuse clouds.
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Figure 1.2: Model 1 [diffuse cloud] Fractional abundances of CH+

The OH abundance is enhanced to a much lesser degree (figure 1.3), once X (Hr5)>  10-6 , 

which only occurs for the case of X (H2 ) / X (H2 )=  1 0 - 4  at late times (t > 1 0 5  years).

The CH+ and OH abundances in the dark cloud model are shown in figures 1.4 and

1.5 respectively. The time dependence of X (C H + ) is complex and merits some discussion; 

the early decline in X (C H +) is a consequence of a gradual fall in ionization and hence sup­

pression of CH+ formation. X (C H + ) recovers after about 100 years as the H2  abundance 

rises and reaction (1.6) becomes significant. A double peak structure is evident between 

102  -  106  years: Higher H£ abundances result in faster OH (see figure 1.5), and hence CO 

production rates. This promotes C+ formation through the reaction He+ +  CO —► C+ 

+  O +  He and the  peak in the CH+ abundance (formed from C+ via reaction (1.6)) is 

pushed to  earlier times. This is clearly visible in figure 1.4. As the He+ abundance falls, 

X (C H +) declines, until H3" rises and a second peak develops; driven by the reaction Hg~ 

+  C —> CH+ +  H 2 . Eventually, most carbon is converted to  CO and CH+ abundance 

falls, bu t to an equilibrium value th a t is significantly elevated as compared to the case 

where reaction (1.6) is not included. However, we again note th a t the CH+ abundances 

are not sufficiently enhanced in any of the model runs to be observationally significant; 

although the formation rates are faster, the rapid ion-neutral destruction channels dictate 

th a t X (C H + ) rem ains low at dark cloud densities.

The abundances of OH (figure 1.5) are much more strongly enhanced compared to the
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Figure 1.3: Model 1 [diffuse cloud] Fractional abundances of OH

diffuse cloud case (figure 1.3). This is largely a consequence of the reduction in efficiency of 

the OH destruction channels due to the partial suppression of photodissociation reactions 

and the lower fractional ionization.

1 .2 .2 .2  M od el 2: T im e d ependent

Non-equilibrium time-dependent chemical effects may yield higher values of ^ (H ^ ) and 

hence X(OH ) and X (C H + ). In order to implement a full time-dependence for ^ (H ^ ), we 

therefore introduced a formation rate for H£ which is equal to the H<2 formation rate on 

grains (consistent with our assumption tha t all H 2  formed on grains is in an excited s ta te ). 

The prim ary loss channels for H£ are radiative relaxation and collisional de-excitation 

(through collisions with H 2  and H atoms) to the ground state  of H 2 . O ther, chemical, 

loss routes are less significant. The photodissociation rate for H 2 is small compared to its 

radiative decay rate and can safely be ignored. The other main destruction routes open 

to H 2  are via reactions (1.5) and (1.6). In addition to these reactions, the chemistry of H£ 

is thus limited to:

H +  H /grain  — * H£ +  grain

H2  — ► H 2  +  hu

H2  +  H2  — ► H 2  +  H2  +  K.E.
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Figure 1.4: Model 1 [dark cloud] Fractional abundances of CH+

H 2  +  H — ► H2  +  H +  K.E.

The rate coefficient for collisional de-excitation is assumed to be the same for both reac­

tions. We can estim ate its approximate value, kcou from

kcoll =  <cr> (v)

where (a) and (v ) are the expectation values of the reaction cross-section and the velocity 

of the H2  molecule, respectively. Adopting approxim ate values of (a) = 10“ 16 cm 2 and 

(v) = 1 0 5  cm s-1 , we obtain kcou =  1 0 “ 11 cm - 3  s-1 .

We ran the diffuse cloud model with these extra reactions included (and using the same 

param eters as for our first model - see table 1.2). In figure 1.6 we can see th a t the abun­

dance of H2  rises to a quasi-equilibrium on a timescale th a t is essentially determined by 

the rapid (radiative de-excitation) destruction channel; r  ( i / 4  0.03 years. However,

this abundance (~  2 — 3 x 10-9 ) is less than the threshold (~  10-8 ) noted in the previous 

section and consequently the enhancement on AT(CH+ ) and A'(OH) is barely noticeable.

Higher densities and H:H2  ratios would result in faster continuous H2  formation rates 

and higher H 2  abundances, but this implies th a t the conversion timescale for H to H 2  and 

hence the period of H 2  abundance enhancement would be shorter.



1.2. Chemical Effects of Formation Excitation1 23

- 4

- 6
10"'

x
cr>O

- 1 4

2 6- 2 0 4
log [ t i m e  (yr s ) ]

Figure 1.5: Model 1 [dark cloud] Fractional abundances of OH

1.2 .2 .3  A pp lica tion  to  a m odel o f shock-induced  co llapse o f  a diffuse cloud

Clearly, the optimal conditions for the formation of large fractional abundances of H£ 

and enhanced OH and CH+ abundances are obtained in a high density gas with a high 

transient H:H2 ratio.

Such conditions may pertain following the passage of a fast shock tha t dissociates 

H2  but which cools rapidly enough for the shock to be considered isothermal. Since the 

re-formation of H2 is slow, then the immediate result of the shock will be to generate a 

dense, cool environment th a t is primarily composed of hydrogen atoms. Since the density 

contrast across an isothermal shock is M 2, where M  is the Mach number, the post-shock 

densities and H-atom abundances may be propitious for the formation of H^.

The specific situation that we have modelled is the shock-induced compression of a 

diffuse cloud, to a darker and denser state. We allow a plane shock-wave to engulf a 

spherically symmetric cloud, and merely assume th a t the cloud is homogeneously com­

pressed following the passage of the isothermal shock. The initial chemical conditions 

were obtained from the diffuse cloud model (as before), run to steady state. The cloud is 

then assumed to  be compressed by a factor of 10 in radius, R. For a spherical, homoge­

neous compression, the density n n  oc R~ 3  and the extinction A y  oc R ~ 2. The pre- and 

post-collapse values of uh  and A y  are given in table 1.2. We assume tha t the H 2  is fully
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Figure 1.6: Model 2 [diffuse cloud - with time-dependent X (H 2 )] Fractional abun­

dances of H2, H£, OH, CH+

dissociated following the passage of the shock and then model the chemical evolution of 

the post-shock gas.

The results are shown in figure 1.7 where we present the time-evolution of the fractional 

abundances of CH+ and OH, together with C+ and O and H2 , from which they are formed 

through reactions (1.5) and (1.6).

As before, the abundance of H£ rapidly rises to a (now much higher) quasi-equilibrium 

value. However, this enhancement is a direct result of the non-equilibrium chemical condi­

tions tha t exist in the post-shock gas, and in particular, the high H-atom abundance. This 

only lasts for approximately 1 0 4  years, being the approxim ate re-formation timescale for 

H2. During this period (only) X(OH ) is enhanced by a factor of ~10. The enhancement 

of A"(CH+ ) is more significant (~  2 orders of magnitude), but only lasts for as long as 

X (C +) remains high (~  1 0 3  years, being the approxim ate timescale for X ( C + ) to relax to 

equilibrium dark cloud values).

1 .2 .3  C o n c lu s io n s

We find th a t the effects of excited H2, produced via grain-surface formation, on the chem­

istry of interstellar clouds are in general small, and for denser clouds, short-lived. W hilst 

our first, “steady-state” , model shows tha t abundances of OH and CH+ may be augmented
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Figure 1.7: Model 2 [with time-dependent A^H^)] Fractional abundances of H 2 ,

C+ , CH+ , O and OH for shock-induced compression

by taking a large ratio of H^H^, this large ratio is not produced when full time-dependency 

for H 2 is implemented, and only marginal abundance enhancements are predicted.

However, in the extreme case of diffuse gas tha t is subjected to  a dissociative , isother­

mal shock, significant enhancements of OH and CH+ may be generated. These enhance­

ments would be short-lived, only lasting as long as the time th a t it takes H2  to re-form. 

Of course, if the dust grains are disrupted following the passage of the shock, then tha t 

timescale may be significantly greater than the ~  1 0 4  years th a t the model predicts, al­

though the abundance of H£ and its products would be reduced. In any case, it would 

seem likely th a t observable enhancements of OH and CH+ may be produced in immediate 

post-shock boundary layers.

The rates for reactions (1.5) and (1.6) are strict upper limits in th a t they assume tha t 

the H2 excitation energy is sufficiently large to completely overcome the activation energy 

barriers. In reality any observable effects on A (C H + ) and X (OH) are therefore likely to be 

less extreme than  those seen in the models. The value taken for the Einstein A-coefficient 

is also an approxim ate value, since it represents a summation of relaxational radiative 

transitions from the nominal excited level to the ground state. We have not attem pted to 

model individual, specific transitions.

Ultimately, we are left with the conclusion tha t, even with the optimistic assumption
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th a t all of the H 2 th a t is formed on the surface of grains is in an excited state, and with 

sufficient energy to overcome the activation energy barriers of key chemical reactions, the 

chemistry of the interstellar medium is only modified in extreme situations, and even then 

only for a short period of time.

The fact th a t possible energy excesses in the most abundant non-stellar form of bary- 

onic m atter in the Universe has only marginal effects on the chemistry of the interstellar 

medium is perhaps rather surprising. It is, however, somewhat re-assuring to know tha t 

existing models of the chemistry of the interstellar medium do not need to be revised rad­

ically in the light of the recent theoretical and experimental studies of the H2  formation 

process.

1.3 Chem ical effects of X-rays on a quiescent dense clum p  

ahead o f object HH 2 2

HH2 is a Herbig-Haro object lying in the constellation of Orion, at a distance of ~460 pc 

from the Sun. HH2 and its companion HH1 are regions of shocked gas situated at the 

heads of two jets em anating from a proto-star. These jets impact into the surrounding 

molecular cloud at supersonic speeds, causing bow-shocks at the interfaces. In the regions 

behind the shocks, high tem peratures are attained, producing radiation in the optical, 

UV and radio. Chandra observations also indicate associated X-ray radiation (Pravdo 

et al. 2 0 0 1 ).

Outwards from HH2, at a distance of ~0.1 pc, has been observed a quiescent dense 

clump of molecular gas. Recent observations (G irart et al. 2 0 0 2 ) have detected 14 chemical 

species in the clump, and comparison with other similar environments shows enhancement 

in fractional abundances of some of these species. For example, HCO+ , CH3 OH and H2 CO 

are strongly enhanced, whilst SO and SO2  are weakly enhanced. SO 3 2 -2 i emission-line 

contours suggest a radius for the clump of ~0.01 pc. The enhanced chemistry of the clump 

is what facilitates its detection, and its proximity to HH2 makes it very likely th a t it is the 

radiation from this object which is causing th a t enhancement; firstly by the evaporation 

of grain-depleted species back into the gas-phase, and secondly by the enhanced radi­

ation fields causing photodissociation and photoionisation, stim ulating and fuelling the 

chemistry. Previous modelling (Viti & Williams 1999) has suggested a hydrogen number

2The work of this section is part of a publication in Astronomy and Astrophysics (Viti et al. 2003)
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Table 1.3: HH2 model param eter values for steps 1 and 2

Param eter Step 1 Step 2

Initial density (cm-3 ) 3 x 103 3 x 105

Final density (cm-3 ) 3 x 105 3 x 105

Temperature, T  (K) 1 0 . 0 1 0 . 0

Collapse period (years) 1 M N /A

Total evolution period (years) 2 M 1 0 0 0 0

Radiation field at near edge/Habing 1 2 0

C-R ionisation rate/£o 1 1 , 1 0 0 , 1 0 0 0

density of tih ~  105  cm-3 , with a maximum visual extinction of 5 -  7; this range agrees 

with results for a number of observed species. The tem perature of the clump is estimated 

from observational data to be ~10 K.

As a part of the study by Viti et al. (2003), I have attem pted to model the chemistry 

of the clump, to investigate the effects of an enhanced X-ray field. O ther variables tested 

in this body of work are the gas density, clump size, UV radiation field strength, and 

level of freeze-out. W ith this information we may construct a grid of models in all the 

variables in order to diagnose the most likely physical conditions in the clump. We have 

used param eter values (or ranges) concordant with the observations of G irart et al. (2002).

1 .3 .1  T h e  m o d e l

The model used is a multi-point chemical model, and is a progression from the model of 

Viti & Williams (1999). The model uses 221 chemical species, and 3194 reactions, which 

includes deuterium  chemistry, since two of the 14 species detected in the clump are the 

deuterated molecules DCN and DCO+ . Ten individual points were used, spaced equally 

along a line into the cloud away from the radiation source (object HH2). The model uses 

a single density and tem perature for the whole cloud at any one time.

The complete model consists of two steps; the first step allows a more diffuse medium 

to isothermally collapse into a dense clump, and traces the chemical evolution of the 

object as it does so, and for a period afterwards, up to a time at which the enhanced 

radiation fields are assumed to start up. An im portant param eter in this collapse stage is
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the amount of depletion, or freeze-out, onto grains. This param eter is not well constrained 

by observation, and the model was run to provide various depletion factors (15%, 40%, 

60% and 80%) for the end of the collapse stage, although for my part of the study I have 

used only one value (see table 1.3 for param eter values used in the model). Depletion will 

obviously lower chemical abundances available for gas-phase reactions, and certain species 

which stick to the grains may be singly or multiply hydrogenated on the grain surfaces.

Through both  stages, hydrogen and deuterium atoms were allowed to form H 2 and 

HD on the grain surfaces by reactions with hydrogen and deuterium  atoms on the grains. 

Here the Eley-Rideal mechanism was used, i.e. instant formation and release of H 2 or 

HD upon a successful contact of the reactant with the grain surface. Deuterium atoms 

on grain surfaces are less abundant than hydrogen atoms, and so to take account of this, 

the rate of grain-situated deuterium reactions with incoming hydrogen was set lower than 

tha t of the equivalent H-H reaction. The reducing factor applied to the former was an 

estimate of the comparative abundance of deuterium to hydrogen on the grain surfaces, 

which we took to be the same as tha t of the gas phase: 10-5 . Hydrogen and deuterium 

were not allowed to stick to the grains.

The clump was set to collapse over a period of ~1 million years, according to the 

modified free-fall collapse model of Rawlings et al. (1992), and then allowed to evolve for 

a further 1 million years. The timescales of both the collapse of the clump and the point 

in time at which it is affected by the radiation from HH2 are not accurately known, and 

so these could be sources of error.

In the second step, the enhanced UV radiation field is “switched on” , and all grain- 

depleted species are instantaneously returned to the gas phase. Because some of these 

returning species will have been modified on the grain surfaces, this makes the level of 

freeze-out very im portant to this stage. The release of H2 O from grain surfaces, having 

been formed via hydrogenation of O and 0 + on grain surfaces, is called upon to explain 

the enhancement of HCO+ , which may be formed by the reaction C+ +  H2 O —> HCO+ 

+  H in the gas-phase. The radiation field used for the second step was just the (Habing) 

radiation field used for the normal interstellar radiation field, multiplied (in this case) by 

a factor of 20. I t is attenuated via an inverse-square law, dependent on depth into the 

cloud.

Also in the second step, an X-ray field is switched on. This X-ray field is approximated 

by an augm entation of the cosmic ray ionisation rate, £. This may be justified by observing
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th a t whilst X-rays preferentially ionise heavier atoms, secondary electrons released in the 

de-excitation of these atoms are responsible for the majority of ionisations caused by X- 

rays. The ionising electrons preferentially ionise atomic and molecular hydrogen, thus 

mimicking cosmic ray ionisation (Lepp &; Tine 1998). This treatm ent takes no account of 

the absorption of X-rays in particular atomic lines, and disregards geometric attenuation 

effects, assuming a constant value of £ throughout the cloud.

The irradiated clump was allowed to evolve at a fixed tem perature and density for a 

period of 1 0 , 0 0 0  years - the clump would be unlikely to survive for a period any longer 

than this due to the encroachment of the shocked region. Three runs of the model were 

made using different values for the cosmic ray ionisation rate for step two: 1 , 1 0 0  and 1 0 0 0  

times the canonical value, Co — 1-3 x 10- 1 7  s_1. Values of the visual extinction a t the ten 

depth points ranged from 1.1 to 6.3.

1 .3 .2  R e s u lts

Figures 1.8 -  1.10 show fractional abundances of selected species versus visual extinction, 

at times of 3 and 1000 years, using the three values of £ =  1, 100 and 1000.

After three years, fractional abundances of neutral species are generally unaffected 

by the radiation field or the cosmic-ray/X-ray field at all visual extinctions. However the 

abundances of many ions are greater at lower A y  and are quite drastically increased by the 

augmentation of £; this is most obviously true for ionised atomic and molecular hydrogen 

and carbon. The plateau effect seen for some ions, e.g. C+ , at high A y  shows where £ 

becomes im portant, and there X (C + ) is visibly higher for higher £.

After 1000 years, fractional abundances of almost all neutral species have dropped 

considerably at low visual extinctions. At large visual extinctions, X'(CO) is increased 

for greater £, particularly with £ =  1 0 0 0 , and considering the absolute abundance of CO 

in this region, this counts for a great deal of carbon and oxygen. Here, molecules H 2 O, 

NH3 , CH 4 , H 2 S and CH 3 OH are appreciably reduced for increased £, with NH3  and H 2 S 

falling dramatically ( 2 - 3  orders of magnitude) for £ =  1000, compared to the £ =  1 case. 

Formaldehyde abundance stays fairly stable for different £-values, whilst the deuterated 

HDCO is heavily suppressed with increasing £.
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Figure 1.8: Fractional abundances across the clump, £ = 1
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1 .3 .3  D is c u ss io n

The prim ary effect of the increase in £ is to raise the abundances of various ionised species 

(mostly single atoms) compared to  their neutral abundances. This effect is most obvious 

at high Ay,  where the cosmic-ray/X-ray mechanism is the only significant contributor to 

ionisation, since the radiation field is heavily suppressed. The increase in £ also causes 

more photodissociation of molecules. This is due to a secondary radiation field which 

results from the relaxation of H2 molecules excited by the secondary electrons of cosmic- 

ray/X -ray interactions (see e.g. Gredel et al. 1987, ). This increased (cosmic-ray/X-ray) 

dissociation of CO causes a significant increase in C at high A y, where the abundance of
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Figure 1.9: Fractional abundances across the clump, (  = 100
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C is lowest. This in turn  allows higher values of C+ via cosmic-ray/X-ray ionisation of C. 

The C+ may then readily react with H2 O, which at early times is abundant a t all depths 

due to evaporation of icy mantles, enhancing HCO+ .

After 1000 years, ion-neutral reactions and photodissociation have greatly reduced 

abundances of most molecules at lower A y ,  for all ^-values. In the case where £ =  100, 

at high Ay the increased ionisation degree (quantified by X  (e~) in the figures) causes the 

considerable losses in the most abundant molecules, like H2 O, NH3 , CH 4  and H2 S. CO, 

which is already very abundant, is the main beneficiary of the destruction of H 2 O and

CH4.
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Figure 1.10: Fractional abundances across the clump, (  = 1000
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The enhanced ionisation degree causes ion-neutral reactions to destroy CH4  to form 

ions like CH 3", which through further such reactions (many of which destroy H 2 O), act to 

enhance HCO+ and H2 CO (which may also be destroyed in ion-neutral reactions to form 

more HCO+). This HCO+ can then react with any of the more abundant molecules to 

produce more CO.

HCO+ is seen to be strongly enhanced with the augmented X-ray field at large Ay 

(compare X (H C O + ) ~  10“ 12  for £ =  1 to X (H C O + ) ~  10- 8  for £ =  1000). Methanol 

is not strongly affected for (  = 100, however for (  = 1000, the increased cosmic-ray/X- 

ray-induced photodissociation and ion-neutral reactions destroy it more noticeably. At
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(  = 1000, cosmic-ray/X-ray photodissociation reactions will have become comparable to 

ion-neutral reactions in their influence, for many molecules.

The destroyed H 2 S contributes to an increase in other sulphur-bearing molecules, par­

ticularly SO2  a t high Ay- SO is not similarly enhanced at these Ay values, causing an 

increased SO2 /SO  ratio. CS is also enhanced at high Ay, strongly for £ =  1000.

NH3  is destroyed via ion-neutral reactions, forming NH^ and NH3". This may react 

with O and O 2  to form HNO+ or with N to form N2 H+ , both of which may react with many 

of the more abundant molecules (further depleting them) to form NO or N2 respectively. 

These two species are the main beneficiaries of the destruction of NH3 .

1 .3 .4  C o n c lu s io n s

This work has dem onstrated the trends in the chemistry of the clump ahead of object 

HH2 for different values of the incident X-ray field. This alone cannot provide a perfect 

match for the physical conditions present in this particular environment, but combined 

with the trends observed, through similar models, for changes in other variables, we may 

find a combination which agrees well with observations.

Uncertainties do exist in many of the param eters used for this model; the collapse 

period and point at which irradiation should commence, the amount of freeze-out, the size 

of the clump, and the amount and composition of m aterial residing along our field of view, 

in front of the clump, contributing to observed column densities.

I have made a run allowing the X-ray field to be attenuated with distance from the 

source; however this actually has little effect on the chemistry. A fuller, more accurate 

representation of the X-ray field (rather than the cosmic-ray approximation made here) 

might yield some noticeably different results, particularly if the absorption in lines were 

taken into account.



C h a p t e r  2

Chem ical M odelling of Transient D ense

Cores3

2.1 Introduction

A number of studies have identified small-scale density inhomogeneities in dark clouds, 

e.g. M orata et al. (2003), G irart et al. (2002). M orata et al. (2003) used the BIMA 

interferometer array to make observations of a dense condensation in the L673 region, in 

the molecular transitions of CS (J  = 2 —> 1 ), N2 H+ ( J  — 1 —*■ 0) and HCO+ ( J  =  1 —> 0). 

The greater resolution provided by this instrum ent revealed a smaller-scale structure than 

previously seen with a single dish. Several cores of gas of size <0.08 pc were detected in 

each molecular line, most with the molecular line maxima displaced from each other. This 

suggested a heterogeneous medium of cores, of various densities and at various stages of 

chemical evolution.

G irart et al. (2002) carried out a molecular line survey of a dense quiescent core (scale

of ~  0.1 pc) ahead of the Herbig-Haro object HH2 which showed an enhanced chemistry.

The illumination of the core with a UV field em anating from the shocked region HH2, and

the subsequent chemical enhancement, aided in its detection. Follow-up modelling work

(Viti et al. 2003) suggested tha t only a short period of time had passed since irradiation had

commenced ( ~ 1 0 0  yr), implying tha t the core’s formation was not a result of the dynamical

action of HH2. The models also indicated th a t the core had spent only a moderate period

3The work of this chapter is published in Monthly Notices of the Royal Astronomical Society (Garrod 

et al. 2005)

34
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Figure 2.1: Density profiles at three different times in collapse phase, from FH02, 

figure 6 a

at high-density (<2 Myr) before irradiation, which could indicate a transient nature for 

such objects.

In this chapter, we postulate tha t molecular clouds are largely made up of assemblies of 

transient cores surrounded by a more diffuse medium from which they condense. Obviously 

the relationship between star formation and cores implies th a t self-gravity is im portant in 

some cores; cores bound by their self-gravity will not be transient in the sense tha t we are 

considering at least some of the cores to be transient.

Traditionally, core formation has been attribu ted  to the effects of self-gravity (e.g. 

Fiedler & Mouschovias 1992, Ciolek & Mouschovias 1995). Self-gravity can induce core 

formation even in regions where the therm al and magnetic pressures are initially compa­

rable (e.g. Balsara et al. 2001).

However, since the publication of the paper by Arons & Max (1975), many authors have 

considered the material from which molecular cores form to have initially low values of the 

therm al pressure to magnetic pressure ratio, f3. As discussed by Falle & Hartquist (2002) 

(hereafter, FH02), when this ratio is initially small the presence of waves with magnetically 

dominated amplitudes within the translucent clumps of Giant Molecular Clouds leads to 

high density, transient structures on many scales including those in which self-gravity is 

unim portant. The formation of high density constrast transient structure involves the 

excitation of slow-mode waves as a consequence of the nonlinear steepening of fast-mode 

waves. The mechanism does not lead to much larger density contrasts than initially present
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unless the initial magnetic pressure is much larger than the initial therm al pressure. The 

numerical results in FH02 are for plane-parallel, time-dependent MHD models, designed 

to gain an understanding of the nonlinear mechanism leading to  the formation of structure 

with density constrasts in excess of ten. They are currently extending the work to  more 

dimensions, and the mechanism tha t they have identified is no doubt im portant in existing 

multi-dimensional studies of core formation in magnetized media in which self-gravity has 

been included (e.g. Gammie et al. 2003). However, the inclusion of the self-gravity and 

the way in which the simulations have been analyzed do not facilitate an examination of 

the im portance of the mechanism discussed by FH02.

W ith the possibility in mind tha t at least some cores are not bound by their self-gravity 

and are transient, we attem pt to simulate the chemistry of one of these cores as it evolves 

physically, over a characteristic time-scale of approximately 1 million years, with the main 

purpose of finding tracers for its evolution. This requires a description of the way in which 

cores form, evolve, and eventually disperse, from the point of view of a parcel (or parcels) 

of gas within a core. FH02 conducted simulations of plane-parallel magneto-hydrodynamic 

waves passing through a cold plasma, and found th a t modest density perturbations could 

lead to the growth of significant density inhomogeneities. They produced a number of 

spatial density profiles, which, very broadly, showed an initially shallow-peaked function 

evolving into a sharp, strongly peaked function, gradually dying away again. Our figure 

2.1 shows figure 6 a from FH02: spatial density profiles for three different times in the 

growth stage, t =  3, 3.5, 3.6 x 103. Units are determined according to param etrization of 

variables in FH02. Plots of the time-evolution of the peak density showed another similarly 

peaked function.

In order to obtain a chemical description of the dense cores, we are required to make 

qualitative approximations to the density profiles of FH02, and use these in independent 

chemical codes. This is necessary since the construction of a coupled MHD-chemical code 

with which detailed chemical observations of dense structures can be explained is at present 

a long way off. W hilst in the FH02 simulations only one spatial variable is considered, this 

is the only work to address specifically the generation of structure in a low-/? environment 

by the mechanism of slow-mode excitation in fast-mode shocks. Many multi-dimensional 

MHD simulations exist. However, almost all have been performed with codes based on 

non-conservative schemes; Falle (2002) has pointed out the difficulties with such codes for 

even very simple problems. Moreover, almost all such calculations have either followed
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the decay of artificially imposed velocity and density spectra or have included distributed 

source term s to drive “turbulent” motions in a totally unphysical manner. In reality, the 

internal motions are driven by perturbations at the boundaries. Even in simple geometries, 

the construction of the boundaries and boundary conditions requires serious thought.

Hence, because the FH02 results are presently the most relevant to the picture th a t we 

are exploring, and because of the simulations’ plane-parallel character and the non-linear, 

non-Alfvenic nature of the perturbations, we are restricted to a qualitative approach to 

the incorporation of their density profiles into a chemical model.

To do this, we here approximate them as Gaussians in space and time, which they 

resemble. We model the spatial density profile as a Gaussian whose scale varies with time. 

The central density of the core (to which the densities at all other points are referred) also 

follows a time-dependent Gaussian. The resulting space- and time-dependent Gaussian 

is constrained by the conservation of mass. No other hydrodynamic conservation equa­

tions (i.e. energy, momentum) are included. Rather, realistic time-scales and distances 

adopted for the collapse and expansion are specified. The space- and time-dependent 

visual extinction through the core is calculated as a function of density.

By simulating the chemistry of a core in this way, and focusing on a number of parcels 

of gas at positions from centre to edge, we attem pt to build up a picture of the entire 

core, to find chemical tracers of its evolution, and to describe the spatial behaviour of 

these tracers. This study may then provide a means by which to put some constraints on 

the ages and the evolution of physical and chemical conditions of actual cores. Further, 

we may illuminate the connection between the cores and the surrounding diffuse medium, 

and see how the transient cores act to enhance the overall chemical composition of a 

dark cloud. In this chapter we test the hypothesis th a t cores are in a continual state of 

dynamical evolution and we identify potential chemical diagnostics of such activity. In 

future work we will consider a cloud to be an assembly of such transient dense cores.

2.2 D ensity  and Visual E xtinction  as Functions of Position  

and T im e

We take the spatial density profile to be a Gaussian, whose amplitude also varies as a 

time-dependent Gaussian:



2.2. Density and Visual Extinction as Functions of Position and Time 38

p(z, t ) =  p(0 , tm) exp
A z(t)

exp
t — tr

(2 .1)

where p(z, t ) is the gas density, z is position in the core from the centre outwards, t  is 

time, p(0 , tm) is the peak central density, tm is the time at which peak central density 

occurs, A z(t)  is the core’s length scale, and r  is a time-scale. The time-dependence of the 

length scale allows for a mass-conservation condition to be imposed.

tm is the time-scale for the collapse of the core down from its most diffuse (initial) 

state to its most condensed state. Because of the condition of the conservation of mass, 

the length scale must be determined in a time-dependent way. Mass-conservation also 

requires the z-position of a chemical reference point to vary as the collapse and expansion 

take place, in order to represent the same parcel of gas at all times. A fluid element should 

move such tha t the mass interior to its position stays constant. In order to implement this 

condition, a mass element has to be constructed. The mass element was set up to allow 

for a multi-dimensional collapse, using one principal axis:

dM  = Ck p{z , t ) z k 1 dz (2 .2)

This, of course, still uses the 1-D density profile p(z,t),  but provides a way to take 

account of the effects of a higher than one-dimensional collapse and expansion, which is 

likely, k represents the “dimensionality” of the collapse -  the number of dimensions along 

which collapse occurs. Ck is a geometrical constant; in a three-dimensional case, if collapse 

occurs at the same rate along each axis, C3  =  4 7 r. (Ck may be assumed to incorporate 

length constants when k ^  3, however Ck is not actually needed for any of the programme 

calculations, and is included here merely for completeness). We may use non-integer val­

ues of k and integer values of k other than 3 to represent unequal rates of collapse along 

different axes. Substituting equation (2.1) into equation (2.2) and integrating from z =  0 

(core’s centre) out to some z = a gives the following integral in z:

M int(z = a, t)  = Ck p{0,tm) f{ t )  J  exp - A -i dz (2.3)

where Mjnt(z =  a, t) is the mass internal to the boundary defined by the point z =  a and 

the dimensionality of collapse, k , and f ( t )  represents the second exponential in equation 

(2.1). W hen k =  1 , the integral is just a multiple of the complimentary error function. 

W hen k  ^  1, the solution takes the form of a convergent series in z and A z(t).  This
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Figure 2.2: Density profile as a function of time

solution may be simplified by parametrizing such that:

z(t) = a A  z(t) (2.4)

For equation (2.4) to hold true, and hence for o  to be time-independent and to represent 

the same parcel of gas at all times, we require th a t Mint{aAz{t \)  ̂  t \)  = Mint(a A z ( t 2 ), ^ )-  

This condition is true if we assume th a t the mass enclosed within o —► 0 0  (i.e. the total 

mass) is conserved.

This param etrization leaves a convergent series in a  only:

OO /  ̂\ ̂

M int( a A z , t )  =  Ck p(0, tm) f ( t )  [Asft)]* ^  ~n i(2n +  k)
n —0

(2.5)

which requires the sum to be calculated only once for all tim e values. Mass-conservation 

relates equation (2.5) for two different times, hence:

A z(t) pif^i tm) A z(tm)p(Q,t)

The param eterisation of z reduces the density expression to:

(2 .6)

p(a, t ) =  p(0 , tm ) exp [ - ck2 ]  exp
t  — tr

(2.7)



2.3. Chemical model 40

A z(t) is still required for the calculation of the visual extinction (and the com putation

of instantaneous column densities, so tha t line self-shielding may be taken into account in 

the H 2  and CO photo-dissociation rates). We set:

This integral is a multiple of the complimentary error function. Retaining the form used 

for equation (2.5), and substituting for A z(t), we have:

Since a  is time-independent, the above sum need be evaluated only once in the program 

(per cn-value).

The physical free param eters available with this method of modelling are:

•  k = dimensionality of collapse

•  A z(tm) => defines width of core

• p(0 , 0 ) =  initial central density

•  p(0 , tm) = peak central density

•  tm = time at which peak density is reached

• t  =  time-scale over which core density changes

The density profile is constrained to be a Gaussian, so only three of the last four 

param eters are independent. In this study we use the first five param eters in the above 

list.

2.3 Chem ical m odel

The chemical model (see Viti & Williams 1999) is a code describing the chemistry of 

a set of 2 2 1  species, including dust grain mantle-bound species and deuterated species, 

interacting via 3288 reactions. Reaction rates are obtained from the UMIST database

poo
A v {a, t) = kAp( z , t )

JaAz(t )

aAz(t)
(2.8 )

( _ l )» a (2 n+D
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Figure 2.3: Visual extinction profile as a function of time

(Millar et al. 1997). We take 12 points, whose positions through the core are defined 

by their assigned a-values and the scale-width of the core via equations (2.4) & (2.6), 

and whose density and A y  vary according to equations (2.7) & (2.9). Since distance is 

parameterised, the only dependence of the chemistry on the actual positions of the points is 

in the calculation of A y  and of column densities of H 2  and CO for their photodissociation 

rates. Calculation of these column densities is done by a step-wise integration of absolute 

abundances through every chemical reference point external to the point in question.

The model is run in two stages: in the first stage the chemistry is run to equilibrium 

(without freeze-out), to obtain values for a chemically evolved diffuse background from 

which the dense core forms. For this we use a static Gaussian density profile identical to 

the initial profile for stage two. As may be seen from figure 2 .2 , this initial density profile 

is quite shallow compared to th a t for t = tm. The second stage is the collapse/expansion 

stage, and includes freeze-out reactions -  the sticking and retention of gas-phase species 

on collision with dust grains, and their subsequent grain-surface reactions.

Freeze-out in stage two is selectively applied according to the visual extinction at each 

point; this represents the sharp change-over in the retention of dust grain mantles as the 

penetration of the interstellar radiation field varies in the transition from diffuse medium 

to dense core and back. Initially only those points with A y  above a critical value, here
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assumed to be 2, have freeze-out (W hittet 2003, p. 176); however as the core collapses, 

freeze-out is switched on in more points as they fulfil this criterion. After reaching peak 

time, the core expands and disperses; as points gradually fall below the critical A y  again, 

their freeze-out reactions are switched off and the frozen-out species are instantly returned 

to the gas phase. The critical value of 2 is chosen as representative of the threshold between 

diffuse and dark conditions, in accordance with the range of observationally determined 

values of between approximately 2 and 3 shown in W hittet (2003). This lower limit was 

chosen to ensure tha t those points which would pass above the critical visual extinction 

should have time to accrue significant mantles for re-injection into the gas phase.

Some of the freeze-out reactions simply convert gas phase species into mantle-bound 

species, representing sticking only, for those species which do no more. O ther freeze- 

out reactions represent both sticking and subsequent grain-surface chemistry, which is 

accounted for in a time-independent way. Those species which may react are simply 

attributed different mantle-bound products. In this way, they instantly reach their final 

chemical state.

Almost all species are assumed to freeze out, the main exceptions being the hydrogen 

species, H, H+ , H2 , and H ^, and helium atoms and ions. H forms H2  on dust grain 

surfaces which is ejected directly to the gas-phase, and is dealt with completely separately 

in the code; references to freeze-out exclude this reaction which is assumed to take place at 

all visual extinctions. The grain-surface reactions (as opposed to ju st sticking) are mostly 

hydrogenation reactions. Freeze-out of ions onto grain surfaces results in a recombination 

of the reactant with a grain-based electron. For the dark cloud conditions which we model, 

grains are expected to carry a charge of -1, due to  electron collisions (see Umebayashi & 

Nakano 1980). Some of the recombinations are dissociative, leading to the ejection of a 

hydrogen atom into the gas-phase. We assume no branching in the grain-surface reactions 

except in the case of carbon monoxide, which either sticks w ithout reaction (99 per cent), 

or is hydrogenated to form methanol (1 per cent). This represents the maximum amount 

of CO conversion to methanol (Viti & Williams 1999). The sticking efficiencies of all 

species are assumed to be essentially the same; however, a differentiation is made between 

ions and neutrals in their freeze-out rates (see Rawlings et al  1992). At a tem perature of 

10 K, positive ions freeze out approximately 18 times faster than neutrals; this is again 

due to the - 1  grain-charge which we expect in those regions we model here.

The rate of freeze-out is a free parameter, and is controlled in the chemical code via
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Table 2.1: Initial elemental fractional abundances (stage 1)

Species i

H 0.33

He 0.07

C 1 . 0  x 1 0 ~ 4

0 2 . 0  x 1 0 ~ 4

N 2 . 0  x 1 0 ~ 5

S 3.0 x 10~ 6

D 1 . 0  x 1 0 ~ 5

Mg 2 . 0  x 1 0 - 7

the quantity fr. The freeze-out param eter f r  is the product of the sticking coefficient, S  

(which may range from 0 - 1 ), and the average grain surface area in units of the canonical 

value (hence normally taking a value of 1). The canonical value of grain cross-section 

per hydrogen nucleon, (dgTra2), adopted here (for Qext = 1) is 6.9 x 1 0 ~ 2 2  cm 2  (Rawlings 

et al. 1992).

Above the critical Ay,  the freeze-out param eter is set to f r  = 0.1 (in the particular 

computational results which we exhibit in this chapter). This value of f r  was chosen as a 

typical value, and in later work will be subject to change, as an im portant free-parameter. 

Below the critical Ay,  the freeze-out param eter is set to f r  = 0 to inhibit sticking to 

grain-surfaces, effectively setting all grain-surface reaction rates to zero (excluding H 2 

formation). The side effect of this is to inhibit grain surface reactions which could take 

place when Ay  is too low for the products to be retained on the surfaces in the long-term, 

but which could result in gas phase products instead. However, the presence of such an 

unattenuated radiation field would also affect whether and for how long the reactants 

stick to grain surfaces. When only considering grain surface reactions at above the critical 

Ay,  the reaction products we cite in our ratefiles represent the end points of the surface 

chemistry, and so time-dependence is not an issue (although the sticking efficiencies and 

rates adopted for the surface chemistry are still highly imprecise due to the current poverty 

of information). In a low-Ay environment, many more grain surface “reaction pathways” 

would open up to an incoming reactant, as it could potentially be released in any of a 

number of states of hydrogenation. Also, the grain surface hydrogen atom population may
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Table 2.2: Model param eter values (stage 2)

Initial central density, p(0,0) (cm 3) 1 0 0 0

Maximum central density, p(0, tm) (cm-3 ) 50,000

tm (Myr) 1

Total evolution time, tt (Myr) 2

&z(tm)  (PC) 0.045

Dimensionality of collapse, k 1.5

Maximum central Ay 5.1

Temperature, T  (K) 1 0

Freeze-out parameter, f r 0 . 1

be different in the low Ay  environment. This is a complex issue (which is by no means 

comprehensively dealt with even above the critical Ay  in this model), however below the 

critical Ay,  grain surface reactions are still likely to be very much less im portant than at 

high visual extinction, due to the very much reduced chances of sticking at all, and the 

likelihood th a t any resultant small increases in gas-phase abundance of the products would 

be quickly swallowed up in other reaction pathways, rather than large abundances being 

injected into the gas-phase in bulk. This scenario is something which we may investigate 

further in future.

The diffuse gas surrounding the core is factored into the core model through the choice 

of a representative visual extinction (0.5) to add to  the calculated values for points inside 

the core, and a representative uniform density of 300 cm -3 . This density is not directly 

applied in any way in the code but guides the choice of free param eters and a-points by 

serving as a minimum density value.

Each point in the core is assigned an a-value ranging from 0 (core centre) to 1.1, in 

increments of 0.1. The outer value of a  = 1.1 is chosen so th a t the gas density does not 

drop below 300 cm - 3  over the time-scale of evolution, when assigning a minimum central 

density of 1000 cm -3 . The peak central density is 5 x 104  cm-3 , a factor of 50 difference 

between initial and peak times, implemented by the choice of r  in equation (2.7).

Due to  magnetic field lines pervading the cloud from which the core forms, collapse is 

likely to take place preferentially along one dimension, whilst much less vigorous collapse 

takes place along the other two. This would imply a dimensionality of collapse greater
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Figure 2.4: Fractional abundances across the core
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c: t = 1 Myr (peak time)
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than 1, but less than 2, since full collapse along two dimensions is not taking place. Hence 

a value o i k  = 1.5 was chosen for this run. As a consequence Ay  oc ps for a constant value 

of a.

Table 2.1 gives initial elemental abundances with respect to hydrogen nuclei, used at 

the beginning of stage 1 , for a representative case. All values except the last two were 

taken from Ruffle et al. (1999). Magnesium, the representative metal, was adjusted to 

provide a fractional ionisation of <  1 0 ~ 8  for the central regions of the clump (i.e. where 

ionisation is caused solely by cosmic ray ionisation), at peak time, consistent with the 

formula of McKee (1989), x e ~  1 0 - 5 n(H 2 )-1/2. The abundance of deuterium is an order 

of magnitude value obtained from Linsky et al. (1995).

Table 2.2 shows the param eters employed for stage 2, the results of which are explored 

in the next section.

2.4 R esults and discussion

Figure 2.2 shows the changing density profile. Each curve at a particular time represents a 

spatial density profile. To more easily convey their shapes, profiles are shown at intervals 

of 5 x 104  years. The twelve depth points are plotted along each line of constant time. As 

the profiles become steeper, the depth points move inwards, due to the collapse. Figure

2.3 similarly shows the visual extinction profiles.

Figures 2.4a - e show chemical abundances with respect to to tal hydrogen density, for 

five time values through the core’s evolution in stage 2; t = 0, t — 0.5 Myr, t =  1 Myr (peak 

time), t = 1.5 Myr, t = 2 Myr (end-time). Note the three horizontal scales; depth point, 

radius of th a t point from the core centre, and visual extinction. The radius and Ay  scales 

are time-dependent, while symmetric about the peak time (see figures 2 . 2  & 2.3). Note 

th a t Ay  is not a linear scale; it is defined according to equation (2.9). The species whose 

fractional abundances are shown in the figures are mostly commonly observed molecules, 

and were chosen also to exemplify the chemical behaviour w ithin the transient cores.

As the density and Ay  increase, (larger) molecules become more abundant. Note in 

particular the increases in the abundances of CO and N2 , for which the enhancements are 

by far the most significant. The larger molecular abundances which form in the higher 

density/A i/ conditions around t = tm are able to survive for some time, as the core 

disperses. This allows transportation of these molecules out into more diffuse regions.



2-4- Results and discussion 47

Compare the spatial extent of CO, N 2 , H2 O and NH3  at peak-time with tha t much later; 

they have been transported out to distances of approximately ten times the extent of the 

fully condensed core. For example, at t = tm , CO maintains a high value out to a core 

radius of about 0.05 pc (figure 2.4c) while at t = tt this same high fractional abundance 

extends to  a core radius of about 0.3 pc (figure 2.4e). This result may be im portant for 

the molecular content of a cloud, depending on the number density and filling factor of 

the transient cores within it. For a sufficiently high number density of cores (as suggested 

by the observations of L673 by M orata et al. 2003) the overlapping regions of re-expanded 

cores could dominate the chemistry in the inter-core medium. Note also the relative extents 

of NH3  and CS. They display broad agreement with observations of molecular rotational 

line emission in dense cores {e.g. Myers et al. 1991) which have shown CS emission to 

be more spatially extended than tha t of NH3 , despite expectations of the converse, based 

on the lower critical density for emission of NH3  (see e.g. Rawlings 1996, and references 

therein).

The freeze-out has the effect of on one hand hydrogenating certain species to form 

larger molecules, e.g. a fraction of carbon monoxide to methanol, but on the other hand 

of protecting molecules formed on grains or acquired from the gas-phase from destruc­

tion pathways, until the mantles are later re-injected into the gas-phase. The removal 

of molecules from the gas-phase therefore results in much larger abundances of many 

molecules, when considering the combined grain-surface and gas-phase abundances, as 

destruction reactions may no longer affect the grain-depleted fractions.

The effect is large; the inner seven points pass through the critical A y  by the time tha t 

the peak density is reached (all points are initially below the critical Ay) .  At t = 2 Myr 

at depth points 7 - 1 2 , CO is significantly enhanced (in absolute terms) above the levels 

seen at t =  0 Myr. Some of this increase is directly due to the return of grain-depleted 

material back into the gas-phase; the rest is just a consequence of the high density, high 

A y  environment reached near the peak time. The CO survives long after the peak time 

until the visual extinction reaches around 1 , a t which point line-shielding from photo­

dissociation is no longer effective.

The CS abundance is governed according to two chemistries; one dominated by gas- 

grain interactions (freeze-out) and one dominated by the gas phase chemistry. This leads 

to the double peak features prominent in figures 2.4c and 2.4d, at 1 and 1.5 Myr.

The main formation mechanism for CS at 1  Myr is recombination of HCS+ , and at
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depth points 7 and 8 , recombination of H3 CS+ . At the points where freeze-out does not 

occur (i.e. A y  < Av,crit.), the abundance of CS follows the evolution of CH and C 2 , 

through the following sequence. Initially, CS+ is formed:

S+ +  CH — ► CS+ +  H

s+ + c2 —► cs+ + c
where the C 2 reaction is dominant at the edge of the core, and the CH reaction is dominant 

from depth point 2  inwards (to depth point 6 ). S+ stays high at points 1 - 5  because freeze- 

out is not occurring. The following two reactions then dominate (at all depth points) CS+ 

and HCS+ destruction, respectively, to produce CS

CS+ +  H2  — ► HCS+ +  H

HCS+ +  e" — > CS +  H

At the inner freeze-out points, large fractions of CS are cycled into CS+ and back again. 

Most new CS+ is brought into the system via

C+ +  SO — ► CS+ +  O

At depth points 7 and 8 , CH and C 2  abundances have dropped very low, and SO only 

becomes very large further in, so tha t little HCS+ is formed and H3 CS+ is left as the main 

contributor to CS levels, through the sequence

S+ +  CH4  — ► H3 CS+ +  H

followed by

H3 CS+ +  e" — > CS +  H 2 +  H 

Or

H3 CS+ +  e" — ► H2CS +  H 

H2CS +  hv  — ► CS +  H 2

At the inner points, where freeze-out is taking place, all S-bearing species show a decline 

in abundance moving away from the core centre to the lower density, lower A y  points, 

until reaching the outer freeze-out point. Because ions freeze out approximately 18 times 

faster than  neutrals, the larger ionisation level of S at the points further from the core 

centre allows sulphur to be removed from the gas phase more quickly at these points. This 

is m itigated slightly by the decreased density away from the core centre leading to slower 

freeze-out rates, however this decrease is only around 2 2  per cent of the central value, at
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Table 2.3: Selected column densities through the core, fractional abundances 

computed from column densities, and raw central fractional abundances t

t  =  0 t = 1 M yr t  = 2 M yr

S p ec ies  i JV[i] (cm  2 ) X N [i] t X l 2 [t] § N[i] X N [i] X i 2 [i] JV[i] X N [i] X 1 2 I*]

h 2 1 .7 (21 ) 4 .8 ( —1) 5 0 (  —1) 6 .4 (21 ) 5 .0 ( —1) 5 .0 (— 1) 1 .7 (21) 4 .9 ( — 1) 5 0 ( — 1)

C O 2 .7 (1 6 ) 7 .9 ( —6 ) 5 .3 ( —5) 8 .7 (17 ) 6 .8 ( —5) 5 .6 ( —5) 1 .6 (17 ) 4 .7 ( —5) 9 .3 ( —5)

o 2 1 .4 (10 ) 4 .1 ( —12) 1 .9 ( —11) 8 .8 (15 ) 6 .8 ( —7) 2 .6 ( —6 ) 6 . 1 ( 1 0 ) l - 8 ( —1 1 ) 9 .2 ( —11)

h 2 o 2 .2 ( 1 1 ) 6 .3 ( — 11) 2 .2 ( —17) 4 .4 (15 ) 3 .5 ( —7) 1 .2 ( - 6 ) 7 .4 (11 ) 2 . 1 ( —1 0 ) 7 .8 ( —10)

c h 4 9 .7 (8 ) 2 .8 ( —13) 1 .6 ( —1 2 ) 3 .7 (14 ) 2 .9 ( —8 ) 7 .5 ( —8 ) 4 .3 (9 ) 1 .2 ( —1 2 ) 4 .7 ( —12)

O H 9 .0 (1 1 ) 2 .6 ( —1 0 ) 5 .8 ( —10) 2 .8 (14 ) 2 .2 ( —8 ) 3 .8 ( —8 ) 2 .6 ( 1 2 ) 7 .4 ( — 10) 2 .5 ( —9)

CH 2 .0 (14 ) 5 .7 ( —8 ) 5 .7 ( - 8 ) 6 .3 (13 ) 4 .9 ( — 9) 4 -1 (— 11) 1 .2 (14) 3 .4 ( —8 ) 1.3( —8 )

H C O  + 1.5 (9) 4 .2 ( — 13) 9 .9 ( — 13) 1.1(13) 8 .3 ( — 10) 2 .0 ( —9) 6 .3 (9 ) 1 .8 ( — 1 2 ) 5-9( — 12)

H2 C O 2 .7 (1 0 ) 7 .9 ( — 12) 2 . 7( — 1 1 ) 4 .2 (1 3 ) 3 .3 ( —9) 5 .3 ( —9) 4 .8 (1 0 ) 1 4( — 11) 4 .4 ( —11)

C H 3 O H 3 .7 (5 ) 1 . 1 ( — 16) 6 .5 ( —16) 1 .8 ( 1 2 ) 1 .4 (— 10) 6 .5 ( —10) 2 .0 (6 ) 5 .7 ( — 16) 2 .7 ( — 15)

n h 3 4 .3 (7 ) 1.2( —14) 5 .6 ( - 1 4 ) 2 .4 (13 ) 1 .8 ( —9) 7 1 (  —9) 1 .1 (9) 3.1 ( — 13) 2 .5 (— 12)

n 2 h + 1 . 1 (6 ) 3 .1 ( — 16) 9 .3 ( —16) 3 .8 (11 ) 3 .0 (— 11) 6 .6 ( — 1 1 ) 1 .9 (8 ) 5 .6 ( —14) 4 .5 ( — 13)

CN 2 .2 ( 1 2 ) 6 .3 ( —10) 1.3( —9) 5 .8 (12 ) 4 .5 (— 10) 1 .0 ( - 1 0 ) 4 .7 (1 1 ) 1.4( — 10) 2 . 1( -  1 0 )

NO 2 .7 (10 ) 7 .7 ( —12) 3 .8 ( — 11) 7 .9 (14 ) 6 .2 ( —8 ) 1-3( — 7) 1 .3 (11) 3 .9 ( — 11) 1 .9 (— 10)

CS 9 .7 (1 2 ) 2 .8 ( —9) 6 .6 ( — 9) 7 .2 (14) 5 .6 ( — 8 ) 3 .0 ( —7) 2 .4 (12 ) 6 .8 ( — 1 0 ) 1 .0 ( —9)

SO 1.9(10) 5-4( — 12) 2 .0 ( —1 1 ) 1 .2(14) 9 .0 ( —9) 3 .8 ( — 8 ) 2 .2 ( 1 0 ) 6 .4 ( —12) 2 .5 ( — 1 1 )

t  a(b)  =  a X lO 1’

* X N [i] =  JV |i)/(2 iV [H 2] +  N[ H]) 

S X j 2 [i] =  n 12 [* ]/n // ,  12

depth point 6 , and the combination of increased photoionisation rates (approximately 13 

times higher at depth point 6  than at the centre, at 1 Myr, due to the visual extinction 

decrease) and the 18 times faster freeze-out of the resultant ions far outweighs this effect. 

For the dark parts of the cores where Ay  >  A^crzt.p the pathway

s -25- h s  so CS+ ^  HCS+ CS
OH

S

converts much of the sulphur into CS molecules, and the freeze-out of S /S + , C /C +  and 

other intermediaries, as well as CS itself, depletes CS abundances.

The CS destruction is mostly via photodissociation, however a t depth points 11 and 

1 2  this process has decreased sufficiently to allow reactions with ions to take over as the 

major destruction mechanisms. These processes are lessened towards the core centre due 

to the higher Ay  and the lower fractional ionisation and electron abundance.

After the peak density is reached and re-expansion takes place, the inner points move 

out of the freeze-out zone, and the CS formation follows the CH and C2 abundances. 

The Ay  drops and becomes less dependent on position, leaving CS destruction primarily 

dependent on photodissociation. The lower CS levels in the central regions at t = t t , 

compared to t =  0, are due to lower levels of CH and C 2 . Carbon has been locked into
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CO via grain surface reactions and re-injection whilst the core is at high density, and this 

cannot be rectified unless and until those points drop below a visual extinction of around 

1 when photodissociation again takes hold.

Table 2.3 shows column densities calculated in a step-wise integration of the computed 

chemical abundances, for t = 0 , t = tm, and t = 11 , doubled to provide values through 

the entire core, assuming symmetrical abundances. The selected species represent the 

most heavily enhanced (or depleted) of those with abundances high enough for detection. 

Fractional abundances are calculated as the ratio of column density to total hydrogen 

column density.

The enhancement of the CO abundance at t = 2 Myr is the observationally most 

significant enhancement of a fractional abundance relative to th a t at t =  0. Such an 

increase would most likely be detectable in data  for CO emission and extinction at the 

outer boundaries of a translucent clump in a molecular cloud.

For most species there is a definite enhancement of the chemistry from the original 

state of the core compared to values on return to diffuse physical conditions. This could 

present a way of discerning whether an observed core is in its collapse or expansion phase.

The dependence of the strength of this hysteresis on the free param eters is something 

which is being investigated further.

Table 2.3 also shows fractional abundances for the central depth point, point 12. Com­

parison of the variation in these values over time with those of the column densities through 

the core clearly demonstrates the need for this kind of multi-point code. The variations in 

the central fractional abundances over time are not always in the same sense or of the same 

magnitude as those computed from column densities. So measured column densities from 

observations are unlikely to agree well with central fractional abundances obtained from 

single point-models; we need to take account of the chemical behaviour of those regions 

further from the core centre, as these obviously make significant contributions.

2.5 E xtended peak tim e chem istry

An im portant application of this research would be to diagnose not only whether a core 

were in an expansion or a contraction phase, but whether it were gravitationally bound,

i.e. in a state such tha t star formation should take place. Here we apply the stricture tha t 

a gravitationally bound core would lie dynamically dorm ant for a period of approximately
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Table 2.4: Fractional abundances with respect to H2 , calculated from column 

densities through the core t

S p ec ies  i

E x te n d e d  p e a k  tim e S ta n d a rd  ru n

t =  1 .39 M yr 

Xyv[i] *

t  =  1 .20 M yr

X jvM

t =  1.39 M yr 

X /v  [i]

t  =  1 .40 M yr 

^ jv [« ]

C O 5.4( —5) 6 .0 ( — 5) 5 .4 ( —5) 5 .7 ( —5)

0 2 1 .2 ( —6 ) 1 .0 ( —6 ) 5 .5 ( —7) 5 .3 ( —7)

h 2 o 2 .8 ( —7) 2 .9 ( —7) 1 .7 ( - 7 ) 1 .7 ( - 7 )

c h 4 2.4( —8 ) 2 .2 ( — 8 ) 1 .3 ( —8 ) 1 .2 ( —8 )

O H 4.3( —8 ) 3 .8 ( —8 ) 5 .5 ( —8 ) 5 .7 ( —8 )

CH 4.8( —9) 5 .8 ( — 9) 1 .0 ( —8 ) 1 .0 ( —8 )

H C O  + 1.3( —9) 1.2( — 9) 9 .4 ( — 10) 8 .6 ( —1 0 )

H 2 C O 2 .8 ( —9) 2.6( — 9) 2 .7 ( —9) 2 .5 ( — 9)

C H 3 O H 7.5( — 11) 7 .8 (— 11) 3 .6 ( — 11) 3 .4 ( — 11)

n h 3 2.4( —9) 2 .0 ( —9) 1 .2 ( - 9 ) 1 • 2( — 9)

n 2 h + 5 .6 (— 11) 4 .8 (— 11) 5 .1 ( — 1 1 ) 4 .9 ( — 11)

CN 3 .3 ( — 10) 4 .0 ( —10) 6 .3 ( —10) 8 . 1 ( — 1 0 )

N O r>.5(-8) 5 .7 ( —8 ) 3 .6 ( — 8 ) 4 .1( —8 )

C S 2 .2 ( —8 ) 3 .0 ( —8 ) 1.5( —8 ) 1 .5( —8 )

SO 1 .6 ( —8 ) 1.4( —8 ) 9 .3 ( — 9) 9 • 1 ( — 9)

t  a ( 6 )  =  a  X 10 f’

* X N \t] =  N [i]/(27V [H 2 ] +  N \ H |)

0.4 Myr before further collapse and star formation took place, which is consistent with our 

understanding of dynamical time-scales. Hence we have run a version of the same model 

with the difference tha t the peak time physical conditions are maintained for another 0.4 

Myr after peak time, at which point the chemical model was stopped since our physical 

model would no longer accurately describe the dynamics of the core. We compare the 

chemical abundance values of this “extended peak time” run with those obtained from the 

“standard” run of the previous section.

The general difference between the two runs is tha t the standard run core expands 

again so th a t density and visual extinction drop with time, and periodically as depth 

points pass below the critical A y ,  re-injection of frozen out species occurs.

At t =  1.4 Myr, the visual extinction at depth point 6  in the standard run has just 

dropped below the critical value of 2 , hence there is a large re-injection of depleted material 

into the gas phase from the dust grains. Figure 2.6a shows standard run abundances at 

t = 1.39 Myr, just before re-injection (which occurs at t = 1.395 Myr); figure 2.5 shows 

extended peak time run abundances for the same time value. Figure 2.6b shows standard 

run abundances at t = 1.4 Myr, approximately 10,000 years after re-injection.

The differences between the two runs at t = 1.39 Myr are slight - the general shapes 

of the abundance profiles are the same. There are small differences comparing those 

sections th a t are within the critical visual extinction. But in fact, although the standard
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Figure 2.5: Fractional abundances for extended peak time run at t=1.39 Myr
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run abundances here are somewhat lower than their extended peak time run equivalents, 

this does not correspond to higher levels of freeze-out for the standard run (mantle-bound 

abundances are about the same for both runs). The effect may be explained as follows. As 

the standard core expands, the visual extinction drops. Although this leads to a slightly 

larger fractional ionisation level, which would tend to increase freeze-out through the 

faster depletion of ionic species, the accompanying drop in density makes the freeze-out 

process slower overall. As the electron density rises with falling A y ,  this tends to lead 

to the destruction of molecules by dissociative recombination, whilst photodissociation of 

molecules is also increased. These gas phase destruction pathways lead to the drops in 

molecular abundances, for CS in particular, which are most obvious at points 6  and 7 for 

the standard run.

Comparing the extended peak time results with those of the standard run at t = 1.40 

Myr, the re-injection of grain mantle species at depth point 6  clearly has a large impact, but 

it is fairly short-lived for most species. Ion-molecule reactions, along with photoionisation 

and photodissociation, are effective at breaking down the comparatively large molecules 

released. This is because the halting of freeze-out reactions means th a t ions are no longer 

being so strongly removed from the gas phase, which drives up the fractional ionisation 

(and hence the electron density). At this time the core is still in quite a dense state, even 

at depth point 6 , which makes two-body reactions fast. The visual extinction has also 

dropped to below 2  (by definition) when re-injection takes place so tha t photoreactions 

are quite fast for the suddenly high molecular abundances. All of this results in a fast
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Figure 2.6: Fractional abundances for standard run at t = 1.39 and t=1.40 Myr
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b: t — 1.40 Myr

chemistry, and in general the species which have been strongly enhanced will very quickly 

incur large losses. However, since freeze-out is strong (approximately 37 per cent of the 

total CO is on the grains at depth point 6 , just before re-injection), large amounts of the 

most im portant carriers of various elements are frozen out, and so when the carriers are 

re-injected into the gas phase, whether or not those carriers are quickly destroyed, certain 

species are still strongly enhanced in the long term.

This mantle re-injection feature may in fact be the most useful in the diagnosis of self- 

gravitating versus non-self-gravitating cores; this model only looks at discrete distributions 

of points through the core, but one would expect tha t re-injection would be going on at 

some point in the core all the time tha t it is in the process of re-expansion, assuming 

tha t the inner parts of it have reached the requisite visual extinction. We should be 

careful in this assumption however, since the mechanism by which we return the mantle 

species to the gas phase is instantaneous, meaning tha t the chemistry needs a little time 

to re-establish quasi-equilibrium values (in many cases, no more than a few 1 0 ,0 0 0 s of 

years). This mechanism also assumes tha t different species are re-injected at the same 

time, which may not be true. Hence we should avoid diagnoses which depend on the 

short term  chemistries which take place after re-injection, and instead concentrate on 

the chemical enhancements which show some longevity and are therefore more dependent 

solely on the deposition of the mantle species and not on intricate resultant chemistries. 

An example might be found in a model employing a larger freeze-out param eter, which
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would make the contrast in CO levels larger between regions which had not reached the 

critical A y  and those which had and had then passed below it again.

Table 2.4 shows fractional abundances with respect to molecular hydrogen, at various 

times, derived from column densities calculated through the entire core. The raw computed 

column densities themselves make comparison difficult between the two models, since the 

standard run column densities are affected by the increasing scale length, and decreasing 

densities.

The values for the two runs (at either t = 1.39 or t = 1.4 Myr) do vary, by a factor of as 

much as ~2.5 for O2 . However, the differences would probably not be significant enough 

to provide clear param eters by which to judge observational results. Indeed, comparing 

the extended peak time values at t = 1.4 Myr with those for the standard run at t = 1.2 

Myr, the differences are fairly negligible. Observational results would not provide all of 

the physical parameters included in this model, so it would be difficult to ascertain the 

param eters against which an observed core should be compared. Hence, observational 

results of the sort shown in table 2.4 on their own could potentially correspond to cores 

in a number of states of evolution, self-gravitating or not. The standard run values at 

t = 1.39 and t = 1.4 Myr are not much different for the reason th a t the large re-injected 

abundances just do not contribute very much when integrated through all the points in 

the core. O 11 the other hand, high resolution molecular line surveys do yield spatially 

varying results, and dependent on the line-of-sight, the re-injection bump might show up 

for those cores which are re-expanding; our simulation here, though one-dimensional in its 

arrangement of chemical reference points, is not isotropic (k — 1.5). This at least would 

give an indication tha t those cores were not self-gravitating.

2.6 Conclusions

Self-gravity becomes im portant during at least some phases of the evolution of a core in 

which a star eventually forms. Self-gravity certainly prevents at least some cores from 

re-expanding w ithout the input of momentum or energy from a young star. However, in 

regions in which the magnetic pressure is initially very large compared to the therm al 

pressure, high density contrast features, in which self-gravity is unim portant, can develop 

as a consequence of nonlinear MHD processes. Such features are transient and some may 

be similar to some observed cores. While some cores in molecular clouds are bound by
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self-gravity and certainly are not transient in the sense tha t features in the simulations of 

FH02 are transient, some cores may be transient.

This is the first study of the chemistry in transient density inhomogeneities in molecular 

clouds, such as have been observed and are predicted in MHD calculations. The main 

premise of this work is tha t dark clouds possess non-uniform density structures, consisting 

in part of transient localised fluctuations (cores) within a diffuse background medium. 

Observational and computational evidence suggests tha t the chemistry of the cores is 

mostly young, on the order of 1 Myr, implying such a time-scale for their physical evolution 

(and destruction). Due to the action of the interstellar radiation field, which should 

permeate strongly at least through the diffuse component, freeze-out should be limited to 

taking place only within the condensations. The importance of freeze-out in dark clouds 

would therefore be coupled to the cycles over which cores form and disperse, since the 

characteristic freeze-out time-scale is also of the order of 1 Myr. The cyclic evolution of 

cores should bring about some degree of transportation of material formed in high density 

regions into the diffuse background medium. In a case where (at least locally) the evolution 

time, size of core, etc, are essentially the same, a “limit cycle” may be reached, after which 

point the chemistry of the core will not change from cycle to cycle (see Nejad et al. 1990).

The results of this model also emphasise the need for multi-point chemical codes in 

modelling dense cores. The central fractional abundances are quite different to those abun­

dances at greater distances from the core centre, particularly with respect to the cross-over 

between freeze-out and non-freeze-out regions. The column densities tha t we should ex­

pect to observe through dense cores would not be solely dependent on the central fractional 

abundances, so we should not expect single-point simulations to match observations very 

well. A limited number of papers (e.g. Nejad et al. 1990, Nejad &; Williams 1992, Charn- 

ley et al. 1988a, Charnley et al. 1988b) considered chemistry in m aterial tha t passes from 

lower density to higher density and then back to lower density conditions. However, the 

dynamical descriptions in those papers were adopted with a view to considering the effects 

of disruption by the winds of young stars. Furthermore, m ultipoint calculations allowing 

the determ ination of the spatial profiles of chemical abundances at multiple times have 

been adopted in none of the previous work involving the chemistry of material cycled 

between lower and higher and back to lower density states. As stated above, the current 

results dem onstrate tha t multi-point calculations are required.

The results from this study yield a number of specific conclusions:
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1. The spatial extent of several key species (CO, N2, H2O and NH3) is significantly 

enhanced by the cycling process, implying a source of general molecular enrichment 

of clouds.

2. The relative spatial extents of CS and NH3 is broadly in agreement with the observed 

morphologies of star-forming regions.

3. The absolute values of the CO abundance are significantly higher than the values 

obtained for simple quasi-static collapse models. Such enhancements should be ob- 

servationally detectable at the outer boundaries of translucent clumps. Many of the 

time- and space-dependencies of the various chemical species are only detectable at 

high resolutions and cannot be resolved with single-dish telescopes.

4 . Although the re-cycling of material frozen out onto dust grains results in instan­

taneous chemical enrichment of the gas, the chemical effects are not long-lived, al­

though certain species will be strongly enhanced as a result, when averaged over 

time.

5. Many species, mostly represented in table 2.3, show enhancements at peak density 

of their integrated column density-calculated fractional abundances. Of those, the 

following are expected to be enhanced and remain significantly enhanced even after 

core re-expansion: CO, N2, N2H+ , NH3, NO, CH4, O2, H2O.

6. The dynamical turnover means tha t clouds tha t are ensembles of such transients 

have a clearly different chemistry from a ‘traditional’ static cloud. The re-injection 

of material from solid to gas tha t occurs as material passes through the P ^ v ,c r i t .  zone 

during re-expansion is crucial for gas-phase chemistry. We have fixed our treatm ent 

with reference to observations. But this work shows th a t the factors determing 

Av,crit. need to be much better determined than they are now (see Williams et al. 

1992).

7. Specific differences include the fact tha t the gas-phase chemistry is “young” at all 

times if the turnover time is ~1  Myr. A young chemistry is consistent with ob­

servations; a turnover time of ~1  Myr is consistent with predictions from MHD. 

Secondly, freeze-out is im portant, obviously, but because of the turnover never goes 

to completion (i.e. 100 per cent freeze-out).
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8 . Transient clumps tha t happen to be denser and more massive than the average will 

have stronger gravitational fields tha t will dominate the MHD processes tha t tend 

to dissipate the clump. The critical case occurs when these tendencies are in near­

balance, and the transient inhomogeneity may be expected to be near-static for a 

period. We have explored the chemistry in such a case; there are some differences 

from the gravity-free model, although these are probably not observationally sig­

nificant. Therefore we have been unable to predict a clear signature of a “hung” 

inhomogeneity. However, features resulting from the re-injection of mantle-bound 

species back into the gas phase may provide criteria for determining cores which are 

in a re-expansion phase of evolution, and therefore not in a bound, self-gravitating 

state. The strength of these features should depend on a number of poorly-defined 

free param eters in our models.

9. Nevertheless, the model of a molecular cloud presented here has implicit within it 

the reason why the overall efficiency for low-mass star-formation is rather small: the 

MHD forces dissipate most of the smaller clumps before collapse can occur. The 

low efficiency (a few percent) must be related to the mass spectrum of the transient 

inhomogeneities, to be determined in an extension of the work of Falle & H artquist 

(2 0 0 2 ) in which three-dimensional structures are considered.

10. A specific prediction of this model is tha t the background gas in which the inho­

mogeneities are embedded is fairly diffuse. It is, however, chemically enriched when 

compared to the chemistry of a canonical isolated static diffuse cloud model. These 

chemical enhancements may account for the variety of chemistries observed in dif­

fuse clouds; this might occur when the line of sight towards a bright star passes 

through diffuse regions of a molecular cloud. Thus, this study of dynamical molec­

ular clouds may also give some information about the place of diffuse clouds in the 

general scheme of interstellar circulation.



Chapter 3

Exploring the Param eter Space of th e  

Transient D ense Core M odel

3.1 Introduction

The study of the previous chapter looked at the chemistry of a core with a single set of 

initial physical and chemical conditions, over its evolution from diffuse background gas 

into a dense core and back to diffuse conditions. Here I explore further the param eter 

space provided for by the model, in order to test their sensitivity to change and to find 

potential observable diagnostic features of the resultant chemistry. These parameters are: 

£m, the evolution timescale; fc, the dimensionality of collapse; A z ( tm), the size of the core; 

p(0>£m)> the peak time central density; and f r ,  the rate of freeze-out. I do not examine 

the effects of varying the initial central density, and I leave r a s a  dependent variable.

I take a grid of models, starting with one standard set of param eters, similar to  those 

used in the study of chapter 2, varying only one param eter per run. The dynamical 

param eters chosen for the standard run vary from the model of chapter 2  only in the scale 

size of the core A z( tm), which changes the peak central visual extinction. In order to 

maintain as far as possible the compatibility of the runs with each other and to isolate 

the effects of individual parameters choices, I param eterise further some of the variables. 

According to the constraints of the other parameters, the scale size of the core determines 

the level of visual extinction. Since the visual extinction has a more direct and profound 

impact upon the core chemistry, I use the maximum central visual extinction as a more 

pertinent and convenient variable, setting A z( tm) according to the choice. The level of
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freeze-out also needs to be standardised in order to  compare runs, since the changing of 

one param eter or another will affect the strength of the freeze-out. For example, lowering 

the timescale of evolution for the same f r  value will intrinsically mean tha t there is less 

freeze-out, making the individual effects of the two variables more difficult to isolate.

3.2 T he Grid

3 .2 .1  T h e  C h e m ic a l M o d e l

The chemical model is the same as tha t used for the work in chapter two, but it now consists 

of 251 species compared to 2 2 1 , with a resulting increase to the number of reactions, 

bringing them to approximately 3600. The new chemical species mostly consist of longer 

chain carbon molecules (up to five carbon atoms compared to three). This change was 

made in order to trea t more fully the formation of larger molecules which might take place 

whilst visual extinctions are comparatively high.

Param eterisation of freeze-out onto dust grains was necessary to make the runs com­

patible with each-other. The level of freeze-out is not fixed merely by adopting the same 

freeze-out rate, f r  for each run; this is because the resultant rate of freeze-out also de­

pends on density, and the abundances of material on the grains depends on the period 

of time over which freeze-out occurs, as well as on the behaviour of the gas phase chem­

istry, which is affected by all of the physical conditions. Also, unlike some other previous 

chemical models of similar regions, the physical conditions are evolving constantly whilst 

freeze-out is taking place. This makes the resultant rate of freeze-out quite variable, and 

strongly (and non-linearly) dependent on model parameters.

To param eterise the level of freeze-out, I have chosen a depth point at a particular 

time in the evolution of the core at which to define a reference level. Since depth point 12 

is the inner point, and therefore reaches the critical visual extinction for freeze-out earlier 

than the other depth points, and since depth point 1 2  also takes the highest density 

throughout the simulation, this means tha t it should have the most freeze-out. Therefore 

it was appropriate to use this depth point to determine the reference level of freeze-out. 

This level is defined as the percentage of dust grain m antle-bound carbon monoxide to 

gas phase CO. It was im portant to use this molecule for reference, since it is uniformly 

the most strongly frozen-out molecule after H2 O. Not only this, but in a high-density 

environment with moderate visual extinction, it constitutes the most abundant gas-phase
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Table 3.1: Parameters for the Grid of Dense Core Models

Model Peak Time, 

tm (Myr)

Peak Central 

Visual Extinction,

Ay,max

Dimensionality 

of Collapse, 

k

Peak Central 

Density, 

p(0,tm) (cm-3 )

Sticking

Coefficient,

S

STAN 1 5 1.5 5(4) 1.0

G-Tl 0.5 5 1.5 5(4) 1.0

G-T2 2 5 1.5 5(4) 1.0

G-Al 1 3 1.5 5(4) 1.0

G-A2 1 10 1.5 5(4) 1.0

G-Kl 1 5 1.2 5(4) 1.0

G-K2 1 5 1.8 5(4) 1.0

G-D 1 5 1.5 5(5) 1.0

G-S 1 5 1.5 5(4) 0.1

carbon-bearing molecule. Since CO will be formed early on, particularly when the visual 

extinction is large enough tha t it is reasonably well shielded, it is im portant to make sure 

tha t the freeze-out level is such tha t appropriate amounts of gas phase CO are formed, 

rather than being by-passed by direct C-grain or C+-grain sticking. Hence CO was deemed 

the most crucial molecule, and freeze-out determined by reference to it. I set the reference 

time to be the peak time, tm. This again was to allow the models to be as compatible as 

possible. A more accurate determinant of freeze-out might be considered to be the level 

immediately prior to re-injection into the gas phase, when Ay  ~  Av,criu however this 

again introduces inconsistencies between models as to the time period for freeze-out, since 

the reference depth point may reach Av,crit at different times depending on the value of 

tm , k , p(0, tm), or Av,max- Also, freeze-out will be strongest around the peak time due 

to high density. Its level at this point in time will be crucial to the chemistry since peak 

time gas phase chemistry will also be at its most rapid, and hence strongly affected by 

depletion levels.

I specified a maximal level of freeze-out to be 60% at depth point 12, at t = tm . This 

level ensured th a t for all the runs, the final level of freeze out at any depth point, imme­

diately before re-injection, would be <90%, as determined by trial runs. More than this 

could result in levels of C /C + , in particular, becoming unphysically low, and, practically, 

result in the ODE integrator crashing for this reason.
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I identify this maximal level of 60% with a sticking probability of S  = 1.0. Hence I 

identify a level of 6 % with a sticking probability of S  = 0.1.

Also, to further minimise the possibility of too much direct C /C + freeze-out too early 

on, I raised Av,crit to 2.5. In the work of chapter two I adopted a value of 2 to ensure tha t 

there was sufficient time for significant grain mantles to accrue. However, since this has 

not proved to be a problem, I may use a value perhaps more in keeping with our estimate 

from W hittet (2003) of between 2 and 3. This has the effect of limiting freeze-out in the 

standard model to depth points 7 - 12, rather than points 6  - 12 as for the model of chapter 

2 .

3 .2 .2  T h e  M o d e l P a r a m e te r  G rid s

I construct a grid of 9 models centred around one standard run, thus: 3 pairs of models, 

each with larger or smaller values of the evolution time, maximum visual extinction, or 

dimensionality of collapse, plus two further runs, one with larger peak density, the other 

with a lower sticking coefficient for gas-grain reactions. Table 3.1 gives details for the 

entire grid. As before, all models are isothermal, at 10 K.

Certain runs take different initial physical conditions from the standard model, even 

when they achieve the same peak time conditions. They therefore require their own stage 

1 runs, by which they achieve chemical equilibrium ready for the main evolution of stage 2  

(see chapter 2). These runs are: G-Al &; G-A2, which achieve different visual extinctions 

throughout stage 2; G-Kl & G-K2, whose visual extinctions are the same as th a t of 

the standard run, at peak time, but achieve them starting  from different initial levels; 

and G-D, which, due to its being fixed at the same peak time visual extinction as the 

standard run, whilst achieving a peak density ten times larger, requires a lower initial 

visual extinction profile. The differences between those runs which share their stage 1 

evolution only manifest themselves in stage 2 .

3.3 R esults

I first present results for the standard model run, and compare these with those obtained 

for the similar model of chapter 2. In following subsections, I present variations on the 

standard run, with which I compare them.

Column densities are calculated in the same way as in chapter two. In this method, in
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order to obtain fractional abundance levels in between those depth points specified in the 

code, I interpolate linearly the logarithms of the fractional abundances, in keeping with 

the line graphs of the chemical abundances. I approximate the density variation between 

points as linear, which over the interval of A a  — 0.1 is quite reasonable, then integrate 

the product of density and chemical abundance over the instantaneous core width. I then 

double the resultant column density to take in both halves of the core. This approach 

assumes a line of sight along the principal axis. No radiative transfer effects are considered 

in these calculations. Fractional abundance values are obtained from the column densities 

by normalising with respect to 27V [H2 ] +  TV [FI] (where TVfF ]̂ is the column density of H 2 , 

etc).

3 .3 .1  S ta n d a r d  R u n

Figures 3.1a -  e show chemical abundances for the standard run across the core at five 

points in its evolution: as before, £=0, t = 0.5 Myr, t = 1 Myr (peak time), t = 1.5 Myr, 

t = 2  Myr. Figures 3.2a -  c show abundances of eight more species (which are mostly not 

abundant at low densities) for times t =  0.5 Myr, t — 1 Myr, t = 1.5 Myr.

There is virtually no difference, at t = 0, between this model and tha t of chapter 2, 

however, by t = 0.5 Myr differences begin to emerge. The higher value of Ay^crit means 

tha t one fewer depth point is in the freeze-out zone. At the same time, whereas in chapter 

2  a typical value of f r  was chosen, which corresponded to a peak time CO freeze-out level 

at depth point 12 of ~34%, here a level of 60% has been set as the standard. W hilst this 

leads to more depleted CO and H2 O levels, this leads to  larger proportions of NH 3 , CH4 , 

and other less abundant carbon-bearing molecules. These enhancements are not only due 

to, for example, lower levels of water in the gas-phase (diminishing the reaction C+ +  

H2 O —> FlCO+ +  H, which removes C+ from the gas phase) but also the lower electron 

abundance, which in the code is identical to the level of ionisation in the gas-phase, as 

it is governed by the conservation of electric charge. As ions are strongly frozen-out, 

so the electron abundance drops, depressing destructive recombination pathways for the 

carbon-bearing ions which mediate the formation of CH 4  and others.

This effect is more suppressed at the peak time, due to the strong freeze-out of carbon 

from the chemical network. CS displays the multiple peaking familiar from chapter two, 

but exhibits greater depletion due to stronger freeze-out of both carbon- and sulphur- 

bearing species, not least S+ (see chapter two for details of the chemistry leading to CS
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Figure 3.1: Fractional abundances across the core -  standard run
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Figure 3.2: Fractional abundances across the core -  standard run
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depletion). SO and SO2 show the effects of depletion of sulphur and oxygen, in particular 

at the outer edges of the freeze-out zone, where ionisation is strongest and therefore the 

rate is higher due to the disparity between ion and neutral freeze-out rates.

Species affected by freeze-out may be divided into two categories:

•  Those which display differential depletion

• Those which assume a fairly even depletion across those depth points affected

Freeze-out of the former (e.g. CS, SO) is mainly governed by the faster rate for ionic 

species, so th a t lower visual extinction points show the heaviest losses; the latter (e.g. CO,
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Figure 3.3: Column densities as functions of time, calculated through the core -  

standard run
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N2 ) are mostly depleted by freeze-out of neutral species, which tends to produce a flat(ter) 

profile across the freeze-out zone, or in some cases a profile which drops towards the core 

centre (both due to the sole dependence of category 2 on density and not ionisation). To 

generalise, sulphur-bearing species tend to fall into the first category, since there is always 

a significant proportion of S in ionic form, S+ , with either S or S+ being generally the 

most abundant sulphur-bearing species. The high fraction of S-ionisation is due to the 

charge transfer reaction:

c+ + s —► c + s+
When freeze-out is in action, C+ is generally formed via:

He+ +  CO — ► C+ +  O +  He

because by this time most carbon has been locked up into CO form. The above reaction 

produces a large amount of ionisation which is transferred to S as above. Most other C+ 

neutralising reactions ultimately re-produce CO. Helium is ionised by cosmic rays, whose 

intensity is constant throughout the core.

Since CO comprises the largest C-bearing species for most of the core, it is also the 

principal freeze-out candidate, and therefore most carbon depletion depends on the neutral 

path.

Nitrogen species also fall into the second category, since N+ reacts with H2  far more 

rapidly than it freezes out onto dust grains. This sets in motion the chain of reactions:
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Figure 3.4: Fractional abundances with respect to total hydrogen as functions of 

time, calculated from column densities through the core -  standard run
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which occur faster than freeze-out. This leaves N, and N 2 , as the principal freeze-out 

candidates, due to their large abundances.

By t — 1.5 Myr, only four depth points remain in the freeze-out zone. Besides this, 

another difference due to the higher critical visual extinction also becomes apparent. 

Notwithstanding the higher level of freeze-out in this run, because the density and A y  a t 

which re-injection of grain mantles occurs are both higher than in the previous work, the 

resultant molecular material may achieve larger abundances for longer, either re-injected 

directly or as the products of the destruction of re-injected species. At t =  1.5 Myr, OH, 

NO, NH3 , N 2 H+, HCO+ , H 2 CO, SO and S 0 2, show quite clearly tha t there is chemical 

hysteresis in the core, when compared to levels at t — 0.5 Myr.

By the end point of the standard run (t = t t ), most differences with the previous work 

have largely disappeared; CO and N2  are very slightly enhanced at the very centre of the 

core compared to the study of chapter 2 . Since CO and N 2  abundances are large, these 

small enhancements still correspond to large amounts of C and N atoms locked up in this 

form.

When comparing the end time values to the initial values for this run, the same hys­

teresis is observed as for the model of chapter two — CO especially is enhanced due to the 

high densities attained at peak time, whilst visual extinction (and self-shielding) is still 

high enough to prevent it being quickly destroyed. N2, though not self-shielded, is still 

strongly enhanced due to its being the end-point of many reactions which destroy other 

nitrogen-bearing species, many of which have been briefly augmented by re-injection of
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grain mantles. H 2 O is reasonably enhanced, as is CH4 , and NH 3  is verging on a level 

which is potentially observable, at inner-most central depth points. CS, meanwhile, shows 

a net drop of around 1  order of magnitude at the core centre, which in observational term s 

would represent the greatest contribution to the column, due to  higher density. At this 

time, the sulphur which is no longer in the form of CS is to be found in S+ . Since our 

assumption is th a t most frozen-out sulphur sticks to  the grains to be hydrogenated to H 2 S 

when A y  > Ay^crit, when this is re-injected into the gas phase it is quickly photodissoci­

ated to HS and S, and the atomic sulphur is quickly photoionised to S+ . At end time this 

ionised sulphur is still in the process of re-building CS abundances.

Note th a t it is those points which have been within the freeze-out zone which show 

appreciable chemical hysteresis.

Figures 3.3 and 3.4 show, respectively, column densities calculated through the core, 

and fractional abundances calculated from those values, for a range of observable and com­

monly observed species. Note the different scales for column density/fractional abundance 

between plots a and b.

The hysteresis and general time-variation of the chemistry can easily be seen here. CO 

gains approximately 1  order of magnitude in both figures, comparing start time with end 

time. In fractional abundance, once it reaches its peak level it does not deviate far from 

it, falling a little after the peak time, as freeze-out takes its toll. N2  is similarly sustained, 

excepting the final ~ 2 0 0 , 0 0 0  years, however it is enhanced by ~ 2  orders of m agnitude 

over initial levels. These two molecules dem onstrate well the effects of freeze-out and 

re-injection: the six spikes in the plots after peak time are caused by the instantaneous 

re-injection of grain mantles into the gas phase. CO and N 2  clearly benefit a great deal 

from the re-injection, although it is likely th a t these two molecules would have attained 

similar levels at these times, if freeze-out had not been turned on. We can see th a t while 

other re-injected species are quickly brought back to their previous levels, CO and N 2 take 

a comparatively long time to fall, only to be boosted again by re-injection when the next 

depth point falls below A y ^ u .

It should be noted tha t the sporadic nature of the enhancements is an artifact of the 

discrete distribution of points in the chemical model; each spike corresponds to  re-injection 

at a single depth point. A model with sufficient resolution of depth points would produce 

a continuous enhancement in time, from when the last to the first depth points to have 

attained critical visual extinction re-injected.
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It should also be noted tha t the strength of any re-injection features observed in real 

cores would be dependent on the sharpness of the transition between freeze-out and non­

freeze-out zones (i.e. the range of visual extinctions over which re-injection may take place 

incrementally, the rate at which this might happen, and the time taken for a parcel of gas 

to pass through this critical range). If re-injection were to take place on a timescale which 

could not reasonably be characterised as instantaneous, then the levels seen here would not 

occur so strongly. If tha t timescale were approximately equal to th a t over which the gas 

phase chemistry could assimilate the re-injected material, there would be no obvious re­

injection enhancement at all, except perhaps for those species which ultimately benefitted, 

i.e. CO and N2 .

Hence, the abundances between the first and last re-injections should be treated with 

caution.

N2 H+ and HCO+ are not strongly affected by re-injection, indeed any differences are 

barely perceptible. This contrasts with most other (neutral) species. The reason is tha t no 

electrically charged species are released from the grain mantles. Meanwhile, the existing 

ionic species are destroyed by reactions with the suddenly more abundant neutral species. 

This discrepancy between ionic and neutral tracers could be a strong indicator for whether 

an individual core were in a pre- or post-peak time stage of evolution, if the mechanism 

for re-injection is such tha t these large post-peak time abundances are produced.

Note tha t CS is not strongly enhanced on re-injection and does not reach its pre-peak 

time level.

An interesting feature in figures 3.3 and 3.4 may be discerned at t ~  7 x 105  yr, 

where a “shoulder” appears in many of the carbon-bearing species’ profiles. Those which 

display this feature tend to subsequently drop, as peak time approaches. The rise of this 

feature is dependent on the speed at which carbon may be converted into CO, and the 

time of onset of freeze-out at each depth point. At early times in the evolution of the 

core, CO and other carbon-bearing species are growing. W hen a point passes into the 

freeze-out zone, methane, for example, begins to rise more quickly. Freeze-out has the 

effect of reducing electron abundance, thereby suppressing recombination reactions, and 

prolonging the survival of C+ , etc, for long enough to produce CH 4  via the chain:

C+,CH+ CH+ CH+ CH+ CH4

Similar mechanisms are present for other C-bearing species. After f ~ 7 x  105  yr, carbon
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Figure 3.5: Fractional abundances across the core -  tm = 0.5 Myr run
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begins to run out since most of it has now been locked up in carbon monoxide. By this 

time, CO itself is also beginning to drop significantly due to freeze-out. This precipitates a 

fall in C+ , as by now most C+ is supplied by He+ reaction with CO, and so formation rates 

in the CH 4 -forming chain drop, whilst destuction rates for CH4  remain comparatively high. 

Methane column density turns over when the innermost (highest density) points begin to 

suffer from very low carbon levels.
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Figure 3.6: Fractional abundances across the core -  tm = 0.5 Myr run
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3 .3 .2  R u n s  G - T l  & G -T 2

Both runs G -T l and G-T2 use the same stage one as the standard  case. Hence their 

chemical profiles at time t = 0 in stage two are the same as standard. Because peak times 

are different between these two runs and the standard case, I compare runs by reference to 

time as a fraction of peak time, thereby comparing like densities (and visual extinctions).

Figures 3.5 & 3.6 show fractional abundances for model run G -T l, for which tm = 0.5 

Myr. At t  = 0.5tm (t = 0.25 Myr), differences from the standard  case are small, but 

various species show signs of the shortened timescale, i.e. lower abundances for those 

which build up, and higher for those which feed the growth of others. CO is a little
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Figure 3.7: Column densities as functions of time, calculated through the core -  

tm = 0.5 Myr run
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lower right across the core, which due to the abundance of CO represents large amounts 

of C and O. N2  abundance is noticeably smaller. Most other species are to some degree 

less abundant than at the equivalent time in the standard run. Only certain C-bearing 

molecules show marginal increases greater than for the standard run, e.g. CH4 , H2 CO.

By peak time, many of the symptoms of the shorter timescale are just more pronounced: 

C+ is more abundant, as is CH, as they have not been used up to form more complex 

molecules in the higher density and A y .  N2  and CO are noticeably lower. Again, this will 

constitute a lot of N, C, and O, and the differences in N2  and CO column densities will be 

more noticeable, since they represent a sum of material through each point. The trough in 

N 2 abundance at depth points 3 &; 4 is shallower for run G -T l than the standard. This is 

ultimately due to larger C+ abundance at these points, which through repetitive H-atom 

abstraction reactions forms CH3", followed by:

CH£ > CH CN N2

The CS trough around points 7 & 8  is somewhat deeper due to the larger ionisation levels 

of S for such a high density; freeze-out of S+ ions is fast and there are many of them due 

to the larger abundances of C+ , which transfers ionisation effectively.

Profile shapes are not generally altered by the change in timescale.

CH4 , CH 3 OH, and H2 CO are substantially larger than for the standard run, right 

across the core. The reasons for this are slightly different between those points outside, 

and those inside, the freeze-out zone. Outside, the levels of C /C + are still high compared
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Figure 3.8: Fractional abundances with respect to to tal hydrogen as functions of 

time, calculated from column densities through the core -  tm = 0.5 Myr run
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to the standard run, since there has not been enough time to convert so much into carbon 

monoxide. Meanwhile, densities and visual extinctions have gone up twice as fast. The 

excess of C /C + in these conditions may be converted into more CH4  and other more 

complex carbon bearing molecules. Inside the freeze-out zone, the picture is more complex. 

Because the onset of freeze-out is coupled to the visual extinction, there is a shorter real­

time (rather than comparatively to tm) period before freeze-out begins. This means tha t 

less carbon has been converted into CO in the gas-phase before it starts to be frozen 

out, and before electron density begins to drop as a consequence of the overall freeze- 

out process. This, added to the faster onset of high density, high A y  conditions, as 

experienced inside and outside the freeze-out zone, means tha t the reactions leading to 

the production of CH4  and other larger carbon-bearing molecules proceed more quickly, 

and with less destructive recombination of the ionic species in the chain. In the standard 

run, the physical conditions and low fractional ionisation necessary to allow, for example, 

the abundance of CH4  to grow were only present at a time when much more carbon had 

been locked up into CO.

The lower gas phase CO level also affects the rate at which freeze-out needs to take 

place to achieve 60% by t = tm, at depth point 1 2 . Because model G -T l has more C /C + 

and less CO, direct C /C + freeze-out (the ionic path  being faster) is competing with CO 

production on a more equal basis. In other words, the most effective way to form larger 

abundances of gas-phase CO is to have a longer period of time before freeze-out begins. 

To achieve larger mantle-bound CO abundances (at the expense of the gas phase), freeze-
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Figure 3.9: Fractional abundances across the core -  tm = 2 Myr run
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d: t = 2tm = 4 Myr

out should be switched on quickly, to take advantage of the gas phase carbon before it is 

converted to CO. This means tha t the rate of freeze-out does not need to be twice as high 

for G -Tl as for the standard run, since freeze-out levels are made by reference to grain 

mantle versus gas phase CO abundances.

This lower comparative freeze-out rate does not compensate for the higher ionic abun­

dances in sulphur- and nitrogen-bearing species which in fact causes absolute mantle-bound 

abundances for such species to be higher in the case of model G -T l than in the standard 

run. SO and SO 2  may be seen to be substantially lower within the freeze-out zone, par­

tially due to this, and partially due to the lower levels of OH, which is necessary to form
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Figure 3.10: Fractional abundances across the core -  tm = 2 Myr run
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them. Formation of OH is mainly dependent on the time constraint.

By t = 1.5tm (t = 0.75 Myr), levels are more similar to those of their standard run 

counterparts. The enhancements in the larger carbon-bearing molecules are now gone, 

and levels are about the same for both runs.

The main noticeable difference of any interest is th a t sulphur bearing-species are now 

very slightly less strongly frozen out than in the standard run at the outer-most freeze-out 

points, a reversal of pattern compared to t = 0.5tm . This is due to the shorter period 

the outer points have at high densities after peak time, than in the standard run. Inner 

freeze-out points are less affected because they have already had a long period at high
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Figure 3.11: Column densities as functions of time, calculated through the core 

-  tm = 2 Myr run
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density, and have removed large amounts of sulphur from the gas phase for the level of 

ionisation tha t they have.

The slightly higher CS abundance at depth point 8  is the residue from re-injection, 

which for G -Tl took place more recently than for the standard run.

By the end time, the most significant differences between models is the physical extent 

of the molecules, in particular CO, NH3 , and N 2 , which have had less time in which to be 

broken down by the radiation field or ion-molecule reactions.

Figures 3.7 & 3.8 show column densities and resultant fractional abundances through 

the core’s evolution for model G -Tl. Differences include the lower CO and N 2  peaks a 

little before peak time, the much stronger “shoulder” feature at around the same time in 

CH4 , etc, and the different levels of re-injection, most significantly the higher CS levels. 

Here, CS is enhanced more strongly due to the greater levels of frozen-out CH4  which is 

released and broken down by the radiation field ultimately into CH, which reacts with 

atomic hydrogen to leave C, which then reacts with SO to form CS. This is supported by 

reaction of S+ with CH4  to form H3 CS+, which recombines with electrons to produce CS.

SO and SO2  levels at peak time are lower than for the standard run, due to freeze-out 

zone depletion.

Note also th a t the shorter evolution period delays the peaking of O 2  and NO to after 

the peak time.

The larger physical extents and higher central abundances of certain molecules seen in 

figure 3.5 at end time show their effects in the column densities and resultant fractional
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Figure 3.12: Fractional abundances with respect to total hydrogen as functions 

of time, calculated from column densities through the core -  tm =  2 Myr run

Xẑ+
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abundances; N 2 is the most noticeably affected.

Figures 3.9 & 3.10 show fractional abundances for model run G-T 2 , for which tm — 2 

Myr. Peak density and visual extinction are achieved over twice the period taken by the 

standard run.

Abundances for model G-T2 generally show the reverse effects as for G -Tl: CO abun­

dances are generally a little higher than the standard run values, at t =  0.5£m, and similarly 

for N2 .

By t =  tm , most abundances are about the same as the standard case. CH4  is a little 

lower, but the lengthening of the time period has a less drastic effect at this point than 

its shortening in run G -Tl.

At the end time there are more obvious differences, again in the slightly lower central 

abundances, and much lower outer depth point abundances due to the longer period over 

which the radiation field acts.

The clearest differences with the standard run may be seen at specific times in the 

column density plots. Figures 3.11 & 3.12 do not display the strong “shoulder” effect 

before peak time is reached. Indeed, CH4  does not show any such peaking, only a slight 

steepness. H2 CO and CH3 OH show only slight peaking at these times. This again is due 

to the timing of the freeze-out switching on, and the speed a t which carbon is converted 

to CO. Most C /C + has been converted to CO by the time freeze-out begins, so tha t there 

is little left to form more complex molecules when the conditions are right.

At end time, N2  is lower than standard for those reasons given already.
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Figure 3.13: Column densities as functions of time, calculated through the core 
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3 .3 .3  R u n s  G - A l  & G -A 2

Both runs G-Al and G-A2 use their own stage ones, rather than the standard one. Hence 

their chemical profiles at time t — 0 in stage two are not the same as standard. Also, since 

their visual extinctions are controlled by their sizes, this means tha t column densities are 

affected in the same sense as the visual extinctions. I here show only column density and 

resultant fractional abundance plots for models G-Al & G-A2.

Figures 3.13 & 3.14 show column densities and resultant fractional abundances for 

model run G-Al, for which Ay,max — 3. Due to the low A y ,  only the two inner-most 

points reach Ay,crn. This has the effect of severely limiting the impact of freeze-out zone 

chemistry on column densities, even considering tha t this run still uses the same freeze- 

out level for those which reach Ay,cru. Hydrocarbon abundances are strongly curtailed, as 

are many other molecules. Only CO, N2 , CS and SO retain anything like their standard 

run fractional abundances. Column densities are necessarily lower due to the fixing of 

Ay,max- CO does not appear strongly depleted in column density or associated fractional 

abundance due to the small extent of the freeze-out zone. Meanwhile, N2  peaks very late 

due to re-injection. Towards end time it is destroyed because of the low A y , falling very 

low, approximately to its initial level. CO is not destroyed so completely, and still retains 

much of what was formed at the high density stage. This is because the three innermost 

depth points are still above A y  = 1 (1.03, 1.10, 1.18). We may confidently say tha t the 

only significant hysteresis in this model is in CO.
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Figure 3.14: Fractional abundances with respect to total hydrogen as functions 

of time, calculated from column densities through the core -  Ay,max = 3 run
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CS fractional abundances, more than even CO or N2 , remain very close to standard 

levels, and present a very similar profile over the core’s evolution.

Figures 3.15 & 3.16 show column densities and fractional abundances for the slightly 

more interesting case of G-A2, for which A y max = 10. Here, nine depth points reach the 

critical extinction — three of them start at this point. However, since the climb to much 

higher visual extinctions is so fast, and most freeze-out is generally done when densities 

are higher, this does not make the definition of freeze-out a t the inner depth point incon­

sistent with the other runs for different points through the core. By end time, the three 

inner points still have yet to return grain mantles to the gas phase.

The enlargement of peak central visual extinction is attained by enlarging the physical 

extent of the core. This has an obvious effect on column densities; note tha t the scale of 

figure 3.15 here goes up to 18.5.

We immediately see tha t as well as CO having a higher peak column density, it also 

runs down smoothly to the end time as it has continual re-injection up to  this point (as 

far as is possible with a discrete distribution of depth points). Due to the larger number of 

points experiencing freeze-out, it also shows stronger depletion in column density. There 

is, however, little enhancement at end time over initial CO levels — this is because so 

many points start with high visual extinctions. The physical extent of CO is greater at 

end time, but still three points are in the freeze-out zone, and their CO abundances are 

brought low enough by this not to register strongly in column density.
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Figure 3.15: Column densities as functions of time, calculated through the core 
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A general trend for most species which rely on high visual extinction is their much 

higher abundances, and their much longer survival after peak time. Also note th a t the 

pre-peak time shoulder is present, and stronger than for the standard run. Clearly this is 

due to freeze-out starting very early on for many points, allowing the hydrocarbon species 

to take advantage by the mechanism discussed in the previous subsection.

Re-injection peaks do not provide such a large contrast in abundances here, compared 

to other runs, however the peak levels are fairly similar — it is only the underlying values 

which change between the runs.

3 .3 .4  R u n s  G - K l & G -K 2

The dimensionality of collapse parameter, k , represents the number of dimensions along 

which collapse is taking place (see chapter 2 for a full explanation). Whilst achieving 

the same peak time visual extinction, with all other param eters remaining the same as 

standard, the changing of the collapse dimensionality in runs G-Kl k, G-K2 results in 

different visual extinctions and size from the standard values at all times other than 

t = tm . Hence these two runs start at different visual extinctions and sizes from the 

standard run, and so they each require their own stage 1. In the same way as for G-Al & 

G-A2 , the column densities naturally vary in the same sense as the visual extinctions due 

to the changing size scale.

Run G -K l takes k = 1.2. This means tha t the increase in visual extinction up to the 

peak time is less dramatic, therefore the initial level must be higher than for the standard
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Figure 3.16: Fractional abundances with respect to total hydrogen as functions 

of time, calculated from column densities through the core -  Ay^max — 10 run
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case. Because of these higher levels, depth points 1 1  &; 12 s ta rt within the freeze-out zone. 

I invoke the same argument in justification of this as for model G-A2 . Six depth points in 

total reach Ay,cra. The larger visual extinctions across the core mean earlier passage into 

the freeze-out zone. The size scale of the core starts around twice as large as the standard 

value. By peak time it collapses down to the standard size.

Figures 3.17 & 3.18 show column densities and fractional abundances for model G-Kl. 

CO levels start higher than standard due to the greater visual extinctions and larger size 

providing more effective self-shielding. Because these high levels are established in stage 

1 , where the chemistry is run to equilibrium, there is less free C /C + , which means less 

charge transfer to  sulphur. Since the main mechanism for sulphur depletion is via S+-grain 

sticking, there is more free sulphur in the gas phase during this run at inner depth points. 

This produces higher CS levels at the centre of the core at peak time, bu t the longer period 

the outer freeze-out points spend in the freeze-out zone means more CS depletion at those 

points.

CO column density, as for model G-A2 , relaxes steadily compared to  the standard case, 

due to the continual re-injection of mantle-bound CO, and the greater level of protection 

from the ISRF.

As peak time approaches, most species tend to assume the same levels as the standard 

run. This is because the difference in the rate of change of A y  slows as tm approaches, and 

with the same density profile all through, this means th a t at the higher densities where the 

chemistry around peak time mostly takes place, there is little physical difference between
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Figure 3.17: Column densities as functions of time, calculated through the core 
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the models.

The pre-peak time shoulder is again present, although hydrocarbon abundances here 

are marginally lower, due to the conversion of some carbon into CO during stage 1 .

CS levels are again fairly stable throughout the evolution, varying little from the 

standard profile or standard levels, even near beginning and end times.

The lower k value allows the re-expanded core more protection from the interstellar 

radiation field, allowing longer survival of species formed at peak time densities. Peak 

time column density-derived abundances remain higher for longer. Final abundances are 

also more significant for G-Kl than the standard run. For example, here, N2 H+ levels are 

potentially observable at end time, taking a value around 1 0 ~ 12, while the standard run 

takes a value more than an order of magnitude lower.

Figures 3.19 & 3.20 show column densities and fractional abundances for model G-K2, 

for which k = 1.8. The initial level of visual extinction is lower than for the standard case. 

All six freeze-out depth points begin outside the freeze-out zone, due to their lower visual 

extinctions. The size scale of the core starts around half as large as the standard value. 

By peak time it collapses down to the standard size, as for model G -Kl.

Chemical abundances for G-K2 are almost identical to the standard values, depth 

point for depth point, excepting the initial and very end times, at which abundances are 

somewhat lower. However, the lower initial visual extinctions (and size scale) make the 

column density evolution much more dramatic than for G -Kl or the standard run. Again,
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Figure 3.18: Fractional abundances with respect to total hydrogen as functions 

of time, calculated from column densities through the core -  k — 1 . 2  run
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the peak time values tend to be very similar to standard, since at this time the physical 

parameters are the same, and are increasingly similar in the approach to peak time.

Pre-peak time shoulder abundances are virtually the same as the standard run values.

Again CS column density and associated fractional abundance is very robust in com­

parison with other observables.

At the very early and late times, the major reason for lower column densities in most 

observable species, besides the smaller scale, is the loss of higher A y  points at the core 

centre.

3 .3 .5  R u n  G -S

This run uses all the same physical parameters as for the standard run. Only the level of 

freeze-out is brought down, by approximately 90%, to represent a sticking coefficient of 

5  =  0.1.

Initial and final column density and fractional abundance levels are the same as for 

the standard case, indicating that for the sort of timescales and densities employed in this 

study, with other parameters taking standard values, a change in the level of freeze-out 

has no effect on end time column densities and fractional abundances. This is indeed true 

for the individual depth points as well.

However, at all other times in between, column densities are very different from the 

standard case. The low level of freeze-out means tha t C /C + is converted into CO much 

more strongly than it is frozen out. Also, as a consequence of lower ionic freeze-out, the
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Figure 3.19: Column densities as functions of time, calculated through the core 
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electron abundance is higher than for the standard case -  by ~25 times at peak time for 

the central depth point, much more than the ratio of freeze-out levels. This means tha t 

hydrocarbon formation is very much suppressed, as can be seen in figures 3.21 & 3.22, at 

all times.

CO remains high throughout the high density period, and bears no obvious signatures 

of re-injection. N2  is also minimally affected.

The CS profile is very much altered by the lower freeze-out level; it continues to grow 

beyond its standard run peak level, finally peaking at around the peak density time, tm. 

Meanwhile, NH3 , N2 H+ , O2 , and HCO+ are dramatically reduced. O2  requires the strong 

removal of atomic carbon in the freeze-out zone to reach as high as the standard case, 

otherwise it may be destroyed via:

C +  0 2  — ► CO +  O

At peak time, C is around an order of magnitude larger at the central depth point for 

model G-S than  for the standard run.

SO and SO2  benefit from the later peaking of O 2 , since there is still a lot of sulphur left 

in the gas phase at this point, whilst there is again much less destructive atomic carbon 

around, allowing them to reach higher levels than for the standard case.

H2 O, singularly of the selected observable species, is mostly unaffected by the change in 

sticking coefficient, aside from a slightly later peaking. This is not just a column density 

effect -  it stems from the strong similarity of the point by point abundances. This is
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Figure 3.20: Fractional abundances with respect to total hydrogen as functions 

of time, calculated from column densities through the core -  k = 1 . 8  run
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mainly as a result of a balance between O and Hg which may form OH+ , which is a 

necessary link in the H2 0-formation chain. This balance is effected by on one hand the 

larger electron abundance in model G-S, which limits Hg", and on the other the freeze-out 

of O onto dust grains in the standard model. Since these happen to approximately cancel 

out, and since the two effects are closely coupled to the freeze-out rate, this relationship is 

more or less maintained throughout the evolution of the core, and OH+ levels are therefore 

not strongly affected by the change in sticking coefficient. This carries through to H2 O 

through the chain:

OH+ H20+ H30+ H20

The larger electron abundance of model G-S also acts in the last stage of H20  formation, 

above, to stabilise levels between the two runs.

3 .3 .6  R u n  G -D

Model G-D takes a peak central density of 5  x 105  cm-3 . As it is restricted to  the same 

peak central visual extinction as the standard run, visual extinctions at times t /  tm are 

lower than the standard levels, gradually converging towards peak time. Visual extinction 

profiles are also shallower across the core than their corresponding standard profiles at 

times t ^  tm . This model requires a smaller size scale to fix its peak central A y  to 5. At 

peak time, the core is ten times smaller than the standard size; at time t = 0  it is roughly 

half as large as the standard initial size. Model G-D therefore requires its own stage one.
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Figure 3.21: Column densities as functions of time, calculated through the core 
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Note tha t while peak density is ten times higher than standard, the initial density profile 

is the same as for the standard run.

Due to the shallower A y  profiles, A y ^ u  is reached later on for those points which 

reach it, compared to the standard run.

Figures 3.23 &; 3.24 show column densities and fractional abundances for model G-D. 

CO can be seen to peak both higher and slightly earlier than standard. Enhancement 

from initial levels is very strong, as is the level of hysteresis by the end time, which is 

close to two orders of magnitude and leaves CO fractional abundance at around 1 0 - 5  in 

the diffuse conditions of end time. The sharp increase in density early on in the core’s 

evolution allows much carbon to be converted quickly into CO, when visual extinctions 

reach levels which allow it to survive.

CS takes a similar profile to the standard run, except for two features. Firstly, col­

umn density drops at around the time CO peaks, rising to around the same level again 

just before peak time. This drop is because of a sharp fall in C 2 levels at certain depth 

points. This itself comes about because of fast CO conversion, and a fast drop in electron 

abundance because of the loss of C /C + , which otherwise effectively transfers charge to 

other species. As C2  formation relies heavily on both atomic carbon levels and on electron 

abundance for the final stage in its formation (recombination of C 2 H2 -), it sharply falls, 

removing a major contributor to CS formation for medium range depth points. CS grad­

ually rises again at these points, as SO levels begin to peak. Sulphur is still abundant as 

the fast removal of carbon leaves large amounts of S charge-neutral, so tha t it is present
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Figure 3.22: Fractional abundances with respect to total hydrogen as functions 

of time, calculated from column densities through the core -  S  = 0.1 run
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to react with O2  as its levels rise. CS is formed again when the large abundances of SO 

react with small amounts (relative to CO) of atomic carbon which arise from He+ breaking 

down carbon monoxide to leave C+ , which quickly transfers the charge to the abundant 

atomic sulphur.

The other feature in the CS profile is the late bump after the last freeze-out point has 

re-injected its grain mantles into the gas phase. This is caused by the core’s descent into 

low visual extinction. When A y  starts to approach its initial/final levels, density is still 

comparatively high. This drives a chemistry which quickly feeds off the products of newly 

photo-destroyed species, of which CS is a beneficiary.

The pre-peak time hydrocarbon shoulder is not present here, due to the fast removal 

of C /C+.

In this model, H2 O column densities and point by point fractional abundances do not 

vary strongly from standard levels. This is due to the same mechanism as for model G-S, 

except tha t here it is the electron abundance tha t plays the most im portant part; within 

the freeze-out zone, higher electron abundances limit Huj", whilst enhancing the level of 

H3 0 + recombination.

The high SO levels discussed above should be noted; SO peaks more than an order of 

magnitude higher in column density than in the standard run.

Generally, column densities are less broad about time t = tmj and rise and fall more 

sharply, than the standard case. This is because visual extinctions start lower, but when 

they reach a point where species are reasonably protected from the interstellar radiation
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Figure 3.23: Column densities as functions of time, calculated through the core 
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field, the high density allows them to be produced more quickly. Likewise, they may be 

destroyed more quickly when visual extinctions are no longer very large.

There are certain similarities between model G-D and model G-Al, since their relation­

ships between density and visual extinction are similar. There are some major differences 

though -  the abundances of CH4  and NH3  at peak time are larger in model G-D, both 

species assuming levels an order of magnitude higher than in the model G-Al. Also, peak 

SO levels in model G-D are the highest of any of the runs, making this high density model 

quite unmistakeable (excluding the uncertain levels after peak time, due to re-injection of 

grain mantles).

It is noteworthy tha t neither NH3  nor N 2 H+ reach such high levels as are achieved in 

the standard run. This reveals a divide in species according to the two freeze-out categories 

mentioned earlier; because sulphur depletion is dominated by ionic freeze-out processes, 

and carbon, the im portant carrier of charge, is converted quickly to CO, S is not frozen 

out as strongly as C and N which are affected more strongly by neutral species freeze-out.

3.4 Discussion

Clearly, the chemical behaviour of the models displays a strong dependence on freeze- 

out; the rate, the period of time over which it is active, its physical extent, and the 

level of chemical processing before it begins all play their part in determining abundances 

through the core’s evolution, whilst the re-injection of frozen-out species exerts an influence
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Figure 3.24: Fractional abundances with respect to total hydrogen as functions 

of time, calculated from column densities through the core -  p(0, tm) =  5 x 105

cm 3  run
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over the post-peak time chemistry. These elements are controlled by the interplay of 

parameter choices. The multi-point modelling of this study emphasises how im portant 

these param eter choices are, since they affect an entire set of chemical reference points 

which react in their own way to the changes.

The value of the peak time parameter, tm, makes only a small difference to column 

densities for most of the core’s evolution (models G -Tl &; G-T2). Levels for most species 

are not drastically affected, although what might normally be labelled late-time species, 

like NH3 , show some enhancement with longer evolution times, as might be expected. 

The behaviours of HCO+ and N2 H+ , contrary to those of many other molecules, are 

unaffected by the time scale, either in the levels reached or in their overall profiles. These 

two molecules follow the density and visual extinction evolution, hence they remain good 

tracers of these parameters in the regime of this model.

The main variation in chemical behaviour around peak time is the larger growth of the 

hydrocarbon “shoulder” for shorter time scales, although its brief period of prominence 

would make it difficult to detect individual cores. Its contribution in statistically large 

samples might be noticeable.

The effect of changing the peak central visual extinction (models G-Al & G-A2) is 

drastic; the lower value of 3 produces a chemistry where little appreciable molecular ma­

terial is formed, and little survives the return to diffuse conditions. The re-injection spikes 

are very large, however this is a result of the standardisation of freeze-out levels through­
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out the grid. The higher value of 10 produces rather larger abundances of many observable 

species, however its high initial visual extinction values (up to Ay  =  3) may in reality be 

unlikely to  pertain in the diffuse background conditions which I cite as a starting point, 

especially considering the initial size required to  achieve this particular example: ~  1.5 

pc. Such a large-scale fluctuation in density in a medium of a nominal background gas 

density of n n  = 300 cm - 3  is inconsistent with our picture of a cloud consisting of small 

unresolved cores; the large column density of CO over such a potentially large size scale 

should be resolved by single-dish telescopes, and would be something more akin to the 

traditional dark cloud core (i.e. Myers core). The fact that such cores tend to have density 

estimates of n n  = 1 0 5  cm - 3  or higher (as opposed to  the initial 1 0 3  cm - 3  of this model) 

leaves model G-A2 inconsistent with either regime. Since the large column densities of 

this model are to a large degree dependent on the initial (high Ay) conditions, we should 

not expect to see this kind of chemical behaviour in transient dense cores, at least without 

commensurately higher densities to provide the large visual extinctions instead of large 

size scales.

Aside from these points, the trends displayed by these models are such tha t chemical 

hysteresis should scale in the same sense as visual extinction.

The same argument may be made against model G -Kl, for which k =  1.2, as against 

model G-A2. This model has a similar initial size and central visual extinction to model 

G-A2. We should therefore expect that a real core of value k = 1.2 should achieve a 

putative visual extinction of Ay = 5 through a larger central density. Model G-K2, for 

which k = 1.8, assumes more reasonable initial sizes and visual extinctions. However, 

regardless of the individual merits of the models, the chemical trends resulting from the 

variation of this param eter are of stronger chemical hysteresis in cores of lower values 

of k. This is not only due to the higher initial and final visual extinctions but to the 

less vigorous change in A y  throughout the core’s evolution. This also means tha t large 

column densities, formed more strongly around the peak time when densities are high, are 

stretched out over time, providing a longer “memory” of a high density era in the core.

The model with sticking coefficient of S' =  0.1, model G-S, shows how im portant a large 

level of freeze-out is to the formation of certain observable molecules. This means that 

observations of such large CO column densities as are achieved with this model combined 

with high levels of H 2 O (~  10~7) and very low NH3 and hydrocarbon levels would imply 

a low sticking coefficient.
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Model G-D does not display much chemical hysteresis, apart from carbon monoxide, 

and peaking in density-tracing molecules is low and comparatively sharp. The locking- 

up of carbon into CO before freeze-out begins to act seriously curtails the formation of 

carbon-bearing species. A high density run like this using a lower value of k would give 

higher initial and final visual extinctions, and therefore might allow a more interesting 

chemistry to develop.

3.5 Conclusions

This study of a number of parameter variations in the transient dense core model shows 

firstly how substantially column densities may vary due to the behaviour of the chemistry 

at individual points within a core. This lends more weight to the argument tha t a multi­

point approach to chemical modelling of such environments is crucial to our understanding 

of their chemistry and the interpretation of observational results.

The testing also gives more confidence as to the robustness of the standard model in 

broadly representing the chemical and physical behaviour of a transient dense core. The 

representative time scale of 1 million years is a safe value, and in the case of real cores, 

variations in the timescale of a factor of 2  either way should not dramatically affect the 

chemistry or hence the detected column densities.

Whilst the chemical variations and levels of hysteresis seen in the k-runs and the Ay-  

runs seem strongly dependent on those variables, the underlying influence is the initial 

visual extinctions of those runs, and the time taken for points to reach the critical vi­

sual extinction. Those runs with larger peak time molecular abundances and/or stronger 

chemical hysteresis are those which have initially higher visual extinctions.

Also, those runs with less overall freeze-out, either through the sticking coefficient or 

through the time taken to reach Ay^n,  through k or Ay^max, show less molecular en­

hancement at any time over the core’s evolution. We should therefore expect tha t the 

cores observed in M orata et al. (2003) would have higher rather than lower peak visual 

extinctions, and lower rather than higher values of the collapse dimensionality parameter, 

/c, so tha t more points {i.e. a larger fraction of the core) reached the critical visual ex­

tinction. This arrangement should produce cores which do not contribute highly extended 

emission in their early stages. Also, we should expect th a t the sticking coefficient would 

be closer to S  = 1.0 than to 0.1 so tha t substantial levels of molecular species could be
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achieved at all, to be subsequently detected.

All this means tha t the initial physical conditions of the transient dense cores are all- 

im portant for their resultant chemistries. It also leaves our standard run as being fairly 

representative of the sort of cases tha t we are trying to model. This study shows tha t the 

results of the param eter variations can be entirely understood from the chemical network. 

This gives great confidence in both the physical and chemical aspects of the model, and its 

robustness relative to parameter changes, providing a sound basis for further applications 

of the model.



C h a p t e r  4

Cyclical D ense Cores in Dark Clouds

4.1 Introduction

In the work of previous chapters, the timescale for formation and destruction of cores is 

assumed to be on the order of 1 Myr. This leaves the opportunity for a number of core 

cycles to take place within the lifetime of a dark cloud, determined to be on the order 

of a few Gyrs (see e.g. Bash et al. 1977, Leisawitz et al. 1989). On this basis, we might 

expect tha t some material which had previously resided in one core might be recycled into 

another, newly-forming core. The evidence of the previous chapters shows tha t definite 

chemical hysteresis results from the core evolution process, and so this could in turn  affect 

the chemistry throughout the evolution of a subsequent core.

In order to test this hypothesis, I here investigate the chemistry of a core cycled through 

a number of contractions and expansions governed by the standard run parameters of the 

transient dense core model used in the previous chapter. On completion of an entire 

cycle of core evolution, the same material immediately embarks on an identical cycle 

of physical evolution, with the chemical state at each depth point preserved over the 

transition between cycles. Previous studies of cycling in dark clouds such as Charnley 

et al. (1988a), Charnley et al. (1988b), Nejad et al. (1990) and Nejad & Williams (1992) 

have adopted a different mechanism for the formation and destruction of dense clumps 

from tha t used here, resulting in a different chemistry. This makes the work of this chapter 

unique from those studies. However, some of their general results are preserved in this 

work.

92
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The processing of the diffuse background gas tha t results from the formation and dis­

sipation of a dense core, in the regime of the transient dense core model, will by definition 

influence the chemistry of the subsequent core cycle. This cycling model assumes tha t 

cycles immediately follow one-another, however this may not be strictly necessary for ap­

proximately similar values between the end of one cycle and the next to obtain. This 

depends on the time period over which the enhanced chemistry of the post-evolution core 

degenerates back to the pre-evolution equilibrium levels. Hence in this chapter I take a 

deeper look at the post-evolution chemistry of the background gas, and relate it to the 

chemical evolution which may take place in a regime where cyclical core formation takes 

place.

4.2 Cyclical Cores

The only other studies of cycling in dark clouds used a model of clump/core formation very 

different from this one. Charnley et al. (1988a) investigated a mechanism by which winds 

from young low-mass stars cause cycling of material between dense clumps and tenuous 

interclump gas, following the suggestion of Norman & Silk (1980) and Goldsmith et al. 

(1986). Their model involved an initial collapse of diffuse material to form a dense clump, 

which after a period of quiescense is then ablated by wind moving around the clump. At 

this point the density drops quickly, and mixing of the wind and dense core gas takes place. 

When the clump reaches the edge of the wind-blown bubble, it passes through a shock, 

the density increases sharply, and frozen grain mantles are re-injected immediately into 

the gas phase. Over a period, the gas cools, and the density rises to pre-collapse values. 

The total evolution time of this mechanism is on the order of a few million years. The 

subsequent studies of Charnley et al. (1988b), Nejad et al. (1990) and Nejad h  Williams 

(1992) used this ( “slow cycle”) or similar models to run a single-point chemistry through 

a number of cycles. The broad conclusions of these studies th a t are pertinent to this 

one were tha t the resultant chemistry was characteristically young, tha t a limit cycle was 

achieved after only a small number of cycles, and tha t the re-injection of grain mantles 

would strongly affect abundances. Also, fractional abundances were predicted to vary a 

great deal between points in a dark cloud.

The cycling model to be investigated in this chapter does not involve mixing at bound­

aries, hence no injection of ionised material. It includes no shock chemistry, hence no sharp
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changes in density, visual extinction or temperature, and generally the transitions in den­

sity and visual extinction are smooth. It does involve the instantaneous re-injection of 

grain mantle-bound species into the gas phase; however, for the central depth point of the 

core in this study (which corresponds to the single point modelled in the other works), 

re-injection does not take place until a relatively low visual extinction and density are 

achieved. In the Charnley et al. (1988a) and subsequent models, there is no photoionis- 

ing radiation, and ignoring the mixing of wind-borne ions, the sole source of ionisation 

is cosmic rays. It should also be noted tha t those models were single-point simulations, 

whilst this one uses an array of 12 depth points. On the evidence of previous chapters, the 

range of chemistries across the width of a core is quite broad, and warrants a multi-point 

treatment.

These differences highlight the necessity for a consideration of the Falle & Hartquist 

mechanism, in the context of this transient dense core model, as a cyclical process po­

tentially capable of enhancing dark cloud chemistry more than might be indicated by a 

single cycle. It would also be instructive to consider what observable differences might be 

apparent to discern the level of chemical processing in dark clouds due to this mechanism, 

and the sensitivity of these observables to the timescale between one core cycle and the 

next.

4 .2 .1  T h e  C y c lica l C ore  M o d e l

The chemical and physical param eters adopted for this model are exactly the same as those 

used in the standard run of chapter 3, and indeed the first cycle is th a t very run. I have 

made subsequent cycles of the model, taking the final fractional abundance values at each 

depth point as the starting values of the following run. Hence this model assumes tha t 

the same parcels of gas are being modified in the same way for each cycle, i. e. there is no 

intercore mixing or core-background mixing between cycles, and the physical evolution of 

the core proceeds in the same way for each point as it did in the previous cycle. The multi­

point approach of this model demands tha t these limitations be explicitly stipulated. A 

more complex model of the cycling process (such th a t subsequent cycles might process the 

material in different ways, according to larger or smaller changes to physical parameters, 

or might be physically displaced from the original site) is beyond the scope of this study, 

and would be of questionable value before a straight-forward study of this kind has been 

carried out and more supporting observational data  are obtained to further constrain
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Figure 4.1: Column densities as functions of time, calculated through the core -  

cycle 2
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model parameters (or ranges thereof).

The freeze-out rate was maintained for all subsequent cycles at the same level as the first 

(the standard run), which in fact leads to slightly larger values of freeze-out in later cycles 

('■'■'62% for the second cycle, compared to 60%). This however maintains a consistency 

between cycles in a way appropriate to the model, tha t fixing the level of freeze-out would 

not.

Five cycles (including the initial, standard model) have been run, the results of which 

are displayed and explored in the next section.

4 .2 .2  R e s u lts

1 present time-dependent column densities and resultant fractional abundances for cycle

2 of the standard core model, obtained in the usual way, in figures 4.1 &; 4.2. I compare 

these figures with those obtained for the standard run of chapter 3, see figures 3.3 & 3.4.

The first obvious difference between this and the standard run is the dip in some 

column densities and fractional abundances, and rises in others, just after time t = 0 . 

This is due to the low visual extinctions at these times, which still act to break down 

molecular material, and it takes the gradual return to higher visual extinctions for this 

trend to tu rn  around.

The other main difference is the diminution of the hydrocarbon “shoulder” -  this is 

due to the retention of carbon in the form of CO following the first cycle, producing a 

lower initial C /C + level, so leaving less available for the formation of CH4 , etc. Thus the
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Figure 4.2: Fractional abundances with respect to total hydrogen as functions of 

time, calculated from column densities through the core -  cycle 2
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chemical hysteresis resulting from the first cycle limits the chemistry of the second.

The column densities and fractional abundances of further cycles of the model are 

in fact very little different from the second, and almost all molecules show no difference 

after this cycle. Tables 4.1, 4.2 h  4.3 show column densities and fractional abundances at 

beginning/end time, at the hydrocarbon “shoulder” (t =  7.2 x 105  yrs), and at peak time 

for the first, second and third cycles. Values which are different from the previous cycle 

are highlighted in bold face. By the third cycle, a limit cycle is quite definitely reached 

and almost all point by point fractional abundances are identical at equal times through 

the cycle. Calculated column densities and resultant fractional abundances are identical 

for all molecules. I therefore omit results for cycles 4 and 5.

It may easily be seen by the highlighting of values in the tables tha t levels at the 

“shoulder” vary the most between the cycles, and tha t variations persist for longer (in 

terms of cycles) at this time than for the other two. The time at which the shoulder peaks 

in various molecules is the same for each cycle, although individual molecules peak at 

slightly different times from each other; I choose t = 7.2 x 105  yrs as a representative time 

value for the shoulder. As mentioned above, the strength of the shoulder in the initial run 

is not subsequently replicated, due to the chemical hysteresis, which leads to lower levels 

in the later runs. Levels of CH4 , CH3 OH and H 2 CO are approximately 4 times, 4 times 

and 3 times lower, respectively, in the second cycle than the first. Meanwhile SO2  is 5  

times higher, and SO is twice as high. All this may provide criteria for the determination 

of the frequency between putative cycles in dark clouds. If observed levels in cores which
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Table 4.1: Selected column densities through the core and fractional abundances 

computed from column densities, for three cycles at s ta rt/en d  time t

S ta n d a rd ( s ta r t ) S ta n d a rd (en d ) C ycle  2 (en d ) C ycle 3 (en d )

S p ec ies  i iV[i] ( c m - 2 ) X N [i] * N [i] X N [i] ar[i] X N [i] N [i] X N [*]

h2 1.6(21) 4 .9 (- l) 1.7(21) 4 .9 ( - l) 1 .7(21) 4 .9 ( - l) 1 .7(21) 4 .9 ( - l)

CO 2.3(16) 6.9(-6) 1.6(17) 4.7(-5) 1.6(17) 4 .7 (-5 ) 1.6(17) 4 .7 (-5 )

o 2 1.3(10) 3.8(-12) 6.3(10) 1.9(-11) 7.5(10) 2 .2 ( - l l ) 7.5 (10) 2 .2 ( - l l )

h 2o 2.0(11) 5 .9 ( - l l ) 7.7(11) 2.3(-10) 8.7(11) 2.6(-10) 8.8(11) 2 .6 ( - 1 0 )

c h 4 4.6(8) 1.4(-13) 3.5(8) 1.1(-12) 3.6(8) 1 -1 (-12) 3 .6 (8) 1 .1 ( - 1 2 )

O H 8.4(11) 2.5(-10) 2.7(12) 8.1(-10) 3.1(12) 9.2(-10) 3 .1 (12) 9 .2 (-10 )

CH 1.9(14) 5.7(-8) 1.1(14) 3.3(-8) 1.1(14) 3.2(-8) 1.1(14) 3 .2 (-8 )

H C O  + 1.4(9) 4.1(-13) 7.4(9) 2.2(-12) 9.2(9) 2.7(-12) 9.3(9) 2.8(-12)

H 2 C O 2.5(10) 7.4(-12) 4.3(10) l . S ( - l l ) 4.1(10) 1.2(-11) 4 .1 (10) 1 -2 ( - 11 )

C H yO H 3.1(5) 9.2(-17) 1.9(6) 5.7(-16) 2.0(6) 5.9(-16) 2 .0 (6 ) 5 .9 (-16 )

n h 3 3.8(7) 1.1(-14) 9.6(8) 2.9(-13) 1.1(9) 3.2(-13) 1.1(9) 3 .2 (-13 )

n 2h + 9.8(5) 2.9(-16) 1.8(8) 5.4(-14) 2.2(8) 6.5(-14) 2 .2 (8 ) 6 .5 (-14 )

ON 2.1(12) 6.3(-10) 4.1(11) 1.2(-10) 3.7(11) l . l ( - lO ) 3 .7(11) l . l ( - lO )

N O 2.3(10) 6.9(-12) 1.4(11) 4.1(-11) 1.6(11) 4 .7 ( - l l ) 1 .6 ( 1 1 ) 4 .7 ( - l l )

CS 9.3(12) 2.7(-9) 2.0(12) e .o ( - io ) 1.8(12) 5.5(-10) 1 .8 ( 1 2 ) 5 .5 (-10 )

SO 1.7(10) 5.0(-12) 2.0(10) 5.9(-12) 2 .0 ( 1 0 ) 5 .9 (-12 ) 2 .0 ( 1 0 ) 5 .9 (-12 )

so 2 7.2(5) 2.1(-16) 9.3(5) 2.8(-16) 9.5(5) 2 .8 (-16 ) 9 .5 (5 ) 5 .9 (-12 )

f a(b) = a X 10''

* X N [i] = N[zl/(2N[H2| + Af(HJ)

happen to be at this stage of their evolution (i.e. at the hydrocarbon shoulder) are of a 

type consistent with a later cycle, we may infer tha t cycling is sufficiently frequent that 

core chemistry does not have the time to degenerate substantially before the onset of 

further cycles. If observed cores display abundances in line with first cycle core chemistry, 

we may infer tha t cycles are “infrequent” and tha t core chemistry has time to return to 

equilibrium values between cycles. Such a determination would also allow inferences to 

be made about the chemical state of the diffuse background gas (when not dynamically 

involved in core evolution). The state of this gas would not be uniformly determinable by 

direct observation due to the low densities (and column densities) involved. We should not 

expect to be able to detect cores at the beginning or end of their cycles, so the shoulder 

chemistry may provide a useful tool, if it is detectable.

Peak time molecular column densities show very little variation between cycles, and 

by the second cycle the limit is very nearly reached already. Because the variations are 

so small between the first and second cycles, it should not be possible to distinguish them 

from observations of cores at such a stage of evolution.

Looking at end time values, it may be seen th a t after the first cycle there is little 

further hysteresis in the chemistry of the gas by the time it returns to  diffuse conditions. 

Hence the immediate chemical effects on the diffuse background gas of multiple cycles
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Table 4.2: Selected column densities through the core and fractional abundances 

computed from column densities, for three cycles at hydrocarbon “shoulder” t

S ta n d a rd C ycle  2 C y cle  3

S p ec ies  i N [i] (cm  2 ) X /vH ] * N\ i ] X N [i] N\ i ] X/v [r]

h 2 5.6(21) 5 .0 (- l) 5 .6 (21) 5 0 ( - l ) 5 .6 (21 ) 5 .0 ( - l)

CO 7.9(17) 7.0(-5) 8.3(17) 7.4(-5) 8 .3 (17 ) 7 .4 (-5 )

o 2 6.1(14) 5.4(-8) 1.2(15) l . l ( - 7 ) 1 .2 (15) l . l ( - 7 )

h 2 o 2.1(15) 1.9(-7) 1.8(15) 1.6(-7) 1.8(15) 1.6(-7)

c h 4 7.3(14) 6.5(-8) 1.3(14) 1.2(-8) 1.2(14) l . l ( - S )

OH 1.4(14) 1.2(-8) 1.2(14) 1.1 (-8) 1.2 (14) 1 . 1 (-8 )

CH 1.3(14) 1.2(-8) 1.2(14) l . l ( - 8 ) 1.2 (14) l.l(-8)

H C O +  . 6.0(12) 5.3(-10) 3.7(12) 3.3(-10) 3.6(12) 3 .3 (-10)

H 2 C O 1.4(14) 1.2(-8) 5.1(13) 4.5(-9) 5.0(13) 4.4(-9)

C H 3 OH 4.1(12) 3.6(-10) 9.6(11) 8 .5 ( - l l ) 9.1(11) 8.1(-11)

n h 3 7.2(12) 6.4(-10) 5.2(12) 4.6(-10) 5.1(12) 4.5(-10)

n 2 h + 1.6(11) 1.4(-11) 1.0(11) 9.0(-12) 9.8(10) 8.7(-12)

CN 3.2(13) 2.8(-9) 1.2(13) l . l ( - 9 ) 1.2(13) l . l ( - 9 )

NO 2.3(14) 2.1(-8) 3.2(14) 2.8(-8) 3 .2 (14) 2 .8 (-8 )

CS 4.5(14) 4.0(-8) 3.5(14) 3.1(-8) 3 .5 (14) 3 .1(-8 )

SO 9.3(12) 8.2(-10) 1.9(13) 1.7(-9) 2.0(13) 1.8(-9)

so 2 1.9(11) 1.7(-11) 9.7(11) 8 .6 ( - l l ) 1.1(12) 9 .4 ( - l l )

t  a(b) =  a  x 1 0 h

t X N [i] = N [ i] /( 2 N [ H 2 ] +  W[H1)

taking place would be little different from just single cycles taking place. The im portant 

difference would be in the time period between cycles.

So, in order to distinguish observationally between cores in one cycle or another, the 

ratios of CH 3 OH, H2 CO and CH4  to SO and SO2  might be used, in conjuction with levels 

of CS and CO to determine which cores are in their “shoulder” phase. As mentioned 

above, detections of only cores with first cycle chemistry would indicate some period of 

time between cycles of the same material, such tha t something close to equilibrium were 

attained in between, implying such an equilibrium state for the background gas in general. 

In the following section, I examine the degeneration over time of post-cycle chemistry back 

to pre-cycle equilibrium values.

4.3 Processing of Diffuse Background Gas

I take the output values of fractional abundances from all depth points at the end time 

of the first cycle (i.e. standard run) as a starting point for a further simulation. Using 

these values, I maintain the physical state of the core at the end of the standard run 

(i.e. diffuse conditions) and run the chemical code until complete equilibrium has been 

achieved. Obviously no freeze-out onto dust grains takes place, since visual extinctions at
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Table 4.3: Selected column densities through the core and fractional abundances 

computed from column densities, for three cycles at peak time t

S ta n d a rd C ycle  2 C ycle  3

S pecies  i 7V[i] (cm  2 ) A '/v[i] * N[i] X N [i] JV[t] X N [i]

h 2 6.2(21) 5 .0 (- l) 6 .2 (2 1 ) 5 0 ( - l ) 6 .2 ( 2 1 ) 5 .0 ( - l)

C O 7.2(17) 5.8(-5) 7.3(17) 5.9(-5) 7 .3 (17) 5 .9 (-5 )

o 2 9.7(15) 7.7(-7) 9.0(15) 7.2(-7) 9.0 (15 ) 7 .2 (-7 )

0<NX

2.9(15) 2.3(-7) 2.8(15) 2.2(-7) 2 .8 (15) 2 .2 (-7 )

c h 4 2.8(14) 2.2(-8) 2.6(14) 2.1(-8) 2 .6(14) 2 .1 (-8 )

OH 4.7(14) 3.8(-8) 4.6(14) 3.7(-8) 4 .6 (14) 3.6(-8)

CH 6.5(13) 5.2(-9) 6 .5 (13) 5 .2 (-9 ) 6 .5 (13 ) 5 .2 (-9 )

H C O + 1.5(13) 1.2(-9) 1.5(13) 1 .2(-9) 1 .5(13) 1 .2(-9)

H 2 C O 3.7(13) 2.9(-9) 3 .7 (13) 3 .0 (-9 ) 3 .7 (13) 3 .0 (-9 )

C H yO H 9.5(11) 7.6(- l 1) 9 .5 (11) 7 .6 ( - l l ) 9 .5 (11 ) 7 .6 ( - l  1)

NHy 2.6(13) 2.1(-9) 2.4(13) 1.9(-9) 2 .4 (13) 1 .9(-9)

n 2 h + 5.9(11) 4 .7 ( - l l ) 5.5(11) 4 .4 (- l  1) 5 .5 (11 ) 4 .4 ( - l1)

CN 5.6(12) 4.5(-10) 5.7(12) 4 .5 ( -10) 5 .7 (12) 4 .5 (-10)

NO 7.7(14) 6.2(-8) 7.9(14) 6.3(-8) 7 .9 (14) 6 .3 (-8 )

CS 1.9(14) 1.5(-8) 1.8(14) 1.4(-8) 1.8(14) 1 .4(-8)

SO 6.6(13) 5.2(-9) 8.3(13) 6.6(-9) 8 .3 (13) 6.8(-9)

s o 2 2.5(13) 2.0(-9) 3.2(13) 2.5(-9) 3.3(13) 2.6(-9)

* a(b)  =  o x  101'

* X N [i] =  JV[i]/(27V[H2) +  JV[H|)

all points are below A y , Cr i t -

4 .3 .1  R e su lts

Figures 4.3 &; 4.4 show column densities and resultant fractional abundances through the 

core up to 1 Myr after the core’s physical evolution has come to a halt.

By a time of approximately 200,000 years into this run, those species which are en­

hanced after the standard run are still more than an order of magnitude greater than their 

pre-cycle equilibrium values. After half a million years, values are close to equilibrium.

It should again be stressed however tha t the longevity of molecular material this long 

after the cycle’s end is a result of the multi-point approach of the model, and the density 

and visual extinction structure which we adopted. Figures 4.5a -  e show point by point 

fractional abundances at six times in this post-standard cycle run. We may see more 

easily from these plots that the calculated column densities are strongly dependent on 

the penetration of the interstellar radiation field into the post-cycle core. As time goes 

on, the chemistries at individual depth points are affected at different rates according 

to the static visual extinction profile. W hilst the inner depth points have higher visual 

extinctions which protect molecular species from photodestruction, the higher densities at 

these points expedite ion-molecule reactions which are fed by photoionisation. Hence the
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Figure 4.3: Column densities as functions of time, calculated through the core, 

up to 1 Myr after standard run
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combination of these two static profiles governs the gradient of molecular degeneration 

across the core.

A minor feature of the run is the kink in N2 abundance - this arises from the later 

breakdown of CO, compared to N2 , due to its self-shielding. Until CO has been suffi­

ciently broken down to allow for large abundances of C+ , a major route for N2  formation 

is suppressed. When CO is broken down enough and C+ levels rise, this allows larger 

abundances of CH and C2  to be formed, with which atomic nitrogen may react to form 

CN, and again to form N2 .

The level of enhancement at various times after core cycling implied by the column 

densities and fractional abundances produced in figures 4.3 & 4.4 should not just be taken 

at face value but also understood in the context of the chemistry at individual depth 

points across the core. The level of chemical enhancement at any one point will follow its 

own evolution, and we can see tha t it is only the inner points of the cores which retain 

significant amounts of molecular material formed at high density/A y times. However, the 

outer points will generally have lost most of their molecular material before the end of a 

cycle is reached, so levels at these points should not affect the behaviour of any subsequent 

core cycles, whatever the intervening period.

The most im portant effect of the core cycle on the diffuse background gas may be 

its expansion phase, which carries material out to large distances such tha t (by way of 

processes which are not treated in this model) mixing of material within dark clouds, 

or formation of cores whose positions do not coincide with a previous one may further
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Figure 4.4: Fractional abundances with respect to total hydrogen as functions 

of time, calculated from column densities through the core, up to 1 Myr after 

standard run

- 6

z "  - 1 0

-1 6
0 2x10s 4x10s 6x105 8x105 1x10s

time (yrs)

■8

10

12

14

SO,16
0 2 x 10s 4x1 0 s 6x10s 8x1 0 s 1x10s

time (yrs)

a: Species set 1 b: Species set 2

move, cycle and/or chemically process the already enhanced molecular gas. Since the 

Falle &; Hartquist MHD mechanism, upon which this core formation model is based, is 

so far only treated in one dimension, and since the observational library of data  at high 

enough resolution to pick out small dense cores is so far very sparse, it is difficult to 

speculate on how far-reaching may be the effects of chemical enhancement within dark 

clouds by this mechanism. We may still confidently say, however, tha t the extent and 

lifetime of molecular material after core dissipation is significant. Figure 4.5a shows the 

extent of molecular material at end time of the standard run. Figure 4.5b shows its 

extent after another 200,000 years. At this point, although the extent of CO has fallen by 

approximately half, from 0.3 pc to 0.15, this extent represents an unattenuated fractional 

abundance of about 10-4 . Material with X(CO) > 10- 5  still extends out to ~0.25 pc at 

this time, and to ~0.20 pc at 0.5 Myrs, compared to ~0.35 pc at the end of the standard 

run. This effect is more pronounced for CO, due to its self-shielding at visual extinctions 

greater than about 1 , however the same effect is seen in all of the enhanced species; long- 

lived abundances significantly higher than the usual diffuse levels, far extended into the 

surrounding dark cloud.

The fact tha t the degeneration of column densities results from the reduction of the 

extent of molecular material, by the action of the interstellar radiation field, means tha t 

observed column densities obtained along lines of sight which do not coincide with the 

principal axis of collapse may not degenerate as quickly as those shown here (which should
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Figure 4.5: Fractional abundances across the core -  up to 10 Myr after standard

run
Radius (pc)

0 . 0  0 . 2  0 . 4  0 . 6

- 2

CO C+
- 4

- 6

CH

CS

- 1 0

- 1 2

- 1 4
1 2  1 1 1 0  9  8  7  6  5  4  3  2  1

Depth Point
i____ i____ i____ i____ i____ i____ i _ j____ i____ i____ ' '

- “ ^ - ^ - * ^ - * 0  0  0  0  0  0  ’• v i c n A O i i o o l o a o b o ' j b j a )  f o o o u i f ' o o i o o o i o - ' c n i o c n
Av

a: t = 0 Myr

Radius (pc)
0 . 0  0 . 2  0 . 4  0 . 6

- 2

CO
- 4

- 6
CH

8
CS

- 1 0

- 1 2

n h 3
- 1 4

1 2  1 1 1 0  9  8  7  6  5  4  3  2  1
Depth Point

r L r ‘ 7 ‘ 7 * r ‘ r ' P P P P P P^jLn . f * . O J M o i o b o c x i :-ucna> 
M C D U l M O < O O O l O - ‘ C n i O U l

Av

b: t = 0.2 Myr

Radius (pc)
0 . 0  0 . 2  0 . 4  0 . 6

- 2

CO
- 4

- 6
CH

- 8
CS

- 1 0
h 2o

- 1 2

NH;- 1 4
1 2  11 1 0  9  8  7  6  5  4  3 1

Depth Point
i__ i__ i__ i__ i__ i__ i__ i__ i__ i ' i

^  O O O O O O■ v i L n A o i M o i o b o b o v j b i b )  
m o o u i m o i o c o i o  — c n i o e n  

Av

c: t = 0.5 Myr

Radius (pc)
0 . 0  0 . 2  0 . 4  0 . 6

- 2

- 4

CO
- 6

X
c CH

X
c

CS

- 1 0
h 2o

- 1 2
CH,

- 1 4

Depth Point
i 1----1----1----1----1----1 i i i i '

r * . - * . - * . - *  P  P  P  P  P  P
x i L n  ’̂ . O j k ) < D i o b o b o  ’v j a i a )
f o o o c n i ' o o c o o o i o - ' C n i o u i  

Av

d: t = 1 Myr

Radius (pc)
0 . 0  0 . 2  0 . 4  0 . 6

- 2

CO
- 6i

c CH

X
c

CScn
o

- 1 0
H20

- 1 2

- 1 4

Depth Point
i----1----1__ i__ i__ i__ i__ i__ i i i i

-■ o  o  o  o  o  o' v J U l i f ^ i x N J o i o b o b o ^ c n C D  MO O C n t ' J O l O O O U 3 - ‘ UllOCJ! 
Av

e: t, = 10 Myr



4-4- Discussion 103

in a sense be the most drastically affected since they take in the full spectrum of densities 

and visual extinctions and the resultant chemical differentiation), although we might not 

expect tha t levels would be as high.

4.4 Discussion

These results suggest tha t there are not great differences, either in the local chemistries 

or in the observed column densities, between cores in different cycles. However, we should 

expect tha t two extremes in the abundances of observable species would arise for cores in 

the stage of evolution at which the hydrocarbon “shoulder” becomes prominent. In the first 

cycle, the ratio of hydrocarbon levels to sulphur-bearing species’ levels should be higher, 

whereas in all subsequent cycles it should be much lower. A search for molecules such as 

H2 CO or CH4 , which are singularly abundant at this point in core evolution, might indicate 

those cores which were in one or other state. Ratios of column densities of these molecules 

with those of SO or SO2  might then provide a strong enough contrast between the two cases 

to permit their distinction. Using table 4.2 we obtain ratios between cycles 1 and 2, at the 

“shoulder” , of: (H2 CO /SO )i : (H2 CO /SO ) 2 =  5.6, (H2 C 0 /S 0 2)i : (H2 C 0 /S 0 2 ) 2 =  14.2, 

and (CH4 /SO )i : (CH4 /S O ) 2  =  11.5, (CH4 /S 0 2)i : (CH4 /S 0 2 ) 2  =  28.7.

The attainm ent of either first cycle or later cycle chemistry would be dependent on the 

period of time between the end of one cycle and the onset of another. We might attribute a 

grace period of ~0.5 Myrs before re-cycling had to take place for the subsequent chemistry 

to show appreciable signs of previous enhancement. This is the point (after end time) at 

which the innermost depth points begin to return to their equilibrium values -  these points 

contribute the most to column densities at the hydrocarbon “shoulder” , and so when their 

carbon monoxide is broken down they may produce more hydrocarbons from the free 

carbon, in their subsequent cycle of evolution. Observationally, detected levels which were 

solely representative of first cycle chemistry would indicate tha t cycling was not achieved 

within this 0.5 Myr period. Conversely, a later cycle chemistry would indicate only that 

such cycling took place within tha t time-frame; the chemistry is not sensitive enough in 

later cycles to distinguish between them.

The level of post-cycle enhancement of the diffuse background gas is not strongly 

dependent on the number of cycles the material has been through, even though this is not 

the case for the “shoulder” phase chemistry. Therefore the level of chemical enhancement
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of background material as a result of cycling would be dependent only on the period of 

time between the cycles. (Obviously, the precise time scale is dependent on the model 

parameters which were chosen for the standard model). Therefore, detection of later cycle 

chemistries would inherently imply tha t the intercore background gas should be strongly 

chemically enhanced. This model implies such levels to be on the order of: X (C O ) ~  

10- 5  -  1CT4; X (C S  ) ~  1 CT10; X (CH 4) ~  1(T12; X (H 2 CO) ~  H T 11; X (H 2 0 )  ~  1 (T 10; 

X ( 0 2) ~  10-11. Other im portant species are not enhanced, or are at negligible levels.

In fact, the observations of M orata et al. (2003) could indicate just such a case of 

background chemical enhancement. The separations between cores in tha t paper are 

generally less than 1 arcmin for the CS cores. Those seen in HCO+ and N2 H+ , which do 

not generally coincide with each other or those in CS, show similar separations. Using the 

quoted distance to L673 of 300 pc, this corresponds to separations of less than 0.09 pc, i f  

the cores are all in the same plane. This is not suggested to be the case, but leaves open 

the possibility tha t the cores are separated by less than ~ 0 . 2  pc, meaning there could be 

some level of mixing of enhanced molecular material between subsequent generations of 

cores (albeit in a way not examined in this model, i.e. material from core centres being 

cycled into later cores’ edge regions). Line centre measurements of cores in M orata et al. 

(2003) were on the limit of the resolution of the instrum ents used, but were “compatible 

with being originated in the same bulk of gas” . However, it is not clear from the transitions 

mapped in tha t study as to whether this is the case.

4.5 Conclusions

Firstly, the main conclusions of the previous cycling work are preserved; as noted in the 

last two chapters, the chemistry of cores is characteristically young (and stays tha t way in 

subsequent cycles), and the re-injection of grain mantle-bound molecular material strongly 

affects abundances. As with those studies, a limit cycle is reached after a small number 

of cycles, although perhaps even fewer in this case -  2 - 3. This means tha t limit cycles 

could easily be achieved within the dynamical lifetime of a dark cloud.

The chemistries of secondary, tertiary and subsequent cycles are not significantly dif­

ferent to be observationally distinguishable, but the differences between primary and later 

cycles should be. This is only true, however, for the hydrocarbon “shoulder” column den­

sity feature, so it would require statistically large samples of cores to  be able to distinguish
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between these alternative chemistries. This could be achieved by comparison of H 2 CO or 

CH4  to SO or SO2  ratios, with the higher values signifying a first cycle chemistry.

We should expect that first cycle chemistries would obtain in regions where core cycling 

was infrequent enough tha t a period of >0.5 Myr would pass before the same material 

were re-cycled. In regions where later cycles are detected we should expect the diffuse 

background gas to be significantly enhanced. In regions where first cycle chemistry is 

detected we should expect that the background gas is not generally enhanced, but in 

localised areas (where cores have dispersed recently) it may be so.

I test the above hypotheses in later chapters using synthetically constructed molecular 

line maps.



Chapter 5

Core Ensem bles —  A Statistical 

Approach to Producing Synthetic  

M olecular Line M aps

5.1 Introduction

The work of previous chapters on the chemistry of small, transient, dense cores in dark 

clouds is partially based on the observational evidence of M orata et al. (2003), who looked 

at the region L673. The approximate sizes of the cores in tha t work were used to guide 

parameter choices in the chemical models of previous chapters of this study. Here I attem pt 

to use the results of the standard transient dense core model for whole ensembles of cores, 

to produce synthetic molecular line maps of dark clouds which may be qualitatively (and 

to a degree, quantitatively) compared with those of M orata et al. (2003). I use a simple 

statistical approach to place cores at random positions in space, each at a randomly 

selected stage of its evolution. I then convolve the computed column densities of the cores 

into a map. I take approximate values of the size of a region and the number of cores 

within it from M orata et al. (2003) to produce maps at small and large angular resolution, 

to be compared with tha t work and the study of M orata et al. (1997), who examined the 

same region at lower angular resolutions. I do not a ttem pt to explicitly model or reproduce 

the molecular line maps of those works, only their characteristic molecular morphologies.
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5.2 Producing Synthetic M olecular Line M aps

5 .2 .1  M e th o d o lo g y

In this work I expand the idea tha t dark clouds are composed of small, transient, dense 

cores, surrounded by a diffuse medium, by constructing a map of such a region. I attem pt 

to model a region with physical conditions the same as those of L673, a region studied 

in the molecular line maps of Morata et al. (2003), so tha t the characteristic molecular 

morphologies of tha t region may be compared with those of the synthetic maps which I 

produce. I assume that the synthetic dark cloud region is made up entirely of cores with 

the chemical and physical parameters of the standard run of chapter 3.

To produce the synthetic molecular line maps, I first require a region to map, made 

up of cores positioned in space. To construct this region I adopt the following approach:

• Designate a map size, and the number of cores within it

• Assign each core a randomly determined position within the map

• Assign each core a randomly determined stage of evolution

This results in a purely random ensemble of cores, with no inherent bias towards any 

particular structure other than tha t the region is composed of discrete cores of gas, and 

that a uniform core number density has been adopted for the whole region. We might 

expect that different regions in space should assume somewhat different local core number 

densities, however in this work I do not attem pt to study such larger-scale structure. There 

will, however, be an effect on the resultant local morphologies displayed within the maps 

from groupings resulting from the random distribution of the cores -  I do not, after all, 

simply place all cores at equal separations from one another so as to achieve a uniform 

core number density at every point in the map. But such deviations from strict uniformity 

may in any case be necessary to produce realistic morphologies, and the imposition of a 

strictly uniform core number density structure would be just as restrictive as of any other 

artificial regime.

The cores are positioned only in two dimensions, since the observational evidence in 

M orata et al. (2003) gives no indication of the depth into the line of sight of the region 

of gas in which the cores are situated, and in fact the position of a core in this third 

dimension has no impact on the way the maps of this study are constructed, or the way 

the molecular levels are calculated.
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To designate each core with a position, first the ^-coordinate is assigned a random 

value (from a uniform distribution) of between 0 and 2 pc. This step is then repeated for 

the ^/-coordinate. To designate each core with a particular stage of evolution, it is assigned 

a random (integer) index of value between 0 and 401, each of which corresponds to one 

of the equally spaced points in time for which outputs are produced from the chemical 

model.

The random determination of the stage of evolution of each core is necessary since 

there is no indication of any particular bias generally in the L673 region. Nor is there an 

indication tha t small groups of localised cores should necessarily influence one another’s 

evolution such tha t the stage of evolution of cores within that group should obey any 

particular relationship (indeed, those cores which are localised in the plane of the map 

may not in fact be close neighbours in three dimensions). The cores’ true proximity to 

each other does not affect the chemistry of the cores, as this has already been computed; 

therefore the cores are chemically and physically non-interacting.

W ith the basic map constructed, I then convolve the integrated column densities of 

each core into a set of molecular line maps for various tracers, one at a time, thus:

•  Divide map into a grid of “detection points”

• Designate a beam resolution/beam width

•  For each detection point, calculate contribution of “detected column density” from 

each core which lies within the detection radius

•  Plot contour map of data at detection points

I here assume each core to behave as the standard run core of chapter 3, hence each 

core has the same chemical and physical/dynamical parameters. To each core I therefore 

the assign column densities calculated for all the molecules modelled in the standard run, 

which vary depending on the designated stage of evolution of each core.

In order ultimately to produce a contour map, I require a grid of reference points on

the main map to which to assign “detected” levels for any particular molecule. I choose a

resolution for this grid that is smaller than the beam resolution, so tha t the entire map is 

well covered by the simulated beam.

To convolve the cores’ emissions, I choose a beam resolution to simulate the resolution 

effects of using a real telescope. I assume a Gaussian diffraction profile for the beam, and
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treat each core as a point source; therefore I define the beam resolution as the minimum 

angle of separation for which two point sources (of equal intensity) may be individually 

resolved, and so the beam resolution is twice the angle for which the Gaussian diffraction 

profile falls to half its peak value. I therefore identify this definition of beam resolution 

with FWHM beam width. The point source approximation I deem to be valid on the 

basis tha t the column densities employed in the convolution method are calculated for 

the centre of a core, and tha t the outer regions will contribute less than this point. The 

degree to which the “wings” contribute levels of emission significant enough to render 

this approximation invalid should become clear in this comparison of the synthetically 

produced maps with the observational evidence.

For each detection point, all the surrounding cores add a contribution to the “detected 

emission level” -  a contribution which is equal to the value of the diffraction profile (nor­

malised to unity) for the distance between core and detection point, multiplied by the 

calculated column density of the molecule in question, as determined by the stage of evo­

lution of the core. Cores which are more than a few beam resolution radii away from the 

detection point will not contribute significantly to the total level of detection, and so are 

not included in the sum. In this way, simulated detection levels are attributed to each 

detection point in the map. From these levels contour maps are plotted for a number of 

molecular tracers.

Clearly, in this analysis I make no attem pt to model radiative transfer, and this trea t­

ment ignores both optical depth and excitation effects. The map contours represent the 

column densities underlying the “detected” emission, rather than the emission itself. Im­

plicit in the mapping procedure is the non-interaction between cores, either physically or 

chemically, since the chemical data are computed individually for a generic core. Also 

implicit in this method is that all cores contract and expand along the line of sight, since 

all column densities are calculated in this direction.

5 .2 .2  T h e  M a p  P a ra m e ters

I use a map size of 2 pc x 2 pc. The CS maps of L673 shown in M orata et al. (1997) are 

approximately of this size.

I obtain a core number density for the map by counting the number of cores observed 

in the CS (J= 2 —>1) line in Morata et al. (2003). This gives a figure of around 40. I count 

on the basis th a t cores are essentially circular in the plane of observation, in order to
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distinguish apparently merged cores. The cores observed in the HCO+ ( J = l—>0) and N2 H+

( J = l—>0) lines do not generally coincide with those of CS or with each other; however,

this may partially be a result of chemical differentiation within the cores (as might be 

expected on the evidence of previous chapters), which could therefore imply falsely high 

numbers of cores if all cores in all three molecules were deemed independent. Also, with 

some cores taking sizes approximately equal to the resolution limit of the observations, 

some contributions from individual cores may be convolved together. Taking these points 

into account, and remembering tha t cores modelled using the standard run of chapter 3 

may at their beginning and end times not produce column densities which are sufficient 

for their detection, I assume a value of ~60 cores. The maps of M orata et al. are of a size 

~(0.5 pc)2, and so I adopt a core number density value of 250 pc-2 . Therefore, for the 

map of size (2 pc)2, I use a total of 1000 cores.

I take this basic map and produce two sets of molecular line maps:

• Large-scale, low resolution maps

• Small-scale, high resolution maps zoomed-in on a region chosen for its CS and NH3  

peaks

This approach mimics tha t taken in the two M orata et al. papers.

I adopt a low-resolution beam width of just under 2 arcmin to agree approximately 

with M orata et al. (1997). This corresponds to a beam radius of 0.085 pc, calculated at a 

distance to L673 of 300 pc.

From the large-scale maps I ignore “emission” from the outer 0.1 pc bounding them. 

This is because levels at the edges are influenced by the lack of any cores outside of the 

map, producing an unnatural drop in “detection” . To avoid this artifact, I remove a strip 

around the edge of the maps of size approximately equal to the beam radius. The cores in 

this bounding strip are still contributing to “emission” within the rest of the map -  only 

the final convolved emission within the strip is ignored.

When plotting contour maps, I set contour levels according only to those levels “de­

tected” within the region that I plot, rather than the levels calculated for the entire map. 

This means tha t peaks (or troughs) tha t might exist outside the area displayed in the 

map do not influence the displayed levels (and hence morphologies), ensuring tha t maps 

are consistent with real molecular line surveys (since contour maps of real regions are not 

normalised to molecular peaks outside of the detected region). In tha t sense we might
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identify the basic unconvolved maps (which consist only of core positions and stages of 

evolution) as the “sky” , with the convolved contour maps comparable to observations of 

it.

The region examined in M orata et al. (2003), of size ~  0.5 pc x 0.5 pc, was chosen from 

within the detection map of M orata et al. (1997) to coincide with peaks in CS emission, 

and in NH3  detected by Sepulveda Cerrada (2001).

For my high resolution maps, I zoom in on a region of the low resolution maps of 

size ~  0.6 pc x 0.6 pc ( -  slightly larger, to accomodate better both the CS and NH3 

peaks), chosen according to local CS and NH3  peaks, to  allow for meaningful comparison. 

However, the beamwidths employed in M orata et al. (2003) are ~20 arcsec, corresponding 

to a beam radius ~0.015 pc. Since the physical size of the cores detected in tha t paper 

were generally larger than this (i.e. < 0.08 pc), my treatm ent of the cores as point- 

sources would produce mapped cores all with sizes of <0.03 pc, if a 20” resolution were 

adopted. This would not produce morphologies comparable to the M orata paper. Hence, 

to allow for such qualitative comparison, I adopt a high-resolution beam width of ~  40” , 

corresponding to a beam radius of 0.03 pc, and mapped core sizes of <0.06 pc.

Because in this analysis the cores are treated as point sources and are therefore not 

given an intrinsic width, we should not expect the absolute “detected” levels of column 

density to accurately represent observed absolute levels. This is because the convolved 

column density values at each detection point would need to be normalised in order to 

average the emission over the area of the simulated beam. This is not possible because the 

cores have no intrinsic emitting area (only a point position), and so they occupy a zero 

fraction of the area of the beam. Hence I do not attem pt to compare the calculated absolute 

values at molecular line peaks with those levels detected in the M orata papers. I treat this 

issue in the following chapter. However, this in no way affects the reliability of the contour 

maps, since the normalisation is not required to obtain relative levels across the map in any 

particular molecular line. Whilst ratios of absolute levels of different molecules at specific 

points in the synthetic maps are also not reliable, the relative physical extents of molecules 

are, since their contour maps are consistent when adopting the same beam width. The 

low resolution and high resolution maps are each self-consistent in the adoption of a single 

beam width for all molecules, therefore they are consistent with each other. We require 

the same beam resolution for all molecules, for either set of high or low resolution maps, 

so tha t detected core sizes are consistent; this is because core size and beam resolution are
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directly linked when the point source approximation is made. It is not so im portant for 

the low resolution maps, since the beam width is much larger than the maximum size of 

the standard run core, and therefore resolved structure is much more dependent on core 

distribution in the map than on the core size.

5.3 R esults

5 .3 .1  L ow  reso lu tio n , la rg e-sca le  m ap s

Figure 5.1 shows the basic map of core positions, the synthetic “sky” . By way of the symbol 

used for each core, I denote the approximate stage of evolution: Plusses (+) indicate cores 

tha t have not yet reached peak time, and are therefore not yet at maximal density; crosses 

(x ) indicate cores which have evolved past the peak time. The relative sizes of the symbols 

also indicate approximately how far into the cycle the cores are: larger symbols indicate 

larger densities (or proximity to peak time). Hence a large cross indicates a core that 

is only just past peak time; a small plus indicates a core tha t is some time away from 

reaching peak density.

Figure 5.2 shows a low resolution map of the L673 data  presented in M orata et al. 

(1997), taken from figure 6  of M orata et al. (2003).

Figures 5.3a -  f show low resolution (~ 2 ’ FWHM) column density convolved molecular 

line maps for five density tracers, plus molecular hydrogen, which I include only as a 

measure of the underlying density structure. I overlay the basic map of core positions for 

ease of comparison. The contours represent fractions of the peak value calculated for the 

map, for any particular molecule. The fractions of peak “emission” represented by the 

contours are chosen to correspond with those of the low resolution observations shown in 

M orata et al. (2003) (see figure 5.2). The outermost (thick) contour line represents the 

half-maximum (0.5), with the levels rising by ~0.05. The overlaid boxes represent the 

portion of the map which is zoomed-in on in the high resolution maps.

It should be remembered tha t the map has no bias towards a large-scale structuring 

of cores, so large-scale structure in real dark clouds should not be accurately replicated. 

However, we might reasonably treat local dense regions within the maps as being self- 

consistent.

The basic “sky” map is clearly not uniform in the positioning or stages of evolution 

of cores, and we can see tha t the grouping of cores in this basic map produces certain
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Figure 5.1: Core positions in the basic “sky” map
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structures in the molecular line maps. Using the H2  map as a “true” indicator of density 

structure we can see that not all of the cores in the “sky” map sit within even the half 

maximum contour. This shows how close groupings of cores produce the strongest peaks, 

and tha t individual cores are not responsible for density peaks.

As is generally observed in dark clouds (see e.g. Myers et al. 1991) the morphologies 

of different molecular tracers in figures 5.3a -  e are not the same, do not trace the same 

regions, and have different spatial extents. Indeed we see here that, broadly, the char­

acteristic features exhibited in molecular line maps of CO, CS and NH3  in Myers et al. 

(1991) are re-produced here, without recourse to critical density arguments, or appeals to 

differences in the sticking coefficients or grain surface chemistries of carbon-, sulphur- and 

nitrogen-bearing species (e.g. Tafalla et al. 2 0 0 2 ). CO and CS here are not significantly 

different in spatial extent (although in fact, here the CS extent is larger), judging by the 

half-maximum contour, and local peaks in either do not generally coincide or necessarily 

correspond. Meanwhile, the “detection” of NH3  is comparatively compact, and there are
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Figure 5 .2 : Low resolution contour map of L673 showing CS ( J = l —>0) (solid line) 

and NH3  (1,1), from figure 6 , M orata et al. (2003)
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only three peaks in this map, hence not every peak in CS or CO has a corresponding peak 

in NH3 . Those few CO or CS peaks which do have an NH3  peak in their vicinity do not 

coincide with it, although the NH3  peaks are mostly contained within the half-maximum 

contours of those two molecules. The extent of NH3 especially, in comparison to CO and 

CS, agrees well with the evidence of Myers et al. (1991).

HCO+ and N2 H+ both seem to track the same regions of gas, taking very similar 

morphologies and extents; this is due to the similar column density profiles tha t they 

display in figure 3.3 (in chapter 3) of the standard model run. These molecules display 

smaller extents than CO or CS, however they tend to trace the same regions as CO. Both 

their column densities in the standard core rise to their highest around peak time. All of 

their contour map peaks correspond to peaks in H2 and CO. This means tha t they tend 

to trace higher densities, as is often assumed for N2 H+ in observational studies.

5 .3 .2  H ig h  reso lu tio n , sm a ll-sca le  m ap s

For the zoomed-in high resolution synthetic molecular line maps, I choose a region from 

the bottom-left section of the map of approximately the same size as the region of L673 

examined in M orata et al. (2003). I choose it for the same reasons as did M orata et al.,
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Figure 5.3: Trimmed map -  low resolution
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Figure 5.4: High resolution contour map of L673 showing CS (J= 2 —>1), from 

figure 1, Morata et al. (2003)
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i.e. CS and NH3 peaks in that area.

Figures 5.4, 5.5 and 5.6 show maps of the high resolution L673 CS (J= 2 —>1), N2 H+ 

( J = l—>0) and HCO+ ( J = l—>0) data respectively, taken from figures 1 -  3 of M orata et al. 

(2003).

Figures 5.7a -  d show maps for the same three molecules as were observed in that 

paper, plus CO. I also include NH3 and H2 for comparison with the previous section. 

Contour levels are set to correspond to those used in M orata et al. (2003): the lowest is 

0.36 of maximum, the others increasing by 0.07. The distance scales are preserved from 

figures 5.3.

This time, although the two do not correspond exactly, there is much greater correlation 

between CO and CS peaks and extents.

We see here that there are still cores which are not within any areas of emission, 

although in CO it is really only the low density cores which do not register. The “emission” 

is still not purely centred around individual cores but around small groupings. Clumps 

of emission out 011 their own which reach only two or three contour levels (0.43 -  0.50 of 

maximum) tend to be the result of individual cores or loose associations of two or three.

The long region of CO in the centre of the high resolution map is not strongly repre­

sented in CS. It may be seen tha t where CS is present, it corresponds to pre-peak time
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Figure 5.5: High resolution contour map of L673 showing N<2 H+ ( J = l—>0) from 

figure 2, M orata et al. (2003)
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cores, or close combinations of these with high density post-peak time cores. Whereas 

CO tends to map everything that CS maps plus some more tha t it does not, HCO+ and 

N2 H+ seem to map mainly those regions in the CO map which CS does not. N2 H+ , in 

particular, maps regions which are post-peak time. HCO+ maps mainly the cores which 

are just around the peak time. It is a subtle difference, however. Although the regions 

tha t HCO+ and N2 H+ map are broadly the same as are mapped in CO, closer inspection 

shows that not all of the peaks in CO are represented in these molecules. The NH3 map 

again shows a small extent; it is apparent tha t only one core is responsible for this peak, 

rather than a grouping of them.

In comparison with Morata et al. (2003), CS morphologies are generally similar, al­

though we do not see so many resolved cores in the synthetic map; the same is true for 

HCO+ . We do not see the comparative sparsity of weaker cores in N2 H+ to those in other 

molecules in the synthetic maps as we might expect, although again, since the weaker 

cores are not so numerous in any of the maps this is not inconsistent with the former 

point. Indeed, ignoring the comparative morphologies of the other maps, N2 H+ actually 

reproduces the morphology displayed in M orata et al. (2003) rather well. The relative 

numbers of strong and weak detections and their groupings seem consistent -  the smaller 

cores are scattered, and distant from each other and from the stronger peaks; the larger
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Figure 5.6: High resolution contour map of L673 showing HCO+ ( J = l—>0), from 

figure 3, Morata et al. (2003)
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peaks are spatially associated with each other.

Some of the morphological information given in M orata et al. (2003) may be specific 

to the region L673, and may not necessarily be borne out in any particular simulation of 

such regions, however I bring it to the reader’s attention. The two greatest peaks in CS 

emission in that study were contained well within the contours of the single-dish (i.e. low 

resolution) NH3 peak. T hat is not the case in this study. Also, the Morata work showed 

no N2 H+ detections close to the single-dish CS peak, whereas in this work there are some 

small detections. But, to re-state, the most striking point is tha t in M orata et al. (2003), 

N2 H+ and HCO+ appeared to map completely different material, and tha t is quite clearly 

not the case here.

However, aside from the similarity in HCO+ and N2 H+ maps, these molecules clearly 

map different material from the CS and, in tha t comparison, peaks generally do not co­

incide or correspond, which is in agreement with M orata et al. (2003). Both the larger- 

and smaller-sized cores are reproduced, whether or not in the same ratios, and N2 H+ mor­

phologies match particularly well with the detected emission. We may say that morpho­

logically, the synthetic maps compare favorably with the observations, within the obvious 

limits presented.
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Figure 5.7: Close-up map -  high resolution
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5.4 Discussion

The good agreement of comparative CS and NH3  peak positions and extents in the low 

resolution maps of this chapter with the observational evidence of M orata et al. (1997) 

is encouraging. The main NH3  peaks are contained within the half-maximum contours 

of CS, and sit at about the second or third contour lines of the CS peaks, which is 

also in agreement. Aside from this, the general morphologies of these molecules match 

those of dark cloud cores examined in Myers et al. (1991). Those authors calculated 

mean FWHM extents in 16 dark cloud cores to be 0.15 pc (NH3 ), 0.27 pc (CS) and 

0.36 pc (C 1 8 0 ). The extents of CS and NH3  in figures 5.7b & e are arguably larger than 

this, but appear to preserve the correct relative extents. This indicates tha t the sort of 

small transient dense cores of this model may also exist within at least some of the low 

resolution Myers cores, and that this is the reason for their consistently smaller extent 

in NH3 . The ratios of CS and NH3 extents in such observed cores are of particular 

interest since they do not agree with the critical densities required for emission from 

either molecule (see e.g. Rawlings 1996) when applied to a model which assumes a single 

coherent core to be the cause of emission. A number of arguments have been put forward 

to explain this discrepancy; for example, Tafalla et al. (2002), the most recent, invokes a 

greater central CS depletion compared to NH3 , which they attribu te to differences in the 

relative sticking probabilities of carbon- and sulphur-bearing species on the one hand and 

nitrogen-bearing species on the other (Bergin & Langer 1997). This analysis is based on 

the assumption tha t the observational data represent one single core (modelled as being 

spherically symmetric). Hence at least in the case where small cores, unresolved by single­

dish telescopes, are present, this is not a viable explanation. Other explanations also 

depend on the assumption of the Myers cores being single entities. It should also be noted 

tha t the critical density analysis is a simplistic one, and tha t a number of factors can act 

to suppress the densities required to observe any particular molecular line (Evans 1999).

Taylor et al. (1996) first suggested tha t the CS/NH 3  discrepancy could be a result of 

the clumpy nature of molecular clouds. Their chemical models used the modified free-fall 

collapse mechanism of Rawlings et al. (1992), and did not include subsequent dispersal. 

They conjectured tha t most clumps would disperse before significant NH3  levels could 

build up, whilst CS should peak before this time arrived. The adoption of the mechanism 

proposed by Falle & Hartquist (2002) in this work allows for the (controlled) dispersal of
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a core. However it is for similar reasons as those suggested by Taylor et al (1996) that 

the CS/NH 3 discrepancy is reproduced in figures 5.3b & e. Consider figure 3.3a of chapter 

3 , showing the calculated column densities through the standard run core which are used 

in the mappings of this chapter. Ignoring for a moment the re-injection peaks, it may be 

seen tha t as in Taylor et al (1996) the NH3  peaks later than CS; but crucially, its peak 

level is sharper with respect to time. I suggest tha t this factor determines the relative 

extents of molecules in dark clouds. The sharpness of the peaking produces a contrast in 

the statistical weight of mapped cores, between those which have comparatively high CS 

levels and those which have high NH3  levels.

Unfortunately, the re-injection peaks in the column density profiles complicate matters. 

The high resolution NH3  map again shows a very small extent, however here we may see 

more clearly what is contributing to it -  it seems tha t it is one core which is responsible 

for the peak. That core is contributing strongly because it is at a stage where re-injection 

of icy grain mantles is at its peak. The very tight contours of NH3 in the synthetic 

maps may therefore be an artifact of the discrete re-injection mechanism discussed in 

chapter 3. This does not preclude column density behaviour from being the cause of the 

CS/NH 3 discrepancy, but it does require for its vindication a chemical treatm ent which 

produces smooth column density profiles consistent with continuous re-injection. However, 

the CS is probably less peaked than the NH3  whether strong (continuous) re-injection 

peaking is present or not. I look further into this problem in the following chapter. 

Looking at the column density profiles does however give a conclusive explanation for 

the displacement of the peaks of different molecules (as also suggested in Taylor et al 

1996); the CS and NH3  profiles peak at different times through core evolution, resulting in 

different cores contributing the strongest emission in either molecule, which will inevitably 

lead to different morphologies and peak positions in studies which do not resolve the small 

cores modelled in this work.

The good morphological agreement of the high resolution maps, especially for N2 H+ , 

with those of M orata et al (2003) indicates tha t the Falle & Hartquist (2002) mechanism 

produces data  consistent with observations of small, transient, dense cores. Whilst the 

simulated low resolution maps should not be expected to correspond closely with the par­

ticular example of region L673, as regards relative positions of molecular peaks (although 

in fact they do correspond reasonably well), we might expect tha t the high resolution maps 

should share certain properties -  tha t the emission from CS, HCO+ and N2 H+ should not
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generally represent the same cores, that regions of stronger emission should overlap or 

correspond somewhat, and tha t we should observe broadly similar ratios of strongly and 

weakly emitting cores, or large and small cores. These expections are partially borne out 

in these simulations. The CS does map different cores from HCO+/N 2 H+ , but the latter 

two molecules do not differentiate from each other. The strongest regions of emission in CS 

do not coincide with those of HCO+/N 2 H+ . Since the CS and HCO+/N 2 H+ map different 

stages of core evolution, we might infer tha t the region of L673 mapped in M orata et al. 

(2003) has a mixture of cores of different ages in the strongest regions of emission. We 

might derive from the fact tha t HCO+ and N2 H+ map different regions from each other in 

L673 in the M orata et al. (2003) work that either the column density profiles of HCO+ and 

N2 H+ shown in figure 3.3 should not in fact behave so similarly to each other, indicating 

an at least slightly different set of core parameters, or th a t the region is composed not 

only of a mixture of cores of different ages, but also of cores of different intrinsic physical 

properties whose chemistries therefore follow different time-dependencies. Finally, we do 

not generally see so many smaller, weaker cores as we do in L673, however in N2 H+ the 

ratio appears correct.

There are a number a factors involved in the construction of the maps and the com­

putation of convolved molecular emission levels which could be producing some of these 

discrepancies. Firstly, the physical sizes of the cores on the convolved maps and the angu­

lar resolution of the simulated observations are bound together. This has meant choosing 

a beam width for the high resolution maps which is roughly twice as large as it should be 

for comparison with M orata et al. (2003), in order to produce appropriate core widths. 

This is likely to be at least part of the cause of the non-detection of many smaller cores 

in CS and HCO+ , since to achieve the right overall size scales, the resolution may be too 

large to be able to pick out the smaller ones. In the high resolution maps, the size of the 

cores is smaller than the beam radius, and so the detections should be picking out features 

in individual cores, not just the convolution of the emission from a group of them, as in 

the low resolution case.

The critical densities for emission from particular molecules will also affect their relative 

extents, especially since column densities are computed by summing over a number of 

points in a core which assume different densities both from each other and over time. 

We might also expect tha t the simplistic modelling of the cores as point sources (and 

the avoidance of a radiative transfer analysis) would inhibit the morphological effects
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of critical densities on the relative extents of the molecules, and not just in the line- 

of-sight contributions to column density calculations. The inclusion of critical density 

considerations such as this might resolve the inconsistency of CO extent being slightly 

smaller than CS extent in the low resolution simulated maps.

W ith the above two paragraphs taken into account in subsequent attem pts to model 

core ensembles, an appropriate value of beam width might be chosen for the high resolution 

case.

The one-dimensional approach to the chemistry and the fact tha t column densities are 

evaluated along the line of sight may also affect the appearance of the synthetic molec­

ular line maps, and may contribute to “non-detection” of smaller cores. However, these 

limitations are inherent to the whole approach of the work, and can therefore not be im­

proved upon within the scope of this study. The chemical differentiation within the cores 

presented in chapters 2 -  4 is also not brought out in the physical morphologies of the 

synthetic maps. Additionally, the fact that only one model run (using one set of param eter 

choices) has been used in this study means that, for example, a mix of smaller or larger 

cores could alter the detected molecular levels and/or contribute larger or smaller cores 

to the maps. But we should recognise that with only this one model as a representative 

core, some of the broad morphologies presented in the M orata papers have been very well 

reproduced. This could indicate that the range of model parameters of cores needed to 

closely represent such a region as L673 may be fairly narrow.

Finally, the level of uniformity of core distribution in the basic “sky” map may be 

very im portant to the observed molecular levels (via the overlap or convolution of closely 

spaced cores), to the relative numbers of smaller and larger cores which are resolved (due 

to the contrast in emission levels), and to the morphologies. The level of uniformity needs 

to be quantified and, on that basis, investigated.

In the following chapter I incorporate some of those variables mentioned above into 

the mapping procedure, and investigate their effects.

5.5 Conclusions

A synthesised map of a dark cloud region has been constructed by placing a number of cores 

randomly in space and attributing each with a randomly determined stage of evolution. 

The column density data from the standard chemical model examined in chapter 3 have
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been applied to each core in the map, and convolved together to simulate molecular line 

maps of real dark cloud regions. In particular, observational evidence of the region L673 

from M orata et al (1997) and Morata et al. (2003) has been used to guide the choice of 

map parameters, such as size, core number density and angular resolution, to compare the 

characteristic morphologies of molecular line maps at both low and high angular resolution. 

The cores are approximated as point sources for the purposes of the convolution.

Low resolution morphologies of NH3  and CS in the synthetic maps are found to agree 

well with general observational evidence of the spatial extent of the two molecules, and 

the relative positions of peaks and contours in those molecules agree well with general 

morphologies in the specific case of L673. CO assumes a slightly smaller extent than is 

evidenced by the survey by Myers et al. (1991) of 16 dark cloud cores (at resolutions 

approximately the same as the low resolution case of this work). This may in fact be 

remedied by consideration of critical density arguments. This result shows tha t the concept 

of dark clouds generally being made up of small, transient, dense cores unresolved at 

low angular resolutions is quite plausible, and shows tha t the discrepancy in NH3  and 

CS spatial extents may be explained in terms of the time-dependent (and multi-point) 

chemistry of such unresolved cores.

The high resolution maps show further that the general approach of this chapter pro­

duces morphologies and peak positions which are not unlike those observed in the example 

of L673. The comparison of general characteristics of the synthetic maps with the obser­

vations suggests tha t the cores of L673 are in various stages of evolution with no particular 

bias within local groupings. Also, some of the resolved cores may in fact consist of groups 

of cores which contribute cumulatively, without being directly resolved themselves. The 

small, weak cores of the observations may indeed be individual cores, or a loose associa­

tion of two. This conclusion may however be dependent on the tying together of beam 

resolution and true core size in this simulation.

In spite of the success of the method, HCO+ and N2 H+ are not spatially differentiated 

as they should be. This indicates a deviation from the standard run column density profile 

adopted from chapter 3. This may be the result of using only a single core to represent 

the chemistry and dynamics of all cores within a dark cloud region.

In order to map the cores more realistically, at appropriate angular resolutions, it will 

be necessary to assign each core with an intrinsic width. I also suggest a number of other 

alterations to the mapping procedure to improve applicability to M orata et al. (2003): to
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use critical density data  to constrain the “emission” from various molecules; to smooth 

over the re-injection peaks in the applied column density profiles; to test the influence 

of the level of uniformity of core distribution within the basic “sky” maps. The use of 

intrinsic widths would also allow comparison of absolute column density values from the 

convolved maps, providing another measure by which to test and constrain the theory. 

These considerations will be explored in the next chapter.



C h a p t e r  6

Core Ensem bles —  A M ore D etailed  

Approach to  M apping

6.1 Introduction

I here build on the approach, developed in the previous chapter, of producing synthetic 

molecular line maps. Firstly, I introduce an intrinsic width to each core, dependent on 

the physical time-evolution of the core as determined in chapter 2 , and divorced from 

the entirely separate quantity of resolution beam width. This in tu rn  lends each core a 

physical area in the “sky”, thereby enabling absolute values of molecular column densities 

to be calculated. This allows further comparison with the observational work of M orata 

et al. (1997) and Morata et al. (2003), who studied the region L673. This improvement 

to the basic convolution mechanism employed previously should allow appropriate beam 

widths to be adopted, so that the characteristic molecular morphologies produced in the 

high resolution synthetic maps may be assumed to represent “true” morphologies, rather 

than ones which depend implicitly on the convolution mechanism itself.

Further to this, I make two adjustments to the calculation of the molecular column 

densities of the representative standard core. The first limits the contribution to the 

calculation of column densities to gas which has a density greater than an effective crit­

ical density for emission in a particular molecular line. Therefore, the column density 

“detected” in the maps represents “emission” due to a particular transition for any one 

molecule, whereas previously the “emission” in the maps might have been considered to 

represent the total amount of a molecule present in the core, at whatever gas density. The

126
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effective critical density for emission is determined by a number of factors, and I do not 

attem pt to model the radiative transfer through the cores; I merely adopt a single critical 

density for each molecular transition, obtained from Evans (1999).

The second adjustment to column density calculation acts to smooth the column den­

sity profiles between re-injection peaks. These are approximations to the expected profiles 

which would be obtained if the chemical model of chapter 3 were run using a large number 

of chemical reference points, to provide continuous coverage of the freeze-out/non-freeze- 

out boundary. Because, as discussed in chapter 3, the mechanism for re-injection is un­

known and could therefore take place over a range of timescales, I approximate the profiles 

for two scenarios: where re-injection is fast compared to gas phase chemistry (producing 

highly peaked profiles), and where it is slow (producing un-peaked profiles). I initially 

assume tha t tha t the maximal re-injection feature obtains.

Having modified the mapping procedure thus, I first test it on the basic map of the 

previous chapter. I then apply the technique in three different ways: to investigate the 

effects of different spatial distributions of cores on high resolution morphologies, to inves­

tigate the effects of a minimal re-injection feature, and to investigate the effects on the 

convolved maps of adopting the column density profiles obtained for a “limit cycle” core, 

whose chemistry was investigated in chapter 4.

6.2 A M odified Convolution M echanism

The convolution of previously calculated (chapter 3) column densities examined in the 

last chapter utilised an approximation to the “emission” from a core. Each core was 

approximated to a point source, and a Gaussian beam profile was assumed, so tha t the 

contributions from each core to the “detected” molecular emission at each detection point 

could easily be calculated. This presented two main problems: firstly, because the cores 

had no intrinsic size of their own, their detected spatial widths were entirely dependent 

on the beam width adopted for the convolution. Consequently, in order to compare the 

synthetic maps with real maps obtained from M orata et al. (2003), much larger beam 

widths had to be chosen to provide appropriate core sizes. This was necessary since 

the resolution of the M orata et al. (2003) observations was such tha t the cores were 

of approximately the same size as the FWHM beam. The second problem was that 

because the simulated cores took up an infinitesimally small area, the beam could not be
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normalised. Normalisation requires that we know what the detected level of “emission” 

would be for a uniform column density profile throughout the area of the beam. This level 

is impossible to calculate when a potentially infinite number of emitters (of infinitesimal 

size) could be present within the beam.

These problems may be solved by assuming an intrinsic radius for each core. However, 

so tha t the emission from the cores is smooth between its centre and its nominal edge, 

I adopt a Gaussian profile, and define a scale width as the intrinsic radius. Since the 

models of Falle & Hartquist (2002) (on which this study is partially based) are only one­

dimensional, we cannot say with any certainty how the density profiles along other axes 

may vary. However, the adoption of a Gaussian profile is in line with the density profile 

approximations of chapter 2  (onwards) along the axis of core collapse, and satisfies the 

physical requirement tha t the density of a core should be continuous (i.e. not a step- 

function). I make one further constraint on the intrinsic radius of the core: tha t it obeys 

the conservation of mass requirement as laid out in chapter 2. This means tha t where the 

scale width of a core along the principal axis varies with 1/k  (see equation 2 .6 , chapter 

2), the other axes must vary in the correct proportion. Because all of the column density 

calculations obtained for the standard core run are made along the principal collapse axis, 

for the sake of consistency I assume tha t each core is aligned with its principal collapse 

axis along the line of sight. Therefore, I allow the observed radius of each core to vary 

only in a way consistent with this alignment.

If A z(t) represents the scale width of the core along the principal axis of collapse, and 

assuming tha t collapse along the other two axes takes place at equal rates (in the absence 

of other information), we may assign a core with a time-dependent radius in the plane of 

observation (representing scale width for a Gaussian function) of A r(t). We may relate 

these quantities to the total mass of a core via:

M tot oc pV  oc p.Az(t).[Ar(t)]2 

Since the total mass is conserved, we have that:

A 2:(t).[A r(t ) ] 2 oc p~l 

And therefore, eliminating A z(t) via equation (2.6):

A r(t) oc p ^ ~ 1 ) / 2  (6 .1 )
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Or, eliminating p:

A r(t)  oc [Aztf# - 1) / 2  (6.2)

For the standard run case which I use to construct the maps, k = 1.5, hence:

A r(t) oc [Az(t) ] 1 / 4  (6.3)

So the observed physical widths of the cores in this model display a weak time dependence. 

I use the width A z(t) calculated for each time point in the chemical runs directly in the 

convolution program to give values of Ar(t). The dependence of equation (6.3) still leaves 

Ar(t) at its smallest at the core’s peak density time, tm . However, when the core is not at 

this peak density (and therefore is not “emitting” so strongly along the principal collapse 

axis), it takes a slightly larger radius, which will tend to counteract somewhat the weaker 

emission at lower densities. I fix A r(tm) so that it assumes a value of some (substantial) 

fraction of A z(tm), to be determined according to comparisons with M orata et al. (2003).

Having attributed each core with an intrinsic width dependent on its stage of evolution, 

I require a method by which to take into account “emission” from all parts of a core, at 

any distance from a particular detection point. I therefore assume tha t each infinitesimal 

part of the core emits as a point source, emitting the same level as at the core centre, 

but limited by the Gaussian profile defined by A r(t). Its contribution to the sum of all 

emission at the detection point is then reduced according to the Gaussian beam profile, 

which is dependent on the distance between the element and the detection point. I sum 

all contributions from the core elements over the entire core.

So, taking an element of area within the circular face presented by the core, the emis­

sion from tha t element, in units of the underlying column density of molecular material 

which emits it, is:

dNemit = N. exp
r2 1 ' 12  '

[ A r « ] 2J
exp

A I2
r.dr.dO

where N  is the column density of a molecule calculated for the standard model run (see 

chapter 3) which represents the level through the centre of the core, I is the distance from 

the element to the detection point and A I is the half width half maximum beam radius. 

Hence total emission from the core is:
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/*27r  r R

N e m i t  =  N  I  I  exp 
Jo Jo

r 2 ' I2 '

»
CM<1

i

exp
A I2

r.dr.dO (6.4)

where R  is an arbitrary integration edge, chosen such tha t material outside of R  makes 

no significant contribution due to the small value of the Gaussian. Using the cosine rule, 

I can be substituted for terms in r and d (the distance between the core centre and the 

detection point). Hence:

/ • 27T r R

N e m i t  = N  / e x p  
Jo Jo

—r
1

+ iA_
[A r(f ) ] 2 A P )

d2 — 2 rd. cos 9 
A C

r.dr.dO (6.5)

This function integrates to a single integral in r, dependent on the Bessel I - function of 

zero order, Io(x):

N e m i t  =  27T N  /  expf \ x p —r2 ( 1 1A  _ ( * A+[A r(t) ] 2 A PJ  J ■r J 0 ) A r  (6-6)

The solution of equation (6 .6 ) requires numerical integration, which I achieve using the 

Simpson’s Rule ( “QSIMP”) routine on the IDLDE platform. (QSIMP is baaed on the 

qsimp routine in section 4.2 of Numerical Recipes, The Art of Scientific Computing (Second 

Edition), Press et al. 1992).

The integration of equation (6 .6 ) produces a value which must be added to the contri­

butions from all other cores. Cores whose centres lie approximately 1 core scale width plus 

a few beam resolution radii from the detection point in question do not make a significant 

contribution to the “detection” , and are ignored. Once contributions from all cores have 

been summed, the overall detected level at tha t detection point must be averaged over the 

beam. The beam profile of a telescope would be known, and I normalise with respect to a 

beam taking in a hypothetical region of uniform emission. The absolute level of (uniform) 

emission is unim portant, since the purpose is to determine a “weighted area” for the beam 

-  weighted according to the beam profile, so tha t the centre of the beam accounts for most 

of the detection. Hence, to obtain the beam area with which to normalise the contribu­

tions from the cores, I begin with equation (6.5), without the factor N .  For a uniform 

level of emission, A r(t) —> oo, and the value of d becomes unim portant, so to simplify the 

integration we set d — 0. This leaves:
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27r r R

J o  J o

' 2 \
exp ' ”  A /2 )  rA r A d =  2tt

A t
exp

ttA I2 

n A l2

2

1 — exp

r 2  \
A D J  
R 2 \  
A p )

R

The final approximated value is valid, and accurate, since a value of R  is chosen which 

is large in comparison to A/, as stated above. Hence the normalised “detected” column 

density of a molecule for any detection point is:

N b ea m  / \ ] ‘2

* rRi
X ,  N i Jo exP

i M  (4
[A n ( ( ) ] 2  +  Ai2  )  \ A P

■r.Io ( ) -dr (6.7)

Where I  is the total number of cores which are close enough to the detection point to 

contribute significantly.

As already mentioned, this method produces normalised column density values which 

may be used in comparison with observed levels. Since the column densities calculated 

for the standard run model only account for the centre of the core, along the line of sight, 

we should treat the “detected” morphologies as being representative of the extents of the 

core centres rather than the entire region for which the density is enhanced with respect to 

the background value of 300 cm-3 . The core centres will produce the strongest emission 

in this case, so the loss of the extremities of the cores should not drastically affect the 

results.

6.3 Column D ensity Profiles Constrained by Critical Emis­

sion Densities

A major drawback in the comparison of real observations with levels obtained through 

this method of synthesised mapping is tha t the radiative transfer through the objects is 

not modelled in any way. This means th a t the synthesised levels represent “true” column 

densities -  tha t is to say that the simulated “emission” corresponds directly with the 

amount of material deemed to reside in the cores. There is no intermediate mechanism, 

and therefore the particular molecular transitions responsible for emission, and their opti­

cal depths, have no bearing on the resultant maps or levels. However, it is observationally 

well established that different transitions within the same molecular species should trace
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regions of different density and temperature (see e.g. Evans 1989). We may simplistically 

argue that for emission in a molecular line to be detectable, the gas density must be above 

a critical density value, defined by:

n c(jk)  =  Ajk/'yjk (6-8)

where Ajk is the Einstein coefficient for spontaneous emission between upper molecular 

level j  and lower level k, and where 'jjk is the coefficient for collisional de-excitation of the 

line. nc represents the density at which radiative and collisional de-excitation compete 

equally, and above which the transition is (approximately) thermalised; tha t is Tex, the 

excitation tem perature of the line, equals the gas kinetic tem perature, Tk - However, as 

explained in Evans (1989), the ratio of n n / n c (where n u  is gas density) required for 

thermalisation depends on the energy interval, A Ejk, between levels. The relationship is 

such that, although transitions with larger A Ejk generally have larger Ajk and therefore 

larger nc, the ratio n / / /n c required for thermalisation is smaller. This means tha t the 

differences between densities required for thermalisation of particular transitions are not 

as stark as might be suggested by the critical densities alone.

The picture is further complicated by other features of the radiative transfer: multi­

level excitation effects, and trapping of line photons, where lines are optically thick, act 

to lower the density required for detection of a line.

Evans (1999) provides results of an LVG (large velocity gradient) radiative transfer 

code (which includes trapping considerations) for some commonly observed molecular 

transitions, for a kinetic temperature of Tk  =  10 K. Calculated in the code are values 

of n eff, an effective critical density (taking into account those issues raised above) for the 

emission of a line of 1 K, deemed to be easily detectable in most cases. The obtained 

values are expected to be accurate to within a factor of ~3.

I adopt these threshold values and employ them in the calculation of column densities 

for the standard run model of chapter 3. In those calculations, I merely use the value of 

n eff as an integration edge, so tha t material in the core for which n n  > n eff contributes as 

usual, whilst material of n n  < n eff does not contribute at all. This approach is therefore 

still quite simplistic, but acts to limit contributions from highly extended regions of gas 

which may not be of sufficient density to emit. This will mostly affect CS morphologies 

in the synthetic maps, since the CS (J= 2 —>1 ) line, used in M orata et al. (2003), has a 

high critical density and n eff. This molecule is abundant in relatively low density cores,
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Table 6.1: Properties of Line Transitions Utilised in Column Density Calculations 

for Standard Run Model

Molecule Transition V

(GHz)

nc(10 K) 

(cm-3)

n eff(10 K) 

(cm-3)

CS J  = 1 -> 0 49.0 4.6 x 104 7.0 x 103

CS

T“
1TCMII 98.0 3.0 x 105 1 .8  x 1 0 4

HCO+ J  = 1 —> 0 89.2 1.7 x 105 2.4 x 103

n h 3 (l,l)inv. 23.7 1 .8  x 1 0 3 1 .2  x 1 0 3

CO * — — — 1 .0  x 1 0 3

All values taken from Evans (1999), except t taken from 

Ungerechts et al. (1997)

at around their start and end times (as defined in chapter 2 ); the effect should heavily 

subdue contributions from these cores in the CS (J= 2—>1 ) line, and should cut down the 

calculated levels even in cores at peak time.

The critical densities and other line transition information obtained from Evans (1999) 

are shown in table 6.1. Transitions chosen are relevant to those used in the M orata et 

al. papers. Note tha t N2 H+ transitions were not available. Although carbon monoxide 

transitions were also not available, I assume that a gas density of 1000 cm - 3  is sufficient 

to produce a detection (Ungerechts et al. 1997), since the small dipole moment of the CO 

molecule produces lines that are usually very well thermalised.

The resultant calculated column densities for the standard run model are employed in 

equation (6.7) for the construction of the synthetic maps.

6.4 Sm oothed Column D ensity Profiles

A problem with the approach of the previous chapter was tha t the discrete distribution 

of chemical reference points led to discontinuities in the column density profiles when 

grain mantle-bound material was instantaneously re-injected into the gas phase. Here 

I remedy this problem by integrating the profiles between the peaks, to eliminate the 

artificial peak structure. Later in this work, I examine the effects of removing the peak 

structure altogether.

This integration between peaks is not entirely consistent with the chemistry, since with



6.5. Application to the Previous Basic Map 134

a continuous distribution of reference points throughout the core, we should expect the 

levels at each point to combine with the others, producing larger overall levels. However, 

as discussed in chapter 3 , the rate of re-injection and the range of visual extinctions over 

which it may take place is not known, since the mechanism itself is not understood. Also, 

since one depth point represents one twelfth of the width of the core in the column density 

calculations, and considering the quite large difference in visual extinction across such a 

distance, we should not expect tha t absolute levels produced by a model with a continuous 

chemical reference point distribution would exceed the levels attained at the peaks in the 

12 point model, for the same times. (For example, note the width of the re-injection 

peaks in figure 2.6b of chapter 2). Therefore, the smoothed column density profiles should 

reasonably represent a maximal re-injection peak effect. Conversely, by smoothing over 

the peaks by integrating between the levels obtained before the peaks occur and after they 

have relaxed, we may obtain profiles for a minimal level of re-injection. This approximates 

the case where re-injection is slow compared to gas phase reactions, such that there is 

no obvious enhancement in fractional abundances nor, therefore, in column densities. I 

investigate this case later in the chapter.

The integration between these peaks is conducted after the main calculations of column 

densities discussed in the previous section have been completed.

6.5 Application to the Previous Basic M ap

Here I use this modified approach to produce molecular line maps of the same basic “sky” 

map as was employed in the previous chapter, and contrast the two.

Figure 6.1a shows the unsmoothed column density profiles obtained using the effective 

critical densities of table 6.1. Figure 6 .1 b shows the smoothed profiles. Note tha t CS 

and NH3  are by far the most strongly affected by re-injection. These smoothed profiles 

are used for the convolution of the basic “sky” map of figure 5.1, chapter 5. The CS 

(J= 2 —T) transition may be seen to trace the cores at closer to the peak density than the 

CS ( J = l—>-0) transition, although the column densities produced are a little lower. The 

figures show clearly at what stage in a (standard run) core’s evolution tha t densities are 

too low to produce detectable emission in the CS transitions.

Figures 6.2a-e show low resolution convolved maps using a beam resolution of ~  2', 

as used in chapter 5. In this comparison, both for the low and high resolution maps, the
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Figure 6.1: Column densities of selected transitions as functions of time, with 

n eff considerations, calculated through the standard run core -  unsmoothed and 

smoothed
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core sizes are set such that A r ( tm)/ A z ( tm) =  1/4. This achieves approximately the right 

sizes for the cores in the high resolution maps.

Comparing with figure 5.3a, we can see tha t CO emission peaks are present in all the 

same places, only they are now much wider. Also, CO is now no smaller in extent than 

CS (J= 1 —»-0), and perhaps a little larger. M orata et al. (1997) mapped CS in the J = l —>0 

line. The new CS ( J = l—>0) map of figure 6.2b perhaps matches the spatial extent of the 

observations better than figure 5.3b did, but morphologies are more drastically widened 

in the new CO map. The CS (J= 2 —>1) map of figure 6.2c shows far fewer detected 

regions than the CS ( J = l—>0) map, although the spatial extents of regions which show 

emission in both maps are similar. The slightly smaller extents and lower coverage of 

the CS (J= 2—»1) transition demonstrate the effect of differentiating between the different 

molecular trasitions by the limiting of emission to critical densities.

In figure 6 .2d, for HCO+ ( J = l—>0), again spatial extents are broadened, but the same 

regions are being traced as in figure 5.3c. All of these broadening effects on the spatial 

extents, compared to the maps of the previous chapter, evidence the intrinsic widths 

adopted for the underlying cores in this modified approach.

Finally, NH3 coverage in figure 6.2e is dramatically increased in comparison with figure 

5.3f. This, most clearly of all, demonstrates the effect of column density profile smoothing 

to produce continuous levels over the re-injection stage of a core’s evolution. Crucially, the 

column density profile smoothing leaves NH3  with a much larger spatial extent. However,
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Figure 6.2: Trimmed map -  low resolution, modified approach
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the total coverage of NH3  in the map is arguably still smaller than CS or CO coverage.

The high resolution maps of figures 6.3a -  e again correspond to the boxed section of 

figures 6 .2 , as chosen in the previous chapter for its coincidence of molecular line peaks. 

Comparing figure 6.3a with figure 5.7a, the CO peaks in the new map are more defined, 

and a little smaller (as a result of imperfect agreement of sizing between the mapping 

procedures). The same regions are mapped, as expected from the small difference be­

tween column density profiles in either case. The contour morphologies in all of the new 

maps appear less regular, due to the differences in sizes between various mapped cores, 

which were not present when using the point source approximation of the previous chap­

ter. The CS emission of figures 6.3b & c generally map the same material as each other, 

although there are some cores which do not appear in both figures. The CS (J= 2 —>1) map 

shows slightly smaller spatial extent than the CS ( J = l—>0), and does not exhibit so many 

strong emission peaks. The CS (J= 2—>1) map has more individually resolved, low emis­

sion regions, which is in keeping with the characteristic morphologies of the observations, 

although the number of such regions is lower than observations might demand. This may 

imply the presence of other, probably smaller, cores which contribute these small, isolated 

emissions in L673.

The HCO+ extents of figure 6.3d are somewhat smaller than in the last chapter’s map, 

but the same regions are detected. Figure 6.3e shows tha t the smoothing of the NH3 

column density profile permits the detection of many more cores at the high resolution 

scale than previously.

The normalisation of molecular levels using the modified approach allows the deter­

mination of absolute column densities (and ratios) for any point in a synthesised map. 

Hence I present these quantities as determined by the model, for the low resolution and 

high resolution maps, and compare with levels detected in M orata et al. (1997) and M orata 

et al. (2003). Taking a similar approach to the latter work, I select the peak position for 

each transition in the high resolution maps, and provide column density values for each 

molecule at each point -  in order to compare values at the same spatial positions. These 

points are represented by diamond-shaped markers in figures 6.3b-e. I also give column 

density values calculated from the low resolution data, at the low resolution molecular line 

maxima within the high resolution map domain. These are represented by square-shaped 

markers. In agreement with M orata et al. (1997), for each low resolution peak I present 

the column density only of the molecule whose peak it is.
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Figure 6.3: Close-up map -  high resolution, modified approach
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Table 6.2: Peak Column Densities for Synthetic Maps

M olecule T ra n s itio n X

(p c)

y

(pc)

N[i] f 

( c m - 2 )

P e a k  ^

CO 0 .6 6 0.40 6 .0 (17) Low R es

0.73 0.46 2.2 (18) H i  -  A

0.74 0.46 2 .2 (18) Hi -  B

0.65 0.71 1.2(18) Hi -  C

0.77 0.73 1.0(18) Hi -  D

CS J  =  l —>0 0.74 0.42 2 .4(14) Low R es

0.73 0.46 9 .2 (14) H i -  A

0.74 0.46 9 .1 (14) Hi -  B

0.65 0.71 2 .4(14) Hi -  C

0.77 0.73 2 .3(14) Hi -  D

CS J =  2—* 1 0.72 0.42 1 .8(14) Low R es

0.73 0.46 7 .5(14) Hi -  A

0.74 0.46 7.6(14) H i -  B

0.65 0.71 2 .4(14) Hi -  C

0.77 0.73 1.1(14) Hi -  D

H C O  + J =  l —>0 0 .6 6 0.72 7.5(12) Low R es

0.73 0.46 2.4(13) Hi -  A

0.74 0.46 2.5(13) Hi -  B

0.65 0.71 2 .8(13) H i -  C

0.77 0.73 1.2(13) Hi -  D

n h 3 ( l , l ) i n v 0.78 0.70 7 .9(13) Low R es

0.73 0.46 1.4(14) Hi -  A

0.74 0.46 1.2(14) Hi -  B

0.65 0.71 4 .7 (13) Hi -  C

0.77 0.73 3.1 (14) H i -  D

* a(b) = a X 10h

* Low re so lu tio n  p ea k  p o s itio n s  a re  d iffe ren t for each  t r a n s i t io n .

H igh re so lu tio n  p ea k s  in  bo ld  c o rre sp o n d  to  th e  p e a k  in  th e  g iven  

tr a n s i t io n .

All these column density data are presented in table 6.2. Peak A corresponds to the 

shared high resolution peak in CO and CS ( J = l—>0). Peaks B, C, and D correspond to 

the high resolution peaks in CS (J= 2 —>1 ), HCO+ ( J = l—►()) and NH3  (1,1), respectively.

In table 6.3 I present the equivalent column density data obtained from the low resolu­

tion observations of Morata et al. (1997) (their table 4) and the high resolution observations 

of M orata et al. (2003) (their table 3). Peaks E and W correspond to CS (J= 2 —*1) peaks, 

whilst peak N corresponds to HCO+ ( J = l—>0) and peak S to N2 H+ ( J = l—>0). Although 

I do not model N 2 H+ in this section, I include the values for completeness.

Firstly, consider the low resolution peaks in table 6 .2 . The CS (J= 2 —>1) maximum (B) 

is close to in value, though a little lower than, the CS ( J = l—>0) peak level (A), and they 

are located very close together. The low resolution HCO+ value is more than an order 

of magnitude lower than either CS transition’s peak. NH3 is a factor of 2 -  3 lower than 

the CS peak levels. The distance between the NH3  and CS ( J = l—>0) low resolution peaks
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Table 6.3: Peak Column Densities from Low and High Resolution M orata et al. 

Observations

M olecule T ra n s itio n N[i] t  

( ™ ' 2 )

P e a k  t

CS J =  l —>0 2 .5(13) M 97 — Low R es

CS J = 2 —► 1 1.20(12) -  2 .69(12) M 03 -  S

2.53(12) -  8 .48(12) M03 -  E

3 .72(12) -  9 .96(12) M03 -  W

2.71(12) -  7 .22(12) M 03 -  N

H C O + J =  l —>0 < 4 .7 3 (1 1 ) M 03 -  S

< 3 .6 0 (1 1 ) M 03 -  E

4 .7 (11) -  7 .7(11) M 03 -  W

7.7(11) -  1.91(12) M03 -  N

n h 3 ( l , l ) i n v > 2 .2 (1 4 ) M 97 -  Low R es

n 2 h + J =  l-> 0 2.2 (11) -  3 .1(11) M03 -  S

1.7(11) -  2 .4(11) M 03 -  E

< 2 .0 (1 1 ) M 03 -  W

< 1 .6 (1 1 ) M 03 -  N

f a(b) =  a x  l o '1

 ̂ V alues a re  ta k en  from  M o ra ta  et al. (1997) a n d  M o ra ta  et al. (2003).

Low re so lu tio n  p ea k  p o s itio n s  a re  d iffe re n t for each  t r a n s i t io n .  H igh 

re so lu tio n  p ea k s  in  b o ld  c o rre sp o n d  to  th e  p ea k  in  th e  g iven  tr a n s i tio n .

is 0.31 pc, which agrees reasonably well with the ~  0.2 pc quoted for the specific case of 

L673 in Morata et al. (1997). However, the actual levels and ratios detected do not agree 

well with tha t paper. Whilst the synthesised NH3  peak level may be as low as half the 

observed value, the synthesised CS ( J = l—>0) peak level is about an order of magnitude 

too high. This leaves a ratio of [CS/NH3 ]= 3 .0 , rather than the quoted value of <  0.11.

For the high resolution synthetic values, at the CS (J= 2 —>1) peak (B), HCO+ ( J = l—>0) 

column density is little changed from its peak value (C). However, CS (J= 2 —>1 ) column 

density at peak C is a factor of three lower than at B. This difference is due to peak 

B being an unresolved combination of three strongly emitting cores -  one slightly post­

peak density, another slightly pre-peak density, and the other a little younger again. This 

combination acts to give high values for each of the molecules except NH3  (which is so 

strongly weighted towards later times in the column density profile of figure 6.1). The 

close proximity of the three cores, which are approximately 1  high resolution FWHM 

beamwidth apart, allows them to reinforce each other effectively.

The high resolution synthesised CS (J= 2 —>1 ) and HCO+ ( J = l—>0) column densities 

are even larger again than the observed values -  peak CS levels are as much as two orders 

of magnitude larger than observed, and HCO+ levels more than one order of magnitude 

larger. This therefore indicates that the discrepancies are more than just some kind of
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scaling error.

6 .5 .1  D isc u ss io n

The morphologies produced by this more detailed method of synthesised mapping are not 

drastically different from those produced in the previous chapter. However the effects of 

each individual modification of the method are well exhibited in one or another of the 

maps. The introduction of effective critical densities for molecular transitions to produce 

detectable emission tends to subdue or remove contributions from very young and very old 

(within the framework of this model) cores, in particular for CS transitions. At the same 

time, the young and old cores assume greater sizes in accordance with equation (6 .1 ), the 

cores at the peak time in their evolution being the smallest. This tends to mitigate the 

former critical density effect for those cores which do emit, not in the column density level 

contributed at a core’s centre, but by the extent of the emitting area. The detected level 

within the finite beam is then increased as a result. The time-dependent widening of the 

cores is im portant for CS transitions, where the peak emission level is not attained at the 

peak density. The individual cores of the basic map at coordinates (0.65, 0.65) and (0.88, 

0.53) show up quite strongly in the two CS maps, with no major contributions from other 

nearby cores, as these cores are at the period of evolution at which CS column density is 

highest. These, however, are rare exceptions -  in these maps, most detected contributions 

come from associations of cores which are not generally individually resolved. To apply this 

to the observational results of M orata et al. (2003), we note tha t the detected transition 

line widths at each of peak N, E and S are about the same as were measured for the single 

dish observations of Morata et al. (1997). If the cause of line broadening is primarily the 

combination of the different velocities of individual cores which are convolved together, we 

should expect tha t points N, E and S each represent associations of cores which are too 

close together to be individually resolved, and which are large enough that the strongest 

emission emanates from their geometric centre (weighted by the levels of emission of each 

core). Point W has yet a higher line width, making it an even more likely candidate for 

such an association.

Clearly, the smoothing of the re-injection peaks makes the mapping procedure far more 

consistent. It also acts to enlarge the very small spatial extents for NH3  tha t were obtained 

in the previous chapter. The extent of CO is also increased somewhat with the modified 

approach, such tha t it is a little larger than tha t of CS, which is at least qualitatively in
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agreement with the Myers et al. (1991) work.

It can be seen tha t the synthesised column densities are higher at the high resolu­

tion peaks than for the low resolution peaks, whereas this situation is reversed for the 

M orata et al. papers. They explained that a large fraction of their expected emission may 

not have been detected by the interferometer (perhaps as much as 80%) if the observed 

medium were composed of a small number of strongly em itting (i.e. large) cores/clumps, 

with many more weakly emitting cores/clumps contributing little detected emission. This 

hypothesis of a clumpy, heterogeneous medium was tested (modelled) against a scenario 

adopting an extended, homogeneous medium, and was found to suit the observations more 

satisfactorily. The synthetic maps, however, take no account of such instrumental effects 

(no special treatm ent is made to mimic the performance of an interferometer), so the effect 

is absent in this work; however, this does not affect the validity of the synthesised values.

The overall column density levels obtained from the synthetic mapping technique of 

this chapter are generally too high, even at low resolution. Four factors may explain this: 

firstly, the level of uniformity of core distribution may have an effect such that the peaks 

observed in the synthetic maps represent close associations of cores (as mentioned above), 

in particular those close associations of cores at similar stages of evolution. Secondly, 

the chemical (and/or physical) evolution of individual cores may vary from tha t adopted 

here -  in particular, initial elemental fractional abundances may be responsible for the 

discrepancies in peak column densities. Thirdly, this approach uses only one core chemistry 

to model the entire region. In reality, we might expect to see a spectrum of cores within the 

same cloud, all exhibiting somewhat different chemical and physical properties. As chapter 

3 effectively showed, the resultant chemistry can vary strongly with visual extinction. If 

a large number of cores took maximum central visual extinctions of 3, as in model G-Al 

in chapter 3, we might expect many of them to show smaller CS column densities than 

in the standard run. Meanwhile, the low visual extinctions would additionally mean that 

freeze-out had only a short period to operate, producing quite sharp re-injection peaks 

(even with smoothing taken into account). Therefore, NH3  could take on smaller spatial 

extents, which would be in line with the evidence of Myers et al. (1991). W ith a spectrum 

of such variations in the cores’ displayed chemistries, with the standard run representing 

the more strongly emitting, sparsely distributed cores, the column densities of the Morata 

et al. observations might be reproduced. W ithin the spectrum, a core with a lower peak 

central density would have lower CS ( J = 2 —>1 ) emission (and over a shorter period of its
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evolution), since the strongest part of the column density profile for this transition is near 

to its limit of emission. The NH3  (l,l)inv  transition has a very low n ejgr, so it would not 

be affected to anywhere near the degree that the CS transitions would. Hence, smaller 

central peak densities could act to rectify the CS/NH 3  column density discrepancy seen 

in tables 6.2 & 6.3, notwithstanding the resultant chemical effects of the density changes. 

Finally, smaller core widths (in the plane) should produce smaller column densities. The 

Morata et al. (2003) HCO+ emission is less extended and more defined than the CS in 

particular, and this may be due to only smaller regions near the core centre being able to 

produce it.

The amount of what might be called “lobing” of the emission (that is, large areas 

of fairly continuous emission) in figure 6.3c is not so great in the synthetic maps as is 

observed in L673 for the CS (J= 2—>1) transition. Compare with figure 6.3d, where HCO+ 

cores take an apparently larger extent than is seen in the observations. This may be 

a result of the one-dimensional approach to the chemical modelling, which leads to the 

approximation where all regions of a core assume the column density ratios of the core 

centre. The larger lobes in CS (J= 2 —>1 ) in the observations may be due to a much larger 

extent of CS, compared to say HCO+ , in individual cores, away from the line-of-sight 

core centre — the examination of the standard model in chapter 3 (and its pre-cursor in 

chapter 2 ) shows that the large levels of HCO+ rely on freeze-out effects, whilst CS is 

diminished in those parts. In regions of a core where visual extinction is not high enough 

to reach the threshold level for freeze-out, we might therefore still expect large amounts of 

CS. However, it is difficult to quantify the effects of this hypothesis, since at present there 

is little observational or theoretical evidence with which to constrain a > 1 -dimensional 

chemical/physical model of a core. It should also be remembered that this analysis uses 

regular core shapes (circular in the plane of the map), whereas this may not strictly be 

the case.

6 .5 .2  C o n c lu sio n s

The modified approach of this section compares favourably with the more simplistic ap­

proach of the previous chapter, against the M orata et al. observations. Each of the 

modifications is justifiable, either by extension of the logic of the physical model into 

three dimensions (as in the case of the time-dependent intrinsic width), on the grounds of 

self-consistency (as for the re-injection smoothing), or on the basis of broad observational
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and theoretical evidence (as for the implementation of critical emission densities in the 

column density calculations). Each has a noticeable and comprehensible effect on the map 

morphologies and peak column densities.

The calculation of convolved column densities at any point within the map is also very 

useful on its own, and allows a more rigorous comparison with observational data. Indeed, 

the consideration of such information leads to a number of possible explanations of the 

discrepancies. Whilst two of these would involve drastic re-modelling of certain features 

of the pre-mapping stage chemical evolution of a standard core, or the construction of 

a representative, coherent spectrum of core chemistries, the first and last explanations 

given in the discussion section above may be tested with this model. The uniformity of 

core distribution may be controlled, making the distribution adhere more rigorously to the 

mean core frequency. The impact of smaller emission regions within cores (in particular 

for HCO+) could be studied by a simple variation in the ratio A r ( tm) /  A z ( tm) = 1/4 for 

certain molecules. This should have an effect not only on morphologies but also on the 

resultant peak column densities which are “detected” , however, the adopted widths would 

have to be fitted using approximate observed values taken from M orata et al. (2003).

6.6 Testing the Effects of the Variation of Core D istribution

In this section I investigate the importance of the level of uniformity of the core distribution 

on the morphologies and peak column density values produced, looking at the effects of 

greater or smaller mean core separations. I restrict the analysis to the high resolution 

maps. This ensures that the level of uniformity as measured for a map is locally valid, 

and not just an averaged value over a region of which only a small part is examined at 

high resolution.

In order to test the variable, I require the level of core distribution uniformity in a map 

to be quantified in some way, and to be able to vary it. I s tart by defining a mean separation 

between cores. This distance is related to the core number density in a basic “sky” map, 

however, tha t quantity does not carry much meaning when applied to small regions which 

contain very few cores, and is difficult to calculate locally for the purpose of determining 

local variations. Hence, for each core, I calculate the separation between it and its nearest 

neighbour. In the locality of a single core, this quantity is very im portant for the relative 

influences of either core on the convolved map. This is because for two cores to be resolved
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Figure 6.4: Core positions in the basic “sky” map
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individually, the distance between them (in relation to beam resolution) is all im portant. 

This quantity is therefore also im portant for the determination of detected levels calculated 

via the convolution process. By then calculating the mean shortest inter-core distance, 

a “global” variable is obtained. From this point, it is then easy to quantify the level of 

uniformity within a map using the standard error on the mean: with a zero SEM, the basic 

map is a grid of equally spaced cores (with maximal uniformity of distribution, according 

to this regime), whilst increasingly large error values indicate more (random) variation 

from this extreme. By quantifying the level of uniformity of distribution with respect to 

cores rather than to regions of the spatial area of the map, which may or may not contain 

cores, the variable is more sensitive to the elements of the mapping process which I wish 

to investigate: the effect of the relative spatial arrangement of cores.

W ith this definition in hand, I investigate the two variables: the mean shortest inter­

core distance (analogous to core number density) and the standard error on the mean
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Table 6.4: Parameters of basic “sky” maps

Core Distribution Mean Shortest Inter-Core Distance

(pc)

SEM

1 (standard) 0.524 4.21%

2 0.520 4.85%

3 0.529 5.19%

(uniformity of distribution). To do this, I first construct a basic “sky” map of a high level 

of uniformity. For this, instead of assigning cores to random x- and y- positions within one 

map “unit” , I divide the map into 100 map units, and designate one core to each. Each 

of these cores is then assigned random positions within its designated map unit. This 

starting map is shown in figure 6.4. The size of the basic map is set to 0.6 x 0.6 pc, the 

same as the high resolution maps of the previous chapter.

To produce maps of varying uniformity, I move each core in a random direction by 

a randomly determined distance of up to 0.03 pc, half the map unit size. I then modify 

the resultant map again in the same way. The advantages of this particular method are 

tha t firstly the same distribution of cores in terms of their stages of evolution is preserved, 

elimimating any resultant differences in the relative weighting of column densities; secondly 

that the associated spatial positions of these cores are approximately preserved, such that 

the same associations of core chemistries are compared between maps. The convolved 

molecular line maps of the three basic maps are shown in figures 6.5, 6 . 6  and 6.7. From 

a range of resultant randomly modified maps which were produced, these were chosen so 

tha t their mean shortest inter-core distances were approximately the same, in order to 

isolate their varying levels of uniformity.

The molecular line maps show CO, CS (3=2—>1 ), HCO+ ( J = l—>0), and NH3  (l,l)inv . 

Each is trimmed to avoid edge effects, as explained in the previous chapter.

6 .6 .1  R e s u lts  an d  D iscu ss io n

I display the parameters of the basic “sky” maps of varying uniformity of core distribution 

in table 6.4. Here, I address the broad morphological differences between the maps.

Firstly, we see tha t even with the much greater level of uniformity of core distribution 

in the “standard” map (distribution 1), seen in figure 6.4, than in the basic “sky” map of



6.6. Testing the Effects of the Variation of Core Distribution 147

Figure 6.5: Core distribution 1 (standard) -  high resolution, modified approach
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the previous section, we do not resolve many cores individually. We may discern, however, 

that for CO (which is well represented in coverage) those peaks whose contours are very 

tight tend to be the result of core associations, whereas peaks whose contours are broad 

and fairly regular tend to be single cores, close to their peak densities. These peaks do not 

tend to be as strong as those for which core associations are responsible. For the other 

molecules, most peaks tend to be the result of the resolution of single, fairly isolated cores.

In general we find that the amount of lobing in the maps is reduced as uniformity 

decreases and the peak levels detected in each map broadly increase, raising the contour 

levels and effectively sharpening all contrasts. The ratio of the numbers of strong to weak
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Figure 6 .6 : Core distribution 2 -  high resolution, modified approach
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peaks in the CS (J= 2—>1 ) map tends to increase, whilst in the others it does not.

It is worth while to point out that, regardless of the molecular tracer or core chemistry 

involved in producing the “detected” emission, it is the spacing between em itting cores 

which determines the morphologies of the maps. The spacing is dependent not only on 

core number density and uniformity of distribution, but also on whether or not a core 

emits enough in the molecular line in question to be registered, which is then dependent 

on the column density profile for the standard core. Using the different molecular tracers 

as test cases for these variables, we see th a t as in the case of the CS (J= 2 —>1 ) maps, 

widely spaced emitting cores produce quite tight peaks, and more strong peaks tend to

b: CS (J= 2—►!)
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Figure 6.7: Core distribution 3 -  high resolution, modified approach
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be present with decreasing uniformity of general core distribution. The CO maps show 

that for closely spaced emitting cores, the large structures, though less lobed, are still 

“connected” for those contour levels shown (as adopted from M orata et al. 2003) when 

lower levels of uniformity are taken. However, the CS (J= 2 —>1 ) maps of this section do not 

look so much like the Morata et al. (2003) maps for tha t transition. This suggests firstly 

tha t where the large connected structures seen in tha t paper are present, the number of 

“emitting” cores responsible must be greater than are suggested in figure 6 .5 , etc -  in other 

words, the true distribution of cores registering CS (J= 2-+ l) emission may be more like 

tha t shown by CO (particularly that in figure 6.5). Since M orata et al. (2003) ruled out
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Table 6.5: Peak Column Densities for Maps of Various Levels of Uniformity of 

Core Distribution

M olecule T ra n s itio n D is tr ib u t io n X

(PC)
y

(pc)

N[i] t  

( c m - 2 )

CO

(P e a k  K)

1 0.048 0 .240 1 .4(18)

2 0.186 0 .456 1.5(18)

3 0.390 0 .2 1 0 2 .0(18)

CS
(P e a k  L)

J = 2 —*1 1 0.048 0.246 6 .8 (14)

2 0.090 0.030 6 .1 (14 )

3 0.390 0 .2 1 0 1 .0(15)

H C O  + 

(P eak  M)

J  =  l —*0 1 0.378 0.060 1 .7(13)

2 0.384 0.480 2 .5(13)

3 0.066 0.486 2 .0(13)

N H 3

(P eak  N)

( 1 ,1 ) i nv 1 0.066 0.168 2 .9(14)

2 0.384 0.474 3 .2(14)

3 0.480 0.294 3 .0(14)

t  a ( 6 )  =  a  X  1 0 '’

large extended regions of emission, it is likely to be caused by a different average column 

density profile. This may either be due to a different chemistry giving different CS levels 

through a core’s evolution, or it may be the effect of a spectrum of cores being present 

in a dark cloud (as mentioned in the previous section), such tha t the combination of the 

slightly different chemistries of each core re-weights the overall profile.

Either way, if CS is in reality better represented by the sort of map coverage tha t 

CO shows thanks to its gently evolving column density profile, we might expect that, 

judging by contour morphologies, the east (E) and west (W) peaks of figures 5.4 -  5.6 

(from Morata et al. 2003) which are the strongest in CS (J= 2 —>1 ), should be the result of 

core associations, whereas the emission around the north (N) peak should be perhaps two 

individually strong cores, convolved together in CS ( J = 2 —>1 ) emission. This should also 

be the case with the region of emission in the NW corner of the map. The lobed areas 

could be the result of larger, less strongly emitting associations of cores. Judging from 

the synthesised CO maps, these associations might also be aided by the emission from the 

edges of the strong cores at the central peaks. The CS emission map of M orata et al. (2003) 

appears to match best with the high level of uniformity shown in the CO map of figure 

6.5. Meanwhile, the observed HCO+ ( J = l—>0) emission of that paper is characterised 

well by tha t of HCO+ in figure 6.5. Most peaks are sharp, and do not deviate strongly 

from regular (i.e. circular) shapes, whilst there are some regions where the peaks are 

“connected” . This should indicate th a t the cores which register in HCO+ are well spaced, 

and regularly spaced. These characteristics may be more achievable because of a smaller
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emitting region within each core for HCO+ (as suggested in the previous section), which 

would make those emissions more easily resolved individually.

The NH3  maps of this section do not appear to vary much with the level of uniformity 

of core distribution, as the NH3  column density profile of the standard core is quite sharp, 

leaving the few strong emitters quite sparsely distributed.

Table 6.5 shows column densities at the peak positions for each molecule. We might say 

that there is a slight trend for levels to be higher for lower uniformity of core distributions, 

but this is only consistently true for CO. However, this does suggest firstly tha t the 

levels obtained from observations are quite robust with respect to the pattern of core 

distribution, and secondly that the discrepancy of CS/NH 3  column densities (described in 

the previous section of this chapter) compared to observations is not likely to be resolved 

by consideration of such effects. It should be noted, however, tha t the table gives details of 

the strongest peak in each map, which is not always the same one as for other distributions. 

Hence the levels really represent more of an upper limit. Because each of these peak levels 

represents an association of cores, these levels should also not necessarily be relied upon 

to provide accurate column density estimates for individual cores.

6 .6 .2  C o n c lu sio n s

The level of uniformity of core distribution, and in general the way cores are distributed in a 

dark cloud, is clearly a crucial element in producing the morphologies seen in observational 

work. This factor acts in combination with the physical sizes of the cores, and the beam 

resolution, to determine the way and the extent to which emission from individual cores 

overlaps and convolves together.

Although this variable is difficult to treat in such a way tha t we may meaningfully 

compare different arrangements of cores, we may draw some conclusions which obviously 

are to some degree dependent on the specific cases modelled here. (We might, for example, 

achieve slightly different results by using a different distribution of core evolution times, or 

a different permutation of their arrangement in each spatial position, so tha t spatial core 

associations were composed of cores in different stages of evolution from those in another 

permutation).

We find tha t for CO, and by extension, for transitions whose contributors are generally 

quite closely spaced, that emission peaks with tightly spaced contours tend to be caused 

by close associations of cores, whereas those with weaker, more broadly spaced contours
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usually represent one core, or perhaps one strong emitter and one weak.

For transitions whose emitters are widely spaced, peak contours tend to be quite tight, 

and morphologically, the ratio of stronger to weaker peaks tends to increase with decreasing 

uniformity of distribution.

We find tha t the morphologies observed in M orata et al. (2003) for CS (J= 2 —>1 ) most 

closely resemble the morphologies of CO, particularly for the most uniform distribution, 

meaning tha t CS cores are not excessively clustered in L673, and tha t the contributing 

cores in tha t region are probably more numerous than is assumed in this model. The 

most probable explanation for this is tha t there are a number of inherently more weakly 

emitting cores in this region, which have different physical conditions from those modelled 

in the standard model run, such that at peak density they contribute slightly less CS 

emission than the standard run, but far less of other molecular lines.

From the above-mentioned similarity between CO in this study and CS in M orata et al. 

(2003), and the trends as to which emission peaks are caused by associations or individual 

cores, may infer that the E and W CS (J= 2 —>1) peaks of M orata et al. (2003) are more 

likely to be the result of core associations, whilst the emission at N may come from two 

underlying cores.

More generally we find, from the column densities obtained at the peaks of the synthetic 

maps, that the absolute levels obtained from observations are quite robust with respect 

to the pattern of core distribution, and tha t the CS/NH 3  discrepancy in column densities 

compared with the Morata et al. papers is unlikely to be resolved by such considerations.

6.7 Molecular Line M aps with Different Grain M antle Re­

injection Characteristics

In this section I briefly contrast the results of section 6.5, in which the modified convolution 

approach was applied to the basic “sky” map of chapter 5, with those which are obtained 

here by using column density profiles with a minimal contribution from the re-injection 

of dust grain mantles. As mentioned in section 6.4, this is achieved merely by integrating 

the raw column density profiles between the points immediately before and after each 

re-injection peak. Figure 6 . 8  shows the resultant column density profiles for molecules in 

the five transitions previously studied. I apply these profiles to the same basic “sky” map.
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Figure 6 .8 : Column densities of selected transitions as functions of time, with n eff 

considerations, calculated through the standard run core -  minimal re-injection
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6 .7 .1  R e su lts  an d  D iscu ss io n

Figure 6.9 shows the low resolution maps obtained using the column density profiles with 

minimal re-injection. CO is very little changed, since its profile is largely unaffected. All 

other molecular transitions assume smaller spatial morphologies; most strongly affected 

is the NH3  morphology. It not only assumes a smaller spatial extent but maps different 

material from the maximal re-injection case. The regions it now maps are very similar to 

those traced by HCO+ ( J = l—>0). The shrinking of NH3  (1,1) extent relative to CO and 

CS (J= l—>0), and the shrinking of both NH3  (1,1) and CS ( J = l—>0) extents relative to 

CO makes the behaviour of the minimal re-injection maps more in keeping with Myers 

et al. (1991) than the maximal re-injection case. The regions mapped by transitions other 

than NH3  (1,1) are essentially unchanged.

Figure 6.10 shows the high resolution maps zoomed-in on the same region as used 

previously. As before, the diamond-shaped markers represent high resolution peaks (for 

transitions indicated in table 6 .6 ), whilst the square-shaped markers indicate the low 

resolution peak local within the zoomed-in region for the transition surveyed in each map. 

Again, the differences are slight compared to the maximal re-injection case for all species 

but NH3; for example the CS ( J = l—>0) and CS (J= 2 —>-1) peaks now exactly coincide, and 

the regions mapped and their spatial extents are almost identical to their high re-injection 

counterparts. Now, rather than mapping its own distinct regions, NH3  maps very similar 

regions to HCO+ ( J = l—>0) as at low resolution. Therefore, a test of this extreme of
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Table 6 .6 : Peak Column Densities for Low Re-injection Synthetic Maps

M olecule T ra n s i tio n X

(pc)
y

(pc)

N[i] t  

(c m - 2 )

P eak

CO 0 .6 8 0.40 5 .9 (17) Lo R es

0.74 0.46 2 .2 (18) H i -  Q

0.87 0.38 1.4(18) H i -  R

0.65 0.71 1.2(18) Hi -  S
0 .60 0.70 1.3(18) Hi -  T

CS J  =  l —>0 0.76 0.42 2 .3(14) Lo R es

0 .74 0.46 8 .5 (14) Hi -  Q

0.87 0.38 8 .7 (14) H i -  R

0.65 0.71 2 .4(14) Hi -  S
0 .60 0.70 3 .3(14) Hi -  T

CS J =  2—+1 0.72 0.42 1.8(14) Low R es

0.74 0.46 7.6 (14) H i -  Q

0.87 0.38 5.1 (14) Hi -  R

0.65 0.71 2.4 (14) Hi -  S
0.60 0.70 3 .3 (14) Hi -  T

HCO+ J =  l —*0 0 .6 6 0.72 7.5(12) Low R es

0.74 0.46 2.5(13) Hi -  Q

0.87 0.38 1.4(13) Hi -  R

0.65 0.71 2 .8(13) H i -  S

0.60 0.70 2 .8(13) Hi -  T

n h 3 ( 1 ,1 ) i nv 0 .6 6 0.72 1 .2(13) Low R es

0.74 0.46 4 .1 (13) Hi -  Q

0.87 0.38 2.3 (13) Hi -  R

0.65 0.71 4 .7 (13) Hi -  S
0.60 0.70 4.8 (13) H i -  T

t  a(i>) =  a  X 10‘

* Low re so lu tio n  p ea k  p o s itio n s  a re  d iffe re n t for each  t r a n s i t io n .

H igh re so lu tio n  p ea k s  in  b o ld  c o rre sp o n d  to  th e  p ea k  in  th e  g iven  

tra n s i t io n .

re-injection would be whether or not HCO+ and NH3  appear to map the same regions.

Table 6 . 6  shows peak column densities measured at the (local) low resolution peaks 

and the high resolution peaks labelled Q,R,S,T. Of the low resolution peak levels, only tha t 

of NH3  is significantly different, down by a factor of almost 7. The high resolution NH3  

peak level is also down by a similar amount. Both these differences are easily explained by 

the lower peak level in the NH3  (1,1) column density profile. The lower levels of NH3  are 

evidence against the minimal re-injection case, since they further lower the ratio with CS, 

which was determined to take a value of around 10 by M orata et al. (1997) and M orata 

et al. (2003).

Comparing high resolution peaks with their equivalents in the maximal re-injection 

case for the same transitions, there is little else of note. However, differences between 

the two cases are slightly more apparent when comparing levels in one transition at the 

peak positions of another; for example, CS (J= 2-+ l) levels are 3 times higher for the low
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Figure 6.9: Trimmed map -  low resolution, modified approach, minimal re­

injection
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Figure 6.10: Close-up map -  high resolution, modified approach, minimal re­

injection
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re-injection case, measured at peaks T and D -  the respective NH3 high resolution peaks 

for low and high re-injection features. This difference is due to NH3  (1,1) now assuming 

a column density profile whose peak is closer in time to  tha t of CS (3=2—>1 ).

6 .7 .2  C o n c lu sio n s

As mentioned previously, the minimal re-injection case is a representation of the situation 

where the rate of deposition of grain mantle-bound species is so slow compared to the rate 

of destruction of injected species by the gas phase chemistry tha t there is no discernible 

difference in the resultant column density measured through the core. Conversely, the 

maximal case represents a situation where deposition is so fast tha t gas phase destruction 

cannot keep up, such that there is a local spike in fractional abundances which manifests 

itself in the calculated column densities.

All of the evidence of this section confirms what may be seen from the column density 

profiles of figures 6.1b and 6 .8 : namely that NH3  is by far the most strongly affected of the 

molecular transitions for the minimal re-injection case. The morphological differences seen 

in the maps are more in line with observations than are those for the maximal re-injection 

case, however, the absolute NH3  peak levels are less consistent with measured values. Since 

the absolute NH3  column densities are a more robust measure, it is more likely that the 

morphologies exhibited in Myers et al. (1991) etc are the product of a range of chemistries 

engendered by a spectrum of cores in dark clouds, as already discussed, rather than being 

explained purely by the adoption of the minimal re-injection profile.

The level of morphological coincidence between NH3 and HCO+ in particular would be 

a useful test of the level of coupling of their chemistries, with different re-injection levels 

being one possible cause for discrepancies. The inclusion of more molecular transitions in 

the convolution model could help to constrain both the way in which re-injection takes 

place (its rates and critical visual extinction) and the relative time-dependent chemical 

behaviours of cores within any re-injection regime.

6.8 The Effects of Core Cycling on M olecular Line Maps

Finally, in this section I contrast the results of section 6.5, which used the standard 

core model, with those which are obtained using “limit cycle” column density profiles 

obtained from chapter 4. Besides the five usual molecular line transitions, I map three
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Figure 6.11: Column densities of selected transitions as functions of time, with n eg  

considerations, calculated through the standard run core -  limit cycle chemistry

18

16

c s (j = i -> 9 )

/'C S(J=2-> 1)
x
z" 14

o

12

10
0  5 .0 x 1 0 s 1 .0 x 1 0 s 1.5x10®  2.0x10®

time (yrs)

other molecules: SO, SO2  and CH4 . These were three of a small number of molecules which 

the results of chapter 4 suggested could be used to distinguish a cloud with significant 

cycling, versus a cloud without. However, since effective critical density information is 

only forthcoming for those transitions already shown in table 6.1, I merely assume the 

same critical density as for CO of 1000 cm - 3  for these three other molecules (which 

represents an absolute minimum level). It may be remembered tha t 1V(H2 C0 ) also showed 

significant differences between the standard and limit cycle cases, however the value of 

n eff(H2 CO) =  6  x 104 cm - 3  for the 2 i2 —► I 11 transition quoted in Evans (1999), the 

lowest n eff value listed for H2 CO, is too low to contribute any detectable emission using 

the peak density of 5 x 104  cm - 3  adopted for the two models (where detectable emission is 

deemed to constitute a line of 1 K or more). I initially return to the maximal re-injection 

column density profiles for this analysis, a case which is more likely to obtain according 

to the evidence of section 6.7. I then look at the case of a minimal re-injection feature.

6 .8 .1  R e su lts  and  D iscu ss io n

Figure 6.11 shows the column density profiles of the five main transitions previously 

mapped, for the “limit cycle” case (which is effectively reached by cycle number three; for 

certainty I use cycle number five, the fourth after the standard run). See chapter 4 for 

details of the dynamics and chemistry of the limit cycle. Notably, here CO starts higher 

than in the standard run, and the peak column densities for the CS transitions are a little 

lower. NH3  and HCO+ profiles are not strongly affected.
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Figure 6.12: Trimmed map -  low resolution, modified approach, limit cycle chem­

istry
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Figure 6.13: Close-up map -  high resolution, modified approach, limit cycle chem­

istry
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Table 6.7: Peak Column Densities for Limit Cycle Maps

M olecule T ra n s i tio n X

(pc)
y

(pc)

Af [i] t  

( c m - 2 )

P e a k

CO 0.54 0.40 6 .9 (17 ) Lo R es

0.73 0.46 2.3(18) H i  -  Q

0.74 0.46 2.3(18) Hi -  R

0.65 0.71 1.3(18) Hi -  S

0.77 0.73 1.1(18) Hi -  T

CS J  =  l — 0 0.74 0.42 1.8(14) Lo R es

0.73 0.46 7.1 (14) Hi -  Q

0.74 0.46 7.1(14) H i -  R

0.65 0.71 2.4 (14) Hi -  S

0.77 0.73 2 .1 (14) Hi -  T

CS J = 2 —>1 0.72 0.42 1.4(14) Low Res

0.73 0.46 5 .8 (14) Hi -  Q

0.74 0.46 6 .0 (14) H i -  R

0.65 0.71 2.4 (14) Hi -  S

0.77 0.73 1.0(14) Hi -  T

H CO  + J =  l —>0 0 .6 6 0.72 7 .3(12) Low R es

0.73 0.46 2 .3(13) Hi -  Q

0.74 0.46 2 .4(13) Hi -  R

0.65 0.71 2 .8(13) H i -  S

0.77 0.73 1.1(13) Hi -  T

n h 3 ( l , l ) i n v 0.78 0.70 8 .2 (13) Low Res

0.73 0.46 1.5(14) Hi -  Q

0.74 0.46 1.4(14) Hi -  R

0.65 0.71 4 .5 (13) Hi -  S

0.77 0.73 3.2 (14) H i -  T

t  a(b) = a X 10b

* Low re so lu tio n  p ea k  p o s itio n s  a re  d iffe re n t for each  tr a n s i t io n .

H igh re so lu tio n  p ea k s  in  b o ld  c o rre sp o n d  to  th e  p e a k  in  th e  given  

tra n s i tio n .

The low resolution maps of figure 6.12 are therefore little affected by the change, 

except for CO, which assumes broader profiles and achieves greater map coverage due 

to the higher levels for cores at the start of their evolution. Whilst the extents of the 

other molecules change slightly on a local level, throughout each map they are on average 

unaltered. All the transitions still map the same regions as for the standard run case.

The same may be said of the high resolution maps of figure 6.13; the CO map is more 

extended, and lobing between peaks is marginally more pronounced. However, none of 

the maps show any drastic differences and certainly do not map different regions from the 

standard case.

Hence there are no obvious morphological differences which may be exploited to dis­

tinguish the two cases.

Table 6.7 shows the column density values obtained for the low and high resolution 

peaks indicated in the high resolution maps. Again, there are few differences between these
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Figure 6.14: Column densities of selected transitions as functions of time -  stan­

dard chemistry and limit cycle chemistry

X

o

10 -

16

14

x

10

8
0 5 .0 x 1 0 s 1 .0 x 1 0 s 1.5x10® 2.0x10®  0  5 .0 x 1 0 s 1.0x10®  1.5x10®  2.0x10®

time (yrs) time (yrs)

a: Standard Run b: Limit Cycle Run

and the standard case values. CO and NH3  show small increases in the low resolution peak 

values; the other molecules show slight decreases. The CS transitions generally show the 

greatest variation for the high resolution values. However, none of the differences in high 

or low resolution peaks is significant enough to distinguish observationally the standard 

case from the limit cycle case. Therefore, we should not expect to gain any information 

on this issue from the Morata et al. observations.

I now investigate any differences between the models for the molecules SO, SO 2  and 

CH4 , in particular to test whether the ratios suggested for these molecules at the “shoul­

der” feature discussed in chapter 4 propagate effectively enough through the convolution 

process to distinguish the two cases. It should be noted tha t since CH4  has no dipole 

moment, observing it is made very difficult. However, I treat the CH4  as more of a repre­

sentative species -  a hydrocarbon to represent the hydrocarbon shoulder. In future work, 

with more effective critical density information, I should be able to investigate more easily 

observed molecules.

Figure 6.14 shows the column density profiles for the three molecules, for both the 

standard run and the limit cycle. The major difference between the two runs for these 

molecules is the greater contrast between CH4  levels with the other two molecules, at 

the time CH4  peaks in the standard core’s evolution. The other notable difference is the 

higher level of late-time re-injection in the standard run, for CH4 .

Figure 6.15 shows the standard run high resolution maps, figure 6.16 the limit cycle 

maps. For SO and SO2  there are no notable morphological differences, due to the similarity
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Figure 6.15: Close-up map -  high resolution, modified approach, standard chem­

istry
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of the profile shapes, regardless of their absolute levels.

The CH4 morphologies differ drastically. Whilst in the limit cycle case, CH4 maps 

mostly the same regions as SO and S 0 2, for the standard run, CH4 maps somewhat 

different regions, though a lot of the same peaks are present. This differentiation may be 

a practical tool to determine which regime obtains in real dark cloud regions.

Tables 6.8 and 6.9 show SO, S 0 2 and CH4 levels determined for the peaks indicated 

in the standard and limit cycle maps respectively. Note that the CH4 peaks in one case 

do not correspond to the peaks in the other.

It is only the CH4 values which vary in any significant way, by a factor of two at most.
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Figure 6.16: Close-up map -  high resolution, modified approach, limit cycle chem­

istry
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There is one interesting feature that may just be significant enough for detection, however: 

The ratio of CH4  at the CH4  peak to CH4  at the SO peak is almost a factor of two larger 

for the standard run. This might provide stronger evidence than absolute CH4  peak values 

alone. However, the observational errors would have to be small to distinguish these cases, 

and would more likely be swamped by the effects of departures from the precise physical 

and chemical parameters chosen for this study. The relative influences of cores across any 

putative spectrum of cores would also affect the measurement of this ratio.

Table 6.10 shows molecular ratios at each peak, and the ratios of these between the 

standard and limit cycle cases. Unfortunately, the large ratios forecast in chapter 4 do
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Table 6 .8 : Peak Column Densities for Standard Maps

M olecule X

(pc)
y

(pc)

N[i] t  

(c m - 2 )

P eak  ^

S O 0.72 0.69 4 .7 (14) H i -  F

0 .77 0.73 4 .4 (14) Hi -  G

1.09 0.76 3.8(14) Hi -  H

so 2 0.72 0.69 4.5 (14) Hi -  F

0.77 0.73 4.7 (14) H i -  G

1.09 0.76 2.9(14) Hi -  H

c h 4 0.72 0.69 1.1(15) Hi -  F

0.77 0.73 1.4(15) Hi -  G

1.09 0.76 2.2(15) H i -  H

t  a ( 6 ) =  a  X 10f’

 ̂ P eak s  in  bo ld  c o rre sp o n d  to  th e  p ea k  in  th e  given  

tr a n s i tio n .

Table 6.9: Peak Column Densities for Limit Cycle Maps

M olecule X

(pc)
y

(pc)

AT[i] * 

(c m - 2 )

P eak  ^

SO 0.72 0.69 4.8 (14) H i -  F

0 .77 0.73 4 .6(14) Hi -  G

0.78 0.73 4 .6(14) Hi -  H

so 2 0.72 0.69 4 .6(14) Hi -  F

0.77 0.73 4.7 (14) H i -  G

0.78 0.73 4.7 (14) Hi -  H

c h 4 0.72 0.69 9.5 (14) Hi -  F

0.77 0.73 1.1(15) Hi -  G

0.78 0.73 1.1(15) H i -  H

t  a(b) = a x  1 0 )>

* P eak s  in  b o ld  c o rre sp o n d  to  th e  p e a k  in  th e  g iven  

tr a n s i t io n .

Table 6.10: Ratios of Peak Column Densities

M olecu lar R a tio R s t a n  f R . t * n / R u m P eak

C H 4 :SO 2.34 1.98 1.18 Hi -  F
3.18 2.39 1.33 Hi -  G
5.79 2.39 2.42 Hi -  H

C H 4 :S 0 2 2.44 2.07 1.18 Hi -  F
2.98 2.34 1.27 Hi -  G
7.59 2.34 3.24 Hi -  H

t  R  = N[i}/N[j]
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Figure 6.17: Column densities of selected transitions as functions of time -  stan­

dard chemistry and limit cycle chemistry, minimal re-injection
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not propagate through to the convolved maps. The greatest ratio between the standard 

and limit cycle cases is a little over 3 for CH4 :S0 2 , at the CH4  peak. Although better 

than the CH4  ratios between CH4  and SO peaks, this would still make it very difficult 

to distinguish the two cases observationally. Since the ratios predicted in chapter 4 are 

for cores at the pre-peak density CH4  peak (the “shoulder”), choosing points in the map 

other than the CH4  peak at which to determine “detected” column densities would not 

produce better results.

We may observe, however, that the CH4  peak takes a different position for the limit 

cycle case compared to the standard run case. This is because in the limit cycle case, the 

“shoulder” CH4  column density value is lower than that at the re-injection peak, so tha t 

re-injection enhanced cores are favoured. Hence the CH4 limit cycle peak also assumes 

different, high, SO and SO2  levels, skewing the ratio between the two. We could always 

compare the same map positions in each case, to try  to produce the correct CH4 :SO and 

CH4 :S0 2  ratios, however this rather defeats the object, which is to provide an observational 

means of distinguishing the two cases. For the approach to be consistent when dealing 

only with one set of real observational data, we must look at the levels at the CH4  peak. 

So, in the situation where the re-injection feature of the column density profiles is maximal 

(or at least fairly high), we should not expect to be able to ascertain whether core cycling 

is taking place or not.

W ith this limitation in mind, I now investigate whether the two cases may be distin­

guished in the situation where the re-injection feature is minimal. Figure 6.17 shows the
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Figure 6.18: Close-up map -  high resolution, modified approach, standard chem­

istry, minimal re-injection
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resultant column density profiles for SO, S 0 2 and CH4 for each case. I do not show the 

CO, CS, HCO+ or NH3  maps, as they do not vary significantly between the standard and 

limit cycle cases. The slight kinks at late times in the CH4  column density profiles are 

smoothing errors, but are at low enough levels to be wholly insignificant. We see from 

the profiles tha t the pre-peak density “shoulder” chemistry should now dominate for the 

standard run case. In the limit cycle case, all three molecules now peak at approximately 

the same stage of core evolution, around the peak density time, trn.

Figures 6.18 and 6.19 show high resolution standard run and limit cycle maps, respec­

tively. For maximal re-injection, standard run CH4  mapped somewhat different regions



6.8. The Effects of Core Cycling on Molecular Line Maps 168

Figure 6.19: Close-up map -  high resolution, modified approach, limit cycle chem­

istry, minimal re-injection
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to the other two molecules. For the minimal re-injection case this is also true. As was 

seen previously, in the case of the limit cycle, all three molecules map the same regions as 

each other (but not the same regions as were mapped for the maximal re-injection case), 

although CH4  does pick up a few weaker cores which SO and S 0 2 do not.

Tables 6.11 and 6.12 show column densities obtained at the peaks, for the standard 

run and limit cycle cases, respectively. Note that SO and CH4 share their peak positions 

at point F for the limit cycle case. In the standard run case, the CH4  peak, point H, is far 

from the SO and S 0 2  peaks. The obtained column density values show clearly the impact 

of the standard run CH4 “shoulder” . Whilst the values at the SO and S 0 2  peaks vary by
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Table 6.11: Peak Column Densities for Standard Maps, minimal re-injection

M olecule X

(pc)
y

(pc)

N[i] + 

(c m - 2 )

P e a k  ^

S O 0 .60 0.70 1.2(14) H i -  F

0.65 0.71 1.1(14) Hi -  G
1.07 0.73 2.8(13) Hi -  H

so 2 0.60 0.70 4.7(13) Hi -  F

0.65 0.71 5.2(13) H i -  G

1.07 0.73 2.6(12) Hi -  H

c h 4 0.60 0.70 5.0(14) Hi -  F

0.65 0.71 4.0(14) Hi -  G
1.07 0.73 8.1(14) H i -  H

t  a(6 ) =  a  X 10h

 ̂ P eak s  in  b o ld  c o rre sp o n d  to  th e  p ea k  in  th e  given  

tra n s i tio n .

Table 6.12: Peak Column Densities for Limit Cycle Maps, minimal re-injection

M olecule X

(pc)

y

(pc)

N[i] t  

(c m - 2 )

P eak

SO 0.60 0.70 1.6(14) H i -  F

0.65 0.71 1.3(14) Hi -  G

so 2 0.60 0.70 6 .2(13) Hi -  F

0.65 0.71 6 .3(13) H i  -  G

c h 4 0.60 0.70 4 .8(14) H i -  F

0.65 0.71 4 .1 (14) Hi -  G

t  a (6 ) =  a  x 10b

 ̂ P eak s  in  bo ld  c o rre sp o n d  to  th e  p ea k  in  th e  g iven  

tra n s i tio n .

Table 6.13: Ratios of Peak Column Densities, minimal re-injection

M olecu lar R a tio Rslan.  f K lim  f Rslcm  / Rl i m P eak

C H 4 :SO 4.15 3.07 1.35 Hi -  F

3.78 3.17 1.19 Hi -  G
29.2 3.07 9.51 Hi -  H , F

C H 4 :S 0 2 10.7 7.77 1.38 Hi -  F
7.78 6.53 1.19 Hi -  G

309 7.77 39.7 Hi -  H , F

t  R  =  AT[t]/N[j]



6.8. The Effects of Core Cycling on Molecular Line Maps 170

small amounts between the two cases, the differences at the CH4  peaks are very significant. 

Table 6.13 shows the molecular ratios obtained at each indicated peak for either case, and 

their ratios between the two cases. CH^SO is almost an order of magnitude greater at 

the standard run CH4  peak than at its SO or SO2 peaks. The standard run CHLpSO 

peak level is an order of magnitude greater than for the limit cycle case. This large a 

difference should be observationally determinable. Meanwhile, CH4 :S0 2  for the standard 

run is immense compared to other values, at approximately 300. When measuring this 

ratio with real data, the R s t a n / F L l i m  ratio for CH4 :S0 2  of about 40 should be determinable 

one way or the other.

Hence, when the re-injection feature of column density profiles is minimal, we should 

expect that the relative column densities of CH4  and SO/SO 2  should be quite precise 

enough to determine whether core cycling is taking place as defined in chapter 4. We 

might expect, however, that any scenario where the re-injection feature is significantly less 

than the maximum value, leaving the pre-peak density CH4 peak ( “shoulder”) dominant, 

would allow for the spatial differentiation of CH4  and SO/SO 2 , and would make a survey 

of molecular line stregths at CH4  peaks an effective way of determining the frequency of 

cycling in the gas.

6 .8 .2  C o n clu sion s

In keeping with the purely chemical analysis of the limit cycle of chapter 4, we find tha t the 

five transitions listed in table 6 . 1  are little affected by the implementation of such column 

density profiles into the same map as was examined using the standard run profiles. Hence 

there should be no useful information on this topic to be gained from the M orata et al. 

papers.

We find that in a maximal re-injection scenario, the limit cycle is not easily distin­

guishable from the standard run case. The extents of the molecular morphologies do not 

provide evidence for one or other case, although in the limit cycle case, CH4  maps the 

same regions as SO and SO2 , whereas in the standard run case it does not. The peak 

column density values show perhaps marginally detectable differences between the two 

cases.

Conversely, in the minimal re-injection scenario the peak column density levels, par­

ticularly of CH4 , vary greatly between the standard run and limit cycle cases. The ratio of 

CH4 :S0 2  at the CH4  peak is a factor of ~40 greater in the standard run case, a difference
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which should certainly be observable. This difference is greater even than was predicted 

in the chemical analysis of chapter 4. This is probably because the cores which are re­

sponsible for producing the CH4  peaks in either case are not quite in the same stage of 

evolution, since the ratios predicted in chapter 4 were calculated for a time t = 7.2 x 105 

years into a single core’s evolution. Again, morphological differences in CH4  are apparent 

between the standard run and limit cycle cases.

We should expect that even if minimal re-injection features are not attained, if those 

features are weak enough then the CH4  “shoulder” peak (see chapter 4) in the column 

density profile could take a higher value than the re-injection peak, such tha t it would be 

favoured as the most likely to register emission peaks in a map. As this balance shifts 

towards the “shoulder” , then the difference between the CH4 :S0 2  ratios at the standard 

run and limit cycle CH4  peaks would increase towards the extreme values shown in this 

study.

In a real dark cloud we should not necessarily expect to see such stark evidence of one 

case over the other, since the situations modelled here represent extremes (and in the case 

of CH4 , due to the lack of a dipole moment for that molecule, the explicit features shown 

here would be hard to observe). Either all material in the cores has been recently cycled 

in another core, or it has not been recently cycled at all, such tha t there is no observable 

evidence of previous cycling. In reality, the time scale between recycling of material by 

core formation and destruction should vary, so that cores may begin with a possible range 

of chemical starting points, dependent on the level of destruction of the chemical hysteresis 

in the intervening period. Also, core formation subsequent to destruction of a local core 

may not occur in the same spatial position, leading to regions of the previous core being 

brought into different regions of the subsequent core, affecting the way the material is 

re-processed.

Although CH4  is difficult to observe, the behaviour highlighted in this section might be 

observed in other molecules (or ratios thereof), like H2 CO, CH3 OH, or other hydrocarbon 

molecules which show similar behaviour.
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6.9 Overall Conclusions

The modifications made to the convolution and mapping method of the previous chapter 

have improved the model in a number of ways. Firstly, they have made the entire ap­

proach more appropriate to the physical situation, by allocating each core with an intrinsic 

width. Whilst this has in a way introduced a new parameter to the model, the previous 

approach of tailoring the beam resolution to the observed size of cores did this anyway. 

By divorcing the two quantities, and then using appropriate values of beam resolution, the 

change has in reality only simplified the parameter, framing it in terms of the fundamental 

quantity which it represents: the physical extents of the cores. Crucially, this modification 

has allowed absolute “detected” column density values to be obtained, providing another 

measure by which to compare with observations. Secondly, the smoothing of re-injection 

peaks has provided a simple way of eliminating the effects of the discrete chemical refer­

ence point distribution in the chemical model (which became im portant when considering 

the instantaneous re-injection of dust grain mantle-bound material), and of providing a 

means to approximate both extremes of re-injection rate, and then to explore the effects 

on observed column densities and morphologies. Finally, the use of effective critical emis­

sion densities has allowed the discrimination of different molecular line transitions in the 

simulated observations. The absence of proper radiative transfer modelling in the code 

was a necessary compromise in this model. However, the convolution of data obtained 

from chemical modelling to produce maps with morphologies so similar to observations is 

quite unique. The level of agreement of absolute column densities also suggests, taking 

into account the inevitable discrepancies caused by the adoption of such a simple means 

of dark cloud construction from an ensemble of identical cores, tha t the idea is sound and 

does not produce results which deviate wildly from observations.

This method produces results which fit well with the observational evidence of the 

M orata et al. papers. Also, the broad low resolution morphologies which result are in 

qualitative agreement with the observational evidence of Myers et al. (1991). In future, 

the mean core sizes of CO, CS and NH3  could be calculated from the synthesised data, in 

order to compare more meaningfully with this observational evidence.

The method allows the presentation of the results of the chemical models in a synthe­

sised observational framework, and permits constraints to be placed on observable physical 

and chemical quantities, like the relative molecular extents, at both high and low resolu­
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tions. It has also allowed for the testing of various hypotheses derived from the chemical 

studies of previous chapters. It may be seen that in the case where the re-injection of 

grain mantles is slow enough to present no observable effects on column densities, the 

morphologies and absolute column density values of a selection of molecules may be used 

to determine the level (i.e. the approximate time scale) of re-cycling of core material in a 

dark cloud.

A recurrent, though not explicitly tested hypothesis for the deficiencies and/or inaccu­

racies of this method of synthesised molecular line mapping regards not the process itself, 

but the construction of the synthetic basic “sky” maps. Certain features of the obser­

vational evidence, and the evidence produced in this chapter, appear to be most easily 

explicable in the context of a spectrum of core types and sizes acting together to produce 

the morphologies and column densities observed across regions of dark clouds (and in fact 

this spectrum could be relevant to star formation, if larger cores became gravitationally 

unstable as briefly explored in chapter 2 -  this spectrum could therefore be related to the 

initial mass function). Such a spectrum of cores would determine the relative and absolute 

levels of molecular emission. In future work I should explore this idea, however it would 

require an amount of chemical modelling which would have made it difficult to examine 

simply in this work.

Besides the variation in physical parameters which might exist between individual 

cores, the results of the mapping procedure ought to be affected by variations in chemistry 

in different regions within a core. It is impossible as yet to investigate this phenomenon 

and will remain so until further work is carried out into the formation mechanisms of cores 

(cf Falle Sz Hartquist 2002) which examines more than one dimension.

Whilst the smoothing of column density re-injection features is an adequate means 

of obtaining continuous and reasonably self-consistent profiles, in future work these fea­

tures might be treated at the level of the chemical models which produce them. Firstly, 

greater chemical reference point resolution might be employed around the freeze-out/non­

freeze-out boundary to avoid the need for smoothing. Secondly, by employing a specific 

mechanism for the re-injection of the grain mantles, realistic desorption rates might be 

adopted, and in such a way that an artificially imposed threshold visual extinction might 

not be necessary, and also that the re-injection feature profiles might be more reliable.

The artificial convolution method provides a unique testing-ground for theories regard­

ing both the dynamics and chemistry of core formation and dissipation.
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